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Abstract. In this paper we present a symplectic analogue of the Fueter
theorem. This allows the construction of special (polynomial) solutions
for the symplectic Dirac operator Ds, which is defined as the first-order
sp(2n)-invariant differential operator acting on functions on R2n taking
values in the metaplectic spinor representation.
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1. Introduction

Fueter’s original theorem in quaternionic analysis (see [12]) is a result which
allows the construction of so-called regular functions (solutions for a gener-
alised Cauchy-Riemann operator D = ∂x0 + i∂x1 + j∂x2 + k∂x3 acting on
smooth H-valued functions), starting from holomorphic functions f(z) in the
complex plane C. In sharp contrast to the space of holomorphic functions,
the space containing regular functions does not define an algebra; therefore,
having a systematic way to construct null solutions is clearly a powerful tool.
The Fueter theorem does just that, and for that reason this result has later
been generalized within the setting of Clifford analysis, a branch of analysis
in which null solutions for spin-invariant differential operators are studied.
Without claiming completeness, we refer to e.g. [21, 17, 19, 20, 22]. Note
that the classical Fueter theorem was generalised by Sce [21] to the Clifford
setting. This result is now know as the Fueter-Sce theorem.
The main object of study in this subdomain of classical analysis is the Dirac
operator ∂x :=

∑
j ej∂xj , with {e1, . . . , em} an orthonormal basis for Rm (the

uninitiated reader is referred to the standard books [1, 8, 13]). This first-order
operator is the unique (up to normalisation) conformally invariant operator
acting on smooth spinor-valued functions f(x) ∈ C∞(Rm,S) on the Euclidean
space Rm. The spinor space S can hereby be realised as a minimal left ideal in
the complex Clifford algebra C`(Cm) (denoted by Cm from now on), defined
as the associative algebra generated by the orthonormal basis {e1, . . . , em}
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endowed with the multiplication rules epeq + eqep = −2δpq (the minus sign is
a convention here, so that one ends up with several anti-commuting complex
units). In even dimensions m = 2n (which, as we will see in Section 2, is
enough for our purposes), this can be done by means of a suitable multipli-
cation from the right with a primitive idempotent I (see e.g. [8]). Indeed,
one has that S := CmI. This means that one can safely work in the Clifford
algebra Cm, and multiply everything with I at the end of the calculations.
We further note that the Clifford multiplication rules also lead to the crucial
relation −∂2x = ∆x (the Laplace operator in m variables), which explains
why Clifford analysis is sometimes referred to as a ‘refinement’ of harmonic
analysis on Rm.
One of the main goals of Clifford analysis is to obtain solutions of the Dirac
operator ∂x and study their properties. In order to avoid problems with the
topology of underlying functions spaces, we will always restrict ourselves to
polynomial solutions of the operator ∂x. We denote the set of all Clifford
algebra-valued monogenic polynomials of degree k ∈ N by Mk(Rm,S). In
other words, we have that

Mk(Rm,S) = Polk(Rm,S) ∩ ker ∂x.

The Fueter theorem on Rm (together with its various generalisations) then
yields a method to construct these null-solutions starting from arbitrary holo-
morphic functions f(z). These solutions, which can be expressed in terms
of the Gegenbauer polynomials, play an important role in the representa-
tion theory for the spin group Spin(m), in particular within the setting of
branching rules and axially monogenic polynomials on Rm. This connection
between the Fueter theorem and the representation theory for Lie algebras
became even more apparent in [9]: in this paper, the construction of the
special Fueter solutions for the operator ∂x was obtained as an intertwin-
ing operator between certain lowest-weight modules for the Lie algebra sl(2).
This was based on the idea that the Lie algebra sl(2) can be realised as a
subalgebra of the conformal Lie algebra so(1,m+ 1), which contains all the
(first-order) generalised symmetries for the Dirac operator. The main ideas
behind this construction can be found in Section 2.
We further emphasise that the Fueter operator D also appears in other do-
mains of mathematics. For instance, the differential operator D := i∂x1 +
j∂x2 + k∂x3 (without the term in x0) plus a zero order Hamiltonian term H0

can be used to describe the critical points of a hypersymplectic action func-
tional. If one then reintroduces the coordinate x0 as a time variable, the non-
homogeneous Fueter equation (D+H0)f = 0 can be seen as the L2-gradient
flow equation associated to the hypersymplectic action functional, viewed as
a Morse function. The flow lines are the so-called connecting Floer cylinders
in Hyperkähler Floer theory: this homology can be calculated in certain sit-
uations as the Morse homology of the underlying Hyperkähler manifold. Via
Arnold’s conjecture, this can then be used to estimate the number of solu-
tions of the equation (D+H0)f = 0 mentioned above by the sum of the Betty
numbers of the manifold (see the paper [16] by Hohloch et al.). The operator
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D also appeared in the work [23] of Walpuski, where compactness issues were
studied, and Haydys’ thesis [14], in connection with tri-holomorphicity and
the Seiberg-Witten equations.
The aim of the present paper is to generalise the approach from [9], for the
specific case of the symplectic Dirac operator Ds which was introduced and
studied in [6, 7]. This is a first-order differential operator, acting on functions
f(x, y) on R2n taking values in the spinor representation for the symplectic
Lie algebra sp(2n), which commutes with the regular action of said Lie alge-
bra (see Section 3 for more details). Using the fact that one can also construct
generalised symmetries for the operator Ds, we will be able to formulate a
symplectic version of the Fueter theorem, which will then lead to a special
collection of solutions for the operator Ds. Note that this are the first steps
towards a better understanding of the representation theoretical aspects of
the space kerDs. Furthermore, it allows us to obtain results concerning the
interaction with special functions and to comprehend how these functions
change when the underlying geometry of the space is altered (i.e. from an
orthogonal to a symplectic framework). One of the main differences with
the orthogonal case (centered around the Dirac operator and the spin group)
will be the fact that one cannot start from holomorphic functions f(z); in-
stead one has to consider other special functions as a starting point. This
will be shown in Section 4. In the future we would like to better understand
the symplectic Fueter mapping Fs by introducing an inverse Fueter mapping
theorem in the context of [5].

Notation 1.1. We fix some elementary notations for the rest of this article.

• First of all we note that every Lie algebra is assumed to be the complex
version, unless otherwise stated by using a subindex. This will be in
particular the case for the conformal algebra soR(1,m+ 1).
• When writing N0, R0, etc. we exclude the number 0 from the set.

2. The classical Fueter theorem

To illustrate the method we will use to construct special solutions for the
symplectic Dirac operator Ds, we will first briefly consider the orthogonal
case again.

As mentioned earlier, one possible approach to prove Fueter’s theorem
for the Dirac operator ∂x is based on the existence of a particular subal-
gebra sl(2) ⊂ so(1,m + 1) of the full conformal Lie algebra containing the
(first-order) generalised symmetries. Introducing W(Rm)⊗Cm as the tensor
product of the Weyl algebra (with 2m generators xj and ∂xj

) and the Clifford
algebra, these are defined as follows:

Definition 2.1. An operator D of the special form

D :=

m∑
j=1

pj(xk, ∂xk)⊗ cj ∈ W(Rm)⊗ Cm ,
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is called a generalised symmetry for the Dirac operator ∂x if it satisfies the
following criterion:(

∃D′ ∈ W(Rm)⊗ Cm : ∂xD = D′∂x
)
.

As such, one clearly has that D ∈ End(ker ∂x). In the specific case where
D′ = D, one says that D is a proper symmetry (with [D, ∂x] = 0).

Easy examples of proper symmetries are the generators ∂xj of translations in
the ej-direction, and the generators

Mij := xi∂xj − xj∂xi −
1

2
eij ∈ W(Rm)⊗ Cm (1 ≤ i < j ≤ m)

for the regular action of the Lie algebra so(m) on spinor-valued functions
f(x). However, in order to prove Fueter’s theorem using algebraic methods,
one needs the so-called special conformal transformations. These are typically
defined in terms of the Kelvin inversion operator:

Definition 2.2. For arbitrary α ∈ R, the α-deformed inversion operator on
Cm-valued functions f(x) is defined by

I(m)
α [f ](x) :=

x

|x|m+α
f

(
x

|x|2

)
. (2.1)

For α = 0, this operator reduces to the aforementioned Kelvin inversion:

f(x) ∈ ker(∂x) ⇒ I(m)
0 [f ](x) =

x

|x|m
f

(
x

|x|2

)
∈ ker(∂x) .

Put differently, one has I(m)
0 ∈ End(ker ∂x). It might be useful to point out

here that the domain of the original function f(x) and its image under the
Kelvin inversion are not necessarily the same (polynomials are for instance
mapped to rational functions when α is a positive integer). What is even
more important for what follows, is the following observation (we restrict our
attention to polynomials below, but this will turn out to be sufficient for our
purposes):

Lemma 2.3. Let α = −2k with k ∈ Z+, and let P (x) be a polynomial on Rm
with values in Cm, such that ∂2k+1

x P (x) = 0. One then has that

I(m)
−2k[P ](x) ∈ ker(∂2k+1

x ) .

Proof. Without loss of generality, we may consider a homogeneous polyno-
mial, say of degree ` ∈ Z+. We can then decompose P (x) into a sum of
monogenic polynomials (this is the well-known Fischer decomposition, see for

instance [8]). Given the fact that ∂2k+1
x P (x) = 0, one gets at most (2k + 1)

terms here:

P (x) = M`(x) + xM`−1(x) + x2M`−2(x) + . . .+ x2kM`−2k(x) ,
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where Mi(x) ∈Mi(Rm,S) with i the appropriate degree of homogeneity and
M`−j(x) = 0 if the corresponding index j > `. It is then clear that

I(m)
−2k[xaM`−a](x) =

x

|x|m−2k

(
x

|x|2

)a
M`−a

(
x

|x|2

)
= xaI(m)

0 [M`−a](x) ,

with 0 ≤ a ≤ 2k. This means that the action of ∂2k+1
x will give zero. �

Despite the fact that the (α-deformed) inversion does not preserve the space
of polynomials, the conjugation of a partial derivative ∂xj

with this inversion
does give an operator which behaves nicely on (Cm-valued) polynomials. In
what follows we will fix j = 1, which means that the e1-direction plays a
preferential role from now on. This is also reflected in the notation, since we
will from now on write

x = e1x1 +

m∑
j=2

ejxj = e1x1 + x ∈ R⊕ Rm−1 .

Note that we use the notation x to stress the fact that we take an element
in Rm−1 (in contrast with an vector in the full space x ∈ Rm) where we
cancelled out the preferred e1-direction.

Remark 2.4. The fact that one singles out a preferential direction (both here
and in the symplectic case, see below) has its repercussions on the level of
representation theory: it means that the behaviour of the Fueter solutions for
the Dirac operator ∂x will have some sort of invariance property with respect
to the subalgebra so(m− 1) ⊂ so(m).

For the following result, we refer to [10]. The operator E appearing below
is defined as the so-called Euler operator

∑
j xj∂xj

= r∂r (with r = |x|),
which acts diagonally on homogeneous functions (it measures the degree of
homogeneity).

Theorem 2.5. For an arbitrary real parameter α, the raising operator R[m,α]

in W(Rm)⊗ Cm is defined by means of

R[m,α] := I(m)
α ∂x1

I(m)
α

= −|x|2∂x1 + x1(2E +m− 1 + α) + xe1 . (2.2)

For α = −2k, with k ∈ N this operator plays a special role:

R[m,−2k] = I(m)
−2k∂x1

I(m)
−2k ∈ End(ker ∂2k+1

x ) .

In particular, when k = 0 we observe that R[m,0] ∈ End(ker ∂x). As a matter
of fact, this is one of the special conformal transformations mentioned earlier
(there are m independent ones, obtained by starting from different partial
derivatives ∂xj

). Note that it is a raising operator (or a ladder operator), in
the sense that its action on a homogeneous polynomial raises the degree by
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one. It can even be supplemented with a lowering operator, which then leads
to a realisation of the Lie algebra sl(2) (see [10]):

sl(2) = Alg(X,Y,H) ∼= Alg
(
R[m,α],−∂x1

, 2E +m− 1 + α
)
.

The idea behind Fueter’s theorem is that one can use the α-deformed raising
operator R[m,α] to create polynomials which look like holomorphic powers,
provided one chooses the appropriate index α. To explain this, we first of all
note that the Clifford product

e1x = e1(e1x1 + x) = x1 + e1x ∈ R(0)
m ⊕ R(2)

m

formally behaves like a complex number (the bar hereby denotes the Clifford
conjugation, defined on generators by means of ej = −ej). Indeed, putting
x = |x|ω with ω ∈ Sm−2 a unit vector in Rm−1, the previous line can be
rewritten as e1x = x1 + (emω)|x|, with (emω)2 = −1. This then inspires the
following substitution rule:

z = e1(e1x1 + e2x2) ∈ C 7→ e1x = x1 + e1x ∈ R(0)
m ⊕ R(2)

m , (2.3)

where z = x1+e1e2x2 is just another way to write the more common x+iy in
C. This formal substitution can be used to turn holomorphic functions f(z)
into a Cm-valued function on Rm: starting from the Taylor expansion for f(z)
around the origin, it suffices to replace every holomorphic power zk by the
Clifford power (e1x)k. The crux of the argument is encoded in the following
result (see also [10]), which says that the image of these holomorphic powers
can also be obtained in terms of a deformed raising operator:

Theorem 2.6. For the special value α = 2−m, one finds that

R[m,2−m](e1x)k = (k + 1)(e1x)k+1. (2.4)

Fueter’s theorem then easily follows from the observation that in case the
dimension m = 2µ ∈ 2Z+ is even, one can invoke Theorem 2.5 from above:

R[m,2−m] = R[m,−2(µ−1)] ∈ End(ker ∂2µ−1x ) .

Since ∂2µ−1x = (−1)µ−1∆µ−1
x ∂x, this then means that ∆µ−1

x f(e1x) ∈ ker(∂x),
with f(z) a holomorphic function which has a Taylor expansion around the
origin z = 0 ∈ C.

Remark 2.7. One might be tempted to argue here that (e1x)` is not a spinor-
valued function, but as explained in the introduction it suffices to multiply
this Cm-valued polynomial with the idempotent I ∈ Cm (or any other spinor,
for that matter) from the right to remedy this.

Since we will generalise this approach in the next sections, we list the crucial
ideas behind this (algebraic) proof, so that we can use it as a guideline:

(i) Formally relate the undeformed raising operator in m = 2 to a deformed
raising operator in general dimension:

R[2,0] = R[m,2−m] .



The Symplectic Fueter-Sce Theorem 7

Note that this is a formal identification only, because these operators
are defined in terms of the Clifford variable x whose exact definition
depends on the dimension.

(ii) Prove that the deformed raising operator has the special property that
it still preserves the kernel for a certain operator (which then happens
to be a suitable power of the Dirac operator ∂x).

(iii) Combine both ideas: let the raising operator in the lowest dimension
act first (in the orthogonal case, this then gives holomorphic powers),
perform the formal substitution z = e1(e1x1 + e2x2) 7→ e1x = x1 + e1x
and act with a suitable power of the Dirac operator to obtain a solution
for ∂x defined on Rm.

Given the fact that the Dirac operator ∂x generalises the Cauchy-Riemann
operator ∂z in a canonical way, it should come as no surprise that the Fueter
theorem relates holomorphic functions to monogenic functions. There is also
a second connection, which is situated on the level of special functions. For
that purpose, we first of all note that

zk = (x+ iy)k ∼ ∂z
(
|z|k+1 cos((k + 1)θ)

)
,

and this trigonometric function can be seen as a Chebyshev polynomial of
the first kind: Tk+1(cos θ) = cos((k+ 1)θ), where <(z) = |z| cos θ denotes the
real part of z ∈ C. Moreover, this is then nothing but a degenerate case of a
Gegenbauer polynomial Cαk (x), because it is well-known that

Tk+1(x) =
k + 1

2
lim
µ→0

1

µ
Cµk+1(x) (k ≥ 0) .

On the other hand, the Fueter images of holomorphic powers are (up to a
constant) given by the special monogenic polynomials of the form

Mk(x) = ∂x

(
|x|k+1C

m
2 −1
k+1

(
x1
|x|

))
,

where one can once again say that x1 = |x| cos θ (using a suitable spherical
coordinate system in m dimensions). This follows from representation theo-
retical arguments, see for instance [9]. From the abstract branching rules,
we have the following decomposition:

Mk(Rm,S)

∣∣∣∣so(m)

so(m−1)
=

k⊕
j=0

Mj(Rm−1,S)

As m = 2n in this paper, we note that the spinor space S on the left-hand
side should have a sign ±. The realisation of the trivial component j = 0 is
then exactly this special function from above.

From this point of view, the Fueter theorem says that two families of
special functions (indexed by a positive integer k ∈ Z+

0 ) are related by a
parameter defined in terms of the dimension of the space one is working
with.
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3. Symplectic Clifford analysis

In this section, we will prove that a similar scheme arises in the symplectic
setting: special solutions for the symplectic Dirac operator Ds (see below)
can be constructed in terms of solutions in the lowest possible dimension
(which is again m = 2). This will again be done in terms of deformed raising
operators, and it will lead to two related families of special functions.

Let (R2n, ω) be a symplectic vector space with coordinates

(x, y) := (x1, . . . , xn, y1, . . . , yn) ∈ Rn ⊕ Rn ∼= R2n

and their associated partial derivatives (∂x1
, . . . , ∂yn), and where the skew

bilinear form ω is defined by means of ω(u, v) := 〈u, J(v)〉 with

J :=

(
0 +Idn
−Idn 0

)
∈ R2n×2n .

We also need the symplectic version of the Clifford algebra Cm used in the
orthogonal case.

Definition 3.1. Let (V, ω) be a symplectic vector space of dimension 2n. The
symplectic Clifford algebra C`(V, ω) is defined as the quotient algebra of the
tensor algebra T (V ) of V , by the two-sided ideal Iω generated by elements
of the form {v ⊗ u− u⊗ v + ω(v, u) | u, v ∈ V }. In order words

C`(V, ω) := T (V )/Iω
is the algebra generated by V in terms of the relation vu− uv = −ω(v, u).

This algebra is isomorphic to the Weyl algebra W(Rn), so in sharp contrast
to the orthogonal case, the symplectic Clifford algebra has infinite dimension.
This algebra has a natural action on the so-called symplectic spinor space,
an infinite-dimensional irreducible representation which can be modelled by
the Schwartz space S(Rn), also known as the Segal-Shale-Weil representation
(see also the remark below). The generators of the symplectic Clifford algebra
then act on this module as multiplication operators qj and derivatives ∂qj :

ej · φ := iqjφ and en+j · φ := ∂qjφ ,

where 1 ≤ j ≤ n and φ ∈ S(Rn). The role of the orthogonal Lie algebra so(m)
appearing in the classical case is now played by the symplectic Lie algebra
sp(2n). It has a natural regular action on the space of polynomial symplectic
spinors Pol(R2n,C) ⊗ S(Rn). Indeed, the generators for this representation
are given by (see e.g. [6]):

Xjk = −xj∂xk
+ yk∂yj + qk∂qj + 1

2δjk

Yjk = xk∂yj + xj∂yk + i∂qj∂qk
Zjk = yk∂xj + yj∂xk

+ iqjqk

Yjj = −xj∂yj − i
2∂

2
qj

Zjj = −yj∂xj − i
2q

2
j

(3.1)



The Symplectic Fueter-Sce Theorem 9

Remark 3.2. Note that the Schwartz space S(Rn) decomposes into a direct
sum of two unitary representations for the metaplectic Lie group Mp(2n,R),
the double cover for the (real) symplectic Lie group Sp(2n,R). This amounts
to considering the even or odd functions ψ(q1, . . . , qn) ∈ S(Rn). See e.g. [7]
for more information.

One the most important results in (classical) Clifford analysis is the existence
of a so-called Howe dual pair, consisting of the spin group (or its associated
orthogonal Lie algebra) and a dual symmetry algebra which is generated by
the invariant operators. A similar result exists in the symplectic case, and for
that purpose we first introduce the natural invariant operators:

Xs =

n∑
j=1

yj∂qj + ixjqj

Ds =

n∑
j=1

iqj∂yj − ∂xj
∂qj

E =

n∑
j=1

xj∂xj + yj∂yj .

Note that the second operator is known as the symplectic Dirac operator,
whereas the first operator is its dual. This is the analogue of the multiplication
operator x from the previous section, but note that the symplectic version is
differential in the dummy variable q.

Remark 3.3. The symplectic Dirac operator has also been considered in
greater generality, on symplectic manifolds (M,ω) with an Mpc-structure,
by Cahen and Gutt et al. in for instance [2, 3, 4]. For a more recent refer-
ence, we mention the work of Nita [18].

In [7] the well-known Howe duality for the classical Dirac operator on Rm
was generalised to the symplectic context, in such a way that the space of
symplectic polynomial spinors decomposes into a direct sum of irreducible
subspaces. To do so, the symplectic action defined above was supplemented
by the dual symmetry algebra sl(2):

sl(2) = Alg(X,Y,H) ∼= Alg (Xs, Ds,E + n) .

Indeed, one easily verifies that the following relations hold (note that these
still need to be normalised to obtain the proper sl(2)-relations):

[E + n,Xs] = +Xs [E + n,Ds] = −Ds [Ds, Xs] = −i(E + n) .

Using the dual pair Mp(2n,R)× sl(2,R), where Mp(2n,R) denotes the meta-
plectic group (the double cover for the symplectic group), one can decompose
the space of polynomial symplectic spinors Pol(R2n,C) ⊗ S(Rn) in terms of
the following building blocks:

Definition 3.4. For arbitrary ` ∈ Z+, the space of `-homogeneous symplectic
(polynomial) monogenics is defined as

Ms
`(R2n) := ker(Ds) ∩ (Pol`(R2n)⊗ S(Rn)).
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Just as for the space of symplectic spinors, these spaces decompose into two
irreducible representations for the action of the metaplectic group (only for
` = 0 they are unitary though). For the following result we refer to [7]:

Theorem 3.5. Under the action of the sp(2n), the space of polynomial sym-
plectic spinors decomposes as

Pol(R2n)⊗ S(Rn) =

∞⊕
j=0

∞⊕
`=0

Xj
sMs

`(R2n) . (3.2)

4. Symplectic Fueter theorem

In order to derive a symplectic version of the Fueter theorem, we will first
consider a special class of (generalised) symmetries for the symplectic Dirac
operator Ds, which then generalises the special conformal transformations
introduced in Section 2. However, as will become clear soon, it is again useful
to consider a slight deformation of the true generalised symmetry. Note that
these symmetries first appeared in [6], whereas in [15] the authors studied a
special case in connection with projective geometry in two dimensions.

Definition 4.1. Let m = 2n and α ∈ R a perturbation parameter. Then the
symplectic α-deformed raising operator is for all 1 ≤ j ≤ n defined as

Z
[m,α]
j = X2

s∂xj
− iyj(E + n− α)(2E + 2n− 1− 2α)

− iXsqj(2E + 2n− 1− 2α) . (4.1)

For the special case α = 0, one has that Z
[m,0]
j ∈ Hom(Ms

` ,Ms
`+1) (see [6]).

This means that it can be seen as a raising operator in End(kerDs).

Remark 4.2. Recall that in the orthogonal case we started with the α-

deformed Klein inversion I(m)
α and constructed a raising operator R[m,α].

A first guess in order to generalise this approach into the symplectic frame-
work is to find the symplectic analogue of the Klein inversion, which does not
exist up to our knowledge he reason for this is simple: in the orthogonal case,
the norm squared (which lies at the basis of the inversion) is a polynomial
invariant of degree 2. In the symplectic case, no such invariant exists (the
space of polynomials of fixed degree defines an irreducible representation for
the regular action).

Remark 4.3. Note that there are 2n of these α-deformed raising operators in
total, which may seem strange as they are labelled by an index 1 ≤ j ≤ n.
There is however a second family of operators, defined by means of

Z
[m,α]
j+n = X2

s∂yj + ixj(E + n− α)(2E + 2n− 1− 2α)

− iXs∂qj (2E + 2n− 1− 2α) . (4.2)

It is sufficient to work with one member of this complete family, as one can
easily verify (using direct calculations) that

[Yjj , Z
[m,α]
j ] =

[
− xj∂yj −

i

2
∂2qj , Z

[m,α]
j

]
= Z

[m,α]
j+n .
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This was to be expected of course, as our (deformed) raising operators span
a copy of the fundamental vector representation for sp(2n), and the relation
above is essentially the action of the operator Yjj , see (3.1). For this reason,
we can (without loss of generality), focus on the operator from the definition
above.

Just as in the orthogonal case, the deformed raising operators have a special
property when α = k ∈ Z+ (compared to the orthogonal case, we have opted
to absorb the minus sign into the definition). This is the symplectic version
of item (ii) in the wish list from Section 2. Before we prove this, we first
mention the following technical lemma (each of these statements can easily
proved by induction on the parameter a):

Lemma 4.4. For each a ∈ Z+
0 , we have:

[qj , X
a
s ] = −ayjXa−1

s

[∂xj , X
a
s ] = aXa−1

s iqj −
a(a− 1)

2
Xa−2
s iyj

[∂yj , X
a
s ] = aXa−1

s ∂qj +
a(a− 1)

2
Xa−2
s ixj .

We then claim the following:

Theorem 4.5. Let m = 2n and let k ∈ Z+ be a deformation parameter. One
then has that

Z
[m,k]
j ∈ End

(
ker(D2k+1

s )
)
. (4.3)

Proof. In order to prove this, we will first work towards a relation of the form

Z
[m,k]
j Xa

s kerDs = Xa
s

(
Z

[m,0]
j + Ψj

)
kerDs (a ∈ Z+) ,

with Ψj an operator acting on polynomial symplectic spinors whose explicit
definition can be found below. Using the previous lemma, we first of all have
that

X2
s∂xj

Xa
s = X2

s

(
Xa
s ∂xj

+ [∂xj
, Xa

s ]
)

= Xa
s

(
X2
s∂xj + aXsiqj −

a(a− 1)

2
iyj

)
. (4.4)

For the second term in Z
[m,k]
j , we quite easily get that

− iyj(E + n− k)(2E + 2n− 1− 2k)Xa
s

= −iXa
s yj(E + n+ a− k)(2E + 2n− 1 + 2(a− k)) , (4.5)

since [yj , Xs] = 0 and [E, Xs] = Xs. For the third term in Z
[m,k]
j we have

−iXsqj(2E + 2n− 2k − 1)Xa
s = −iXsqjX

a
s (2E + 2n− 1 + 2(a− k)) .

Again making use of the previous lemma to swap qj and Xa
s , we arrive at

− iXsqj(2E + 2n− 2k − 1)Xa
s

= −iXs

(
Xa
s qj − ayjXa−1

s

)
(2E + 2n− 1 + 2(a− k)) . (4.6)
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Adding expressions (4.4), (4.5) and (4.6), a smart rearrangement shows that

Z
[m,k]
j Xa

s = Xa
s

(
Z

[m,0]
j + Ψj

)
,

where the rest operator Ψj is given by the expression

Ψj := −iyj (2(a− 2k)E + γ(n, k, a))− iXsqj(a− 2k) ,

and where the numerical constant γ(n, k, a) given by

γ(m, k, a) = k − 2ak + 2k2 + 2an− 4kn+
a(a− 1)

2
.

We know that Z
[m,0]
j preserves the kernel of Ds, but for the operator Ψj

things are slightly more complicated. Indeed, one has that

yj : kerDs → kerDs ⊕Xs kerDs ⊕X2
s kerDs

Xsqj : kerDs → Xs kerDs ⊕X2
s kerDs , (4.7)

which means that Ψj does not preserve the kernel of the operator D2k+1
s . As

long as a ≤ 2k − 2, we can conclude from the analysis above that

Z
[m,k]
j Xa

s kerDs = Xa
s

(
Z

[m,0]
j + Ψj

)
kerDs ⊂

2⊕
p=0

Xa+p
s kerDs ,

which means that these summands still sit inside ker(D2k+1
s ). However, for

the remaining indices a = 2k and a = 2k− 1 it is not clear at this point why
one has that

Z
[m,k]
j

(
X2k−1
s kerDs ⊕X2k

s kerDs

)
⊂

2k⊕
p=0

Xp
s kerDs ,

as the operator identities in (4.7) seem to indicate that one may expect a
contribution of the form Xp

s kerDs with p > 2k. In order to show that this is
not the case, we first of all note that Ψj = 0 for a = 2k. To verify that also
the final case a = 2k − 1 poses no problems, we will in fact prove that the
following property holds:

Ψj : kerDs → kerDs ⊕Xs kerDs.

To do so, it suffices to prove that D2
s(Ψj kerDs) = 0. Plugging in a = 2k− 1

into our definition for Ψj , one finds Ψj = iyj(2E + 2n − 1) + iXsqj . As the
action of DsΨj on kerDs reduces to the commutator

[Ds, yj(2E + 2n− 1) +Xsqj ] = iqj(E + n− 1)−Xs∂xj
,

we are now left to check whether the right-hand side commutes with Ds

(when acting on kerDs):

[Ds, iqj(E +m− 1)−Xs∂xj
] = [Ds, iqj ](E + n− 1)− [Ds, Xs]∂xj

= −∂xj
(E + n− 1) + i(E + n)∂xj

,

which is indeed zero. Together, this finishes the proof. �
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In order to get a feel for what this theorem tells us, let us have a look at the
scheme below:

ker(Ds) ker
(
D2
s

)
ker(D3

s)

Ms
`

· · ·Xs

Ds

· · ·

Ds

Xs

E

This infinite triangle should be seen as a visual representation for the space
Pol(R2n) ⊗ S(Rn) of polynomial symplectic spinors, where for instance the
left edge of the triangle contains all the spacesMs

` (starting at the vertex for
` = 0), and where each horizontal line represents the sl(2)-module generated
by the operators Xs and Ds. The k’th dashed line, parallel with the left edge
(which counts as the zero’th line), can then be seen as the quotient space
ker(Dp+1

s )/ ker(Dp
s). So what we have just proved is that for k ∈ Z+, the

infinite strip bounded by the k’th and zero’th dashed line is preserved by the

action of the k-deformed raising operator Z
[m,k]
j .

In order to obtain a symplectic Fueter theorem, we now need to compare
the k-deformed raising operator with the undeformed raising operator in the
lowest dimension, which is m = 2n = 2 (this is item (i) from the wish list
from Section 2). Using Definition 4.1, it is clear that this operator is given by

Z
[2,0]
1 = X2

s∂x1
− iy1(E + 1)(2E + 1)− iXsq1(2E + 1) .

Note that we have put the subscript j = 1, as there is no choice here. If we
now compare this operator with the k-deformed raising operator in m = 2n
dimensions, it is clear that they are formally equal provided

2n− 2k − 1 = 1⇐⇒ k = n− 1. (4.8)

Remark 4.6. Recall that this is a formal equality only, in the sense that the
exact meaning of the symbol Xs differs (it is a summation involving each of
the 2n variables). This is not different from the classical (orthogonal) case,
where one had to work with the symbol e1x as a placeholder for both m = 2
(which then reduces to the complex variable z) and the general case.

As mentioned in item (iii) from the wish list at the end of Section 2, the true
power of the Fueter theorem is that one can perform this formal substitution
at the end, provided one supplements it with an appropriate action of the
Dirac operator. In the symplectic case, a similar trick will be used to construct
symplectic monogenics. We formulate this as the first (weak) version of our
new Fueter theorem:
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Theorem 4.7 (Weak Fueter). If M`(Xs; q1)ψ(q1) ∈ Pol(R2)⊗S(R) is defined
for all ` ∈ Z+ by means of

M`(Xs; q1)ψ(q1) :=
(
Z

[2,0]
1

)`
e−

1
2 q

2
1 ,

a formal substitution of the variable Xs and q1 7→q=(q1, . . . , qn) leads to

D2n−2
s

(
M`(Xs; q1)ψ(q)

)
∈
(
Pol(R2n)⊗ S(Rn)

)
∩ kerDs .

Proof. The proof for this theorem basically consists of two parts. On a purely
formal level, the conclusion follows from theorem 4.5 and the observation that
(formally) one has that the undeformed raising operator in dimension m = 2
coincides with the k-deformed raising operator in m = 2n for k = n − 1.
Indeed, an `-fold action of the latter belongs to ker(D2n−1

s ), so

D2n−2
s

((
Z

[m,n−1]
1

)`
ψ

)
∈ kerDs ,

with ψ ∈ S(Rn) a symplectic spinor. The second part of the proof is there
to make sure that this formal identification is indeed possible. On the level
of spinors, this is not difficult: for m = 2, we let our (undeformed) raising
operator act on the special element ψ(q1) := exp(− 1

2q
2
1). Switching from

m = 2 to m = 2n, which means that one goes from q1 ∈ R to q ∈ Rn, then
boils down to the multiplication with a suitable element of S(Rn−1), as

ψ(q1) 7→ψ(q) = ψ(q1)

n∏
j=2

ψ(qj) .

As the operator ∂q1 hidden in the raising operator Z
[2,0]
1 only acts on ψ(q1),

the transition from q1 to q is perfectly defined. Showing that also the formal
substitution

y1∂q1 + ix1q1 7→
n∑
j=1

(
yj∂qj + ixjqj

)
makes sense requires more work, and will be done in a series of calculations
below. �

Remark 4.8. It might be useful to explain in more detail what exactly is
missing at this point. In the classical orthogonal case, the action of the raising
operator (in dimensionm = 2) simply generates powers (e1x)`, which are then
recognised as holomorphic powers. This makes it almost trivial to see that
the formal substitution for x (from m = 2 to an arbitrary even dimension m)
is well-defined. In the symplectic case, it is by no means clear at this point
that the action of the raising operator (for m = 2) leads to a polynomial
symplectic spinor in which Xs appears as a formal variable, which can then
again be replaced by its counterpart in m = 2n dimensions. For that purpose,
we first have to derive a more explicit expression.
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In the orthogonal case, the repeated action of R[2,0] on a spinor in S ⊂ Cm (or
simply 1 ∈ Cm) gave rise to holomorphic powers (x1 + e1e2x2)`. An obvious
question is the following: what is the symplectic version of this? So in a sense,
we are about to derive the symplectic version of the holomorphic powers. Note
that in the classical case, one could do calculations in the Clifford algebra
Cm and switch to spinors at the end by means of a multiplication with I (cfr.
the introduction on page 2). In the symplectic case, something similar will be
true, but one has to take into account that the symplectic Clifford ‘variable’
Xs contains derivatives with respect to the variables q ∈ Rn which will act
on the chosen symplectic spinor ψ ∈ S(Rn). The equivalent of the complex
variable z ∈ C is thus given by the action of Z [2,0] on a spinor ψ ∈ S(R):(

X2
s∂x − iy(E + 1)(2E + 1)− iXsq(2E + 1)

)
ψ = −i(y +Xsq)ψ,

with Xs = ixq + y∂q. Note that we have switched to the notation (x, y; q)
instead of (x1, y1; q1) to enlighten the notation. Our goal is now to explicitly
find a closed form for the p-fold action of this raising operator. The following
theorem shows that there exists a closed expression in terms of the ‘variables’
y, Xs and q (recall that Xs is an operator).

Theorem 4.9. The repeated action of the (undeformed) raising operator on a
symplectic spinor ψ ∈ S(R) is given by

(
X2
s∂x − iy(E + 1)(2E + 1)− iXsq(2E + 1)

)p
ψ =

 p∑
j=0

γ
(p)
j yjXp−j

s qp−j

ψ,

where the coefficients γ
(p)
j are given by:

γ
(p)
j = (−i)pp!(2j − 1)!!

(
p+ j

2j

)
. (4.9)

Proof. The proof follows from an easy induction argument over p. Suppose
that the formula is valid for p, and consider the expression

(
X2
s∂x − iy(E + 1)(2E + 1)− iXsq(2E + 1)

) p∑
j=0

γ
(p)
j yjXp−j

s qp−j

 . (4.10)

Invoking the fact that ∂xψ = 0 (which explains why the term for j = p is no
longer present), we first of all get that

X2
s∂x

p−1∑
j=0

γ
(p)
j yjXp−j

s qp−j = X2
s

p−1∑
j=0

γ
(p)
j yj [∂x, X

p−j
s ]qp−j .

Using Lemma 4.4, this can then be written as

i

p−1∑
j=0

γ
(p)
j

(
(p− j)Xp−j+1

s qp−j+1yj − (p− j)(p− j − 1)

2
Xp−j
s qp−jyj+1

)
.
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As the p-fold action of the raising operator on ψ is homogeneous of degree p,
the second term of the raising operator gives the following contribution:

−i(p+ 1)(2p+ 1)

 p∑
j=0

γ
(p)
j yj+1Xp−j

s qp−j

 .

As for the term iXsq(2E + 1), we get a contribution of the form

i(2p+ 1)

p∑
j=0

γ
(p)
j yjXs

(
Xp−j
s q + [q,Xp−j

s ]
)
qp−j

=i(2p+ 1)

p∑
j=0

γ
(p)
j

(
Xp−j+1
s qp−j+1yj − (p− j)Xp−j

s qp−jyj+1
)
,

where we have again used Lemma 4.4. Putting all these terms together and
rearranging the summations then indeed leads to the desired result. �

Now that we have found the coefficients γ
(p)
j , we can try to rewrite them in

such a way that our polynomial symplectic spinors can be expressed in terms
of known special functions. In view of the fact that

(2j − 1)!!

(
p+ j

2j

)
=

(2j)!

2jj!

(p+ j)!

(2j)!(p− j)!
=

(p+ j)!

(p− j)!j!
1

2j
,

one may recognise the coefficients of the so-called Bessel polynomials (see
[11]). These are given by

βp(x) :=

p∑
j=0

(p+ j)!

(p− j)!j!

(x
2

)j
(p ∈ Z+) . (4.11)

So in a sense, whereas the Gegenbauer polynomials appear naturally in the
classical framework, one ends up with Bessel polynomials in the symplectic
framework. Bringing everything together, we have thus proved the following:

Corollary 4.10. The repeated action of the undeformed raising operator Z [2,0]

on a symplectic spinor ψ ∈ S(R) is given by

(
Z [2,0]

)p
ψ = (−i)pp!

 p∑
j=0

B(p, j)yjXp−j
s qp−j

ψ,

where B(p, j) stands for the coefficients appearing in the Bessel polynomials:

B(p, j) =
(p+ j)!

(p− j)!j!
1

2j
.

Remark 4.11. Note that if one replaces (y, q) 7→ (yj , qj) and the symplectic
‘variable’ Xs by its counterpart in m = 2n dimensions, then the expression
above can also be used for the repeated action of the deformed operator

Z
[m,n−1]
j acting on an arbitrary symplectic spinor ψ ∈ S(Rn).
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The remark above, together with the corollary, enables us to give our final
version of the symplectic Fueter theorem (the ‘strong’ version, in which the
substitution is seen to make sense). Note that we hereby make a particular
choice for the symplectic spinor, with ψ(q) = exp(− 1

2q
2).

Theorem 4.12 (Symplectic Fueter Theorem). If we define the symplectic
spinor M`(Xs; q1)ψ(q1) as

M`(Xs; q1)ψ(q1) := (−i)``!

∑̀
j=0

B(`, j)yjX`−j
s q`−j

 [e−
1
2 q

2
1 ] , (4.12)

a formal substitution leads to

D2n−2
s

(
M`(Xs; q1)ψ(q)

)
∈
(
Pol(R2n)⊗ S(Rn)

)
∩ kerDs . (4.13)

We hereby stress that in this last formula, Xs denotes the symplectic (formal)
variable in m = 2n dimensions.

To make the analogy with the classical case even more apparent, we will use
some tricks to reformulate this theorem slightly. To do so, we first introduce
the following notation:

(Xsqj)
∗a := Xa

s q
a
j (a ∈ Z) . (4.14)

Note that this is a formal notation only, because we allow a ∈ Z to be a
negative integer here. Although this does not make sense (recall that Xs is
an operator), these negative powers will never really occur (see below). We
have choosen for the notation ‘∗’ here, but one may think of this as the so-
called normal ordering operator appearing in the physics literature. Indeed,
identifying (Xs, qj) with (b†, b) and switching to the notation used in physics
(with e.g. : bb† : = b†b), one clearly has that

(Xsqj)
∗a = : XsqjXsqj . . . Xsqj : = Xa

s q
a
j .

The ∗-multiplication (or normal ordering) of two operators of the form (Xsqj)
∗a

is then defined by means of

(Xsqj)
∗a ∗ (Xsqj)

∗b := (Xsqj)
∗(a+b) (a, b ∈ Z) .

In terms of this notation, the symplectic Fueter theorem can be formulated
as follows:

Theorem 4.13. For all ` ∈ Z+, one has that

D2n−2
s

(
(Xsqj)

∗` ∗ β` (t)

)
∈ kerDs ,

where the powers of the ‘variable’ t are defined by means of

ta =

(
y

Xsqj

)a
:= ya(Xsqj)

∗(−a) = yaX−as q−aj .

This may look ill-defined, but as mentioned above these negative powers of
(Xsqj) never really occur, in view of the factor (Xsqj)

∗` appearing in front
of the Bessel polynomial.
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