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“An important question is whether the established developments are specific for this 

period, or whether they will continue throughout the study. Furthermore, it is important 

to get information about the developmental pattern. Is it a one-way, gradual process in 

which students become more self-regulated, deep-level learners? Or is it a capricious 

pattern, with periods of stability followed by periods of change?”  

(Vermetten, Vermunt, & Lodewijks, 1999b, p. 238) 

 

“It is unfortunate that the methods by which longitudinal data are often analyzed are not 

commensurate with the level of effort involved in their collection” 

 (Gibbons et al., 1993, p. 739) 

One of the main goals of education is preparing students for lifelong learning 

(Endedijk & Vermunt, 2013; Segers, Nijhuis, & Gijselaers, 2006). From an 

employment-perspective, two reasons emphasise the importance of this goal. 

Firstly, education is not able to prepare students for the plethora of challenges 

they will encounter in the workplace. To tackle these, continuous learning will 

clearly be required (Marsh, Hau, Artelt, Baumert, & Peschar, 2006). Secondly, the 

knowledge base that students acquire during education nowadays has a rapid 

expiry date. Once graduated, they will have to keep their professional expertise 

up-to-date (e.g., Brooks & Everett, 2008; Shin, Braines, & Johnston, 1993).  

 

To be able to do so, a set of skills for lifelong learning is required. Two important 

ones are frequently mentioned. Firstly, when the (university) teacher no longer 

guides the learning, self-regulation skills are essential (Brooks & Everett, 2008; 

Gow & Kember, 1990; Segers et al., 2006; Vermunt, Richardson, Donche, & 

Gijbels, 2014). Secondly, critical thinking skills are necessary to form opinions 

about new content and to solve ill-defined problems (Asikainen, 2014; Gent, 
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Johnston, & Prosser, 1999; Gow & Kember, 1990; Segers et al., 2006; The 

European Commission, 2010; Vermunt et al., 2014). The use of strategies 

fostering in-depth understanding is seen as a precondition for these critical 

thinking skills (Gow & Kember, 1990; Hoeksema, van de Vliert, & Williams, 

1997; Reid, Duvall, & Evans, 2005).  

 

Thus, to prepare for lifelong learning, an important challenge for education is to 

increase students’ self-regulated and deep learning. For educational researchers, 

this raises the question of whether this aim is being met: do students’ learning 

strategies on average evolve in the direction of self-regulated and deep learning? 

(Segers et al., 2006; Vanthournout, 2011) In addition to the “whether”, 

researchers are also interested in the “how”: are the changes in learning 

strategies to be understood as a gradual trend, or rather as a capricious pattern 

(Vermetten et al., 1999b)? Moreover, it can be questioned as to whether education 

meets the aim for all students, or whether some students are falling behind in 

acquiring deep and self-regulated learning. In this light, examining whether or 

not the trajectory of change differs between students is also important.  

 

Over the last few years, the number of studies assessing the change in students’ 

learning strategies is increasing (Vanthournout, Donche, Gijbels, & Van Petegem, 

2011). Though this can only be applauded, two shortcomings with regard to 

current practice hamper our understanding of the change in students’ learning 

strategies: (1) studies are limited to the context of higher education and, (2) the 

set of statistical choices can compromise the accuracy of the estimates of change. 

Prior to detailing these shortcomings, I will describe the research tradition on 
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learning strategies and elaborate on the findings regarding change in these 

strategies. After focusing on the shortcomings with regard to current research 

practice, the focus and overview of the dissertation are presented.  

1.1.  Research on learning strategies: the SAL tradition 

One of the educational theories that aims to develop an understanding of student 

learning is the Students’ Approaches to Learning (SAL) tradition (Richardson, 

2011). The founding fathers of this tradition, Marton and Säljö (1976), detected 

that students differ in how they go about learning and that these differences are 

related to the quality of learning. This viewpoint on student learning remains up 

to the present day, the foundation of the SAL tradition.  

 

What has changed is how these differences in learning are captured. Whereas 

Marton and Säljö (1976) examined students’ learning strategies while they were 

performing a task, the SAL tradition has shifted towards mapping students’ 

general preferences for, or predisposition with regard to, learning (Entwistle & 

McCune, 2004; Lonka, Olkinuora, & Mäkinen, 2004; Richardson, 2004; 

Vanthournout, Donche, Gijbels, & Van Petegem, 2014). As noted by Biggs (1993, 

p. 5), this is “one step removed from what they actually do when engaging a 

given task in a particular context.”  

 

Prior to detailing the two frequently used SAL models, I  concur with Entwistle 

and McCune (2004, p. 339) that one of the difficulties in reading the SAL 

literature is “the different meanings given to the same term, and the existence of 

different terms apparently covering the same aspect of studying”. For this 
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reason, a glossary is included in the appendix, providing a description for the 

most frequently used terms in this dissertation.  

1.1.1. Two frequently used SAL models  

In the SAL tradition, two models are frequently used (Vanthournout et al., 2014). 

I will first describe how each model views student learning. Subsequently, I will 

compare how both model conceptualise learning strategies.  

 

First, the SAL model describes differences in student learning by means of various 

approaches, being the combination of a learning strategy (how a student learns) 

and a motivational component (why a student learns) (Biggs, 1993; Entwistle & 

McCune, 2004). A deep approach can be conceptualised as using strategies to 

create meaning (e.g., relating one aspect of the content with another) combined 

with aiming for understanding. A surface approach can be understood as using 

memorizing techniques (e.g., learning by heart), with the aim of passing the 

course or completing the task. 

 

Second, the learning pattern model describes differences in student learning in 

terms of learning patterns (Vermunt & Vermetten, 2004). As shown in Table 1.1., 

these patterns are a combination of four components. First, processing strategies 

map the cognitive activities a student habitually applies whilst studying. Second, 

regulation strategies concern the meta-cognitive activities that students usually 

rely on to direct their learning process, such as planning or monitoring. These 

two elements – processing strategies and regulation strategies – are subsumed 

under the concept of ‘learning strategies’. Third, orientations to learning map 
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students’ motives for studying. Fourth, students’ conceptions of learning are 

beliefs about what learning is, for example the absorption of knowledge or the 

construction of knowledge. 

 

From these four components, four superordinate learning patterns were 

identified (Vermunt & Vermetten, 2004). First, the meaning-oriented learning 

pattern consists of a combination of deep processing strategies, self-regulation, 

being personally interested and viewing learning as the construction of 

knowledge. Second, the reproduction-oriented learning pattern is an integration 

of stepwise processing (i.e., analyzing and learning by heart), external regulation, 

viewing learning as the intake of knowledge and being certificate-oriented or 

wanting to prove oneself (self-test oriented). Third, the undirected learning 

pattern is characterized by a lack of processing and regulation strategies, an 

ambivalent learning orientation and seeing learning as a cooperative process, 

and of being stimulated by the learning environment. Fourth, the application-

Table 1.1. Overview of the learning patterns of the Vermunt model 

  Meaning-

oriented 

Reproduction-

oriented 

Undirected  Application 

directed 

L
ea

rn
in

g
 

st
ra

te
g

ie
s 

Processing 

strategies 

Deep  Stepwise  Hardly any Concrete 

Regulation 

strategies 

Self-regulation External Lack of 

regulation 

Both external 

and self-

regulated  

 Orientations to 

learning 

Construction of 

knowledge 

Intake of 

knowledge 

Cooperation 

and being 

stimulated 

Use of 

knowledge 

 Conceptions of 

learning 

Personally 

interested 

Certificate or 

self-test oriented 

Ambivalent Vocation 

oriented 

Source: Based on Vermunt (1996)  
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directed learning pattern consists of concrete processing, being vocation-oriented 

and viewing learning as using knowledge. 

 

After describing the two most frequently used SAL models, their view on 

learning strategies can be compared. In the SAL model, learning strategies are 

described as being either deep or surface, and map how students process the 

learning content. In the learning pattern model on the other hand, learning 

strategies are viewed as processing strategies on the one hand, involving deep 

and stepwise strategies, and regulation strategies on the other hand, which map 

the steering of the learning process. In sum, while the SAL model views learning 

strategies as processing strategies, the learning pattern model adds regulatory 

strategies. In the next section, I will link these learning strategies to the skills 

described as being beneficial for lifelong learning.  

1.1.2. Learning strategies beneficial for lifelong learning skills 

From the viewpoint of lifelong learning, self-regulation as well as critical 

thinking has been discerned as being important skills (see above). Given that 

self-regulatory skills are not mapped in the SAL model, I opted for the learning 

strategy scales from the learning pattern model. The self-regulation component 

captures the degree to which students take their learning process into their own 

hands.  

 

As shown in Table 1.2., two other regulatory strategies are included in the 

learning pattern model. External regulation concerns relying on guidance 

provided by the (university) teacher or learning material. As described by 
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Vermunt and Vermetten (2004), conceptually, and compared to self-regulation, 

this regulation strategy is less beneficial from the perspective of lifelong learning. 

The last regulatory strategy, lack of regulation, captures being undirected in the 

learning process, and is also viewed conceptually as being less adequate for 

lifelong learning than self-regulation (Vermunt & Vermetten, 2004). Moreover, 

given that lack of regulation is associated with the non-completion of higher 

education studies (Vanthournout, Gijbels, Coertjens, Donche, & Van Petegem, 

2012), it may indicate unpreparedness for lifelong learning. 

 

 Linked to the second element, critical thinking skills, students’ habits with 

regard to deep learning are considered a precondition for lifelong learning (Gow 

Table 1.2 The learning strategies from the learning pattern model, their meaning and 

conceptual link to lifelong learning 

Learning strategy Meaning Conceptual link to 

lifelong learning° 

Regulation 

strategies 

Self-regulation Guiding their own learning process Beneficial 

External 

regulation 

Relying on clues in the learning 

material or from the teacher to 

guide the learning process 

Less beneficial 

 Lack of regulation Being undirected in the learning 

process 

Less beneficial 

Processing 

strategies 

Deep processing   

Relating and 

structuring  

Relating aspects of the content Beneficial  

 Critical processing Critically assessing the learning 

content 

Beneficial 

 Stepwise processing  

 Memorizing Learning content by heart Less beneficial 

 Analysing Examining the learning materials 

from start to finish 

Less beneficial 

° Based on Vermunt and Vermetten (2004)  
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& Kember, 1990). In the learning pattern model, students’ deep processing 

strategies are captured using two scales: ‘relating and structuring’ and ‘critical 

processing’ (see Table 1.2.). These deep processing strategies are regarded, at the 

conceptual level, as being beneficial for lifelong learning (Vermunt & Vermetten, 

2004).  

 

Next to the two deep processing strategies, the learning pattern model includes 

two scales mapping stepwise processing strategies. The memorizing scale maps 

the degree to which students learn content by heart, while the analysing strategy 

captures to what extent students process the learning content from start to finish. 

From the lifelong learning perspective, Vermunt and Vermetten (2004) 

conceptually judge these stepwise processing strategies to be less adequate than 

deep processing strategies.  

 

In the learning pattern model, the processing and regulation strategies are 

related to one another. For example, as shown in Table 1.1., deep processing 

strategies and self-regulation load on the meaning-oriented learning pattern. 

When investigating change over time, one has the option between mapping 

change at the level of the higher order concepts or at the learning strategy level. 

A possible downside of the first option is that change in one learning strategy 

can be clouded by stability in another (Vanthournout et al., 2011). For this reason, 

I argue that researchers interested in change in processing and regulation 

strategies should map change at the learning strategy level.  
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We note that in the learning pattern model a fifth strategy, concrete processing, is 

distinguished. This strategy maps the degree to which students apply the 

learning content. However, this processing strategy was found to be interwoven 

with deep processing strategies (Vermunt, 1998; Vermunt & Vermetten, 2004) 

especially with younger learners and first year students in higher education 

(Vermunt & Verloop, 1999). Given the expectation of limited added value of 

including the concrete processing scale in addition to deep processing strategies, 

we opted to exclude this fifth processing strategy. 

 

Summing up, from the viewpoint of lifelong learning, conceptually, students’ 

self-regulatory and deep processing strategies ideally increase during education, 

while stepwise processing strategies, external regulation, and, lack of regulation 

ideally decrease.  

1.1.3. The validity of self-report questionnaires  

Both the SAL and the learning pattern model rely strongly on self-report 

questionnaires incorporating Likert-type scales. Respondents of the Study 

Process Questionnaire (SPQ; Biggs, Kember, & Leung, 2001) score items from (1) 

“this item is never or only rarely true of me” to (5) “this item is always or almost 

always true of me”. In the Inventory of Learning Styles (ILS) Questionnaire 

participants are asked to denote how often they apply a certain learning strategy, 

by scoring it from (1) “I never or hardly ever do this”  to (5) “I (almost) always do 

this”.  
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It has been questioned whether or not the results of these self-reports can be 

inferred to the construct ‘learning strategies’. Possibly, students’ recall of 

learning is inaccurate or social desirability is mapped (Endedijk & Vermunt, 

2013; Richardson, 2004). A number of studies have therefore focused on 

methodological triangulation (Cohen, Manion, & Morrison, 2008). Schatteman 

and colleagues (1997) for example, used interviews in addition to the ILS. Their 

finding was that the activities elaborated on in the interviews were consonant 

with the data from the self-report questionnaire. Endedijk and Vermunt (2013) 

triangulated the findings from a self-report questionnaire with findings from 

structured learning reports in which student teachers reported multiple learning 

activities. Once more, the conclusion was that the results from the structured 

learning reports were significantly and meaningfully related to the student 

teachers’ preferences for learning as captured by the self-report questionnaire. In 

sum, this evidence on convergent validity underpins the inference of results from 

self-report questionnaires to ‘the way respondents usually go about learning’. 

Changes in these self-report scores can therefore be examined to verify whether 

and how learning strategies change over time.  

1.2. Change in learning strategies 

Prior to describing the results on the change in learning strategies, I note that in 

the methodological literature, growth is described as a significant change in a 

construct, without implying a positive judgment with regard to such a change 

(Biesanz, Deeb-Sossa, Papadakis, Bollen, & Curran, 2004; McArdle & 

Nesselroade, 2013; Singer & Willet, 2003). For example, if respondents 

significantly increase their alcohol use over time, it is noted that there is growth, 
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clearly without suggesting that this trend should be applauded (e.g., Li, Duncan, 

Duncan, & Hops, 2001). The meaning of the term ‘growth’ in the methodological 

literature thus parallels that of ‘change’ in the learning strategies’ literature. 

Therefore, in this dissertation, the terms change and growth are used 

interchangeably.  

 

In term of such growth, two types can be discerned. First, average growth 

indicates the extent to which and how students evolve on average. Second, 

differential growth regards the extent to which and how students vary in their 

change over time. In this dissertation, the term ‘growth trend’ refers to both 

types of growth taken together.  

 

To map this growth trend, three waves of data are put forward as a minimum 

(Singer & Willet, 2003). To my knowledge, in the learning strategies literature, 

five studies adhere to this criterion (Busato, Prins, Elshout, & Hamaker, 1998; 

Donche, Coertjens, & Van Petegem, 2010; Severiens, Ten Dam, & Van Hout-

Wolters, 2001; Van der Veken, Valcke, De Maeseneer, & Derese, 2009; 

Vanthournout, 2011). Each of these studies was conducted in the context of 

higher education. In the next two sections, the findings regarding the growth 

trend will be considered.  

1.2.1. Average growth 

Regarding deep processing strategies, students in higher education were found 

to increase their reliance on these strategies over time (Donche et al., 2010; 

Severiens et al., 2001; Van der Veken et al., 2009). However, Vanthournout (2011) 
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concluded that only the relating and structuring scale increases, while the degree 

of critical processing remains constant. With regard to stepwise processing 

strategies and the subscale analysing, a constant trend was identified (Donche et 

al., 2010; Severiens et al., 2001; Vanthournout, 2011). The degree of memorizing 

decreased over time (Donche et al., 2010) or showed a quadratic trend with a rise 

after an initial drop (Vanthournout, 2011).  

 

Concerning regulation strategies, self-regulation was found to increase (Donche 

et al., 2010; Severiens et al., 2001; Vanthournout, 2011), or to remain constant 

(Van der Veken et al., 2009). External regulation, on the other hand, decreased 

(Donche et al., 2010; Severiens et al., 2001; Vanthournout, 2011). Lastly, 

undirected learning was found to remain constant (Severiens et al., 2001; Van der 

Veken et al., 2009) or decrease over time (Donche et al., 2010; Vanthournout, 

2011).  

 

In contrast to the other studies, Busato and colleagues (1998) examined change in 

the higher-order concept of learning patterns. They detected an increase in 

meaning-oriented learning, which is in line with the findings of the increase with 

regard to deep processing and self-regulation. The reproduction-oriented 

learning pattern remained constant. This is at odds with the findings of a 

decrease in external regulation but in line with the constant trend in stepwise 

processing strategies. The undirected learning pattern also remained constant, 

which is in line with findings on the constant trend in terms of lack of regulation.  
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In sum, the average growth in learning strategies appears to be a move in the 

direction of deep and self-regulated learning and away from memorizing 

strategies and externally regulated learning, while the degree of analysing 

remains constant. The results for lack of regulation appear inconclusive between 

a constant trend and a decrease.  

1.2.2. Differential growth 

Two of the five studies noted above examined whether students evolve 

differently over time. Donche et al. (2010) examined whether or not students’ 

changes in learning strategy scales during their time in higher education was 

dependent on the learning pattern upon entry into higher education. Students 

exhibiting a meaning-oriented learning pattern in the first year of higher 

education increased their reliance on self-regulatory strategies to the detriment of 

external regulation. Their peers with a reproductive/undirected learning pattern 

increased their use of both deep processing and self-regulatory strategies. 

Students with a flexible learning pattern, combining deep and surface learning 

activities in the first year of higher education, increased the critical processing of 

the learning content to the detriment of memorizing. These students also 

demonstrated a reduction with regard to external regulation and lack of 

regulation.  

 

Relying on a multilevel model, Vanthournout (2011) found a differential 

evolution in change over time for the critical processing, analysing, self-

regulation and external regulation scales. For two of these scales, this growth 

over time was related to the students’ initial scores. First, students scoring higher 
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on analysing at the start of higher education tended to decrease their reliance 

upon it, while those initially scoring lower tended to increase their reliance upon 

it. Second, in terms of the external regulation scale, the findings suggested that 

students with a strong preference for external regulation at the start of their 

higher education decreased their reliance on external sources of regulation at a 

greater rate. Given that, from the viewpoint of lifelong learning, it is best if 

external regulation decreases (see 1.1.2), this trend can be judged to be a positive 

one: students who initially scored higher, decreased faster.  

 

In sum, both studies provide some evidence that during higher education the 

average growth trend does not appear valid for all students. In Vanthournout’s 

study (2011), for two out of seven scales, the differences between students 

decreased over time. In the study by Donche and colleagues (2010), students 

with a reproduction-oriented/undirected learning pattern, scoring initially lowest 

on deep processing and self-regulation compared to their peers with a meaning-

oriented or flexible learning pattern, increased on these scales. Students with a 

flexible learning pattern, scoring highest on memorizing, external regulation and 

lack of regulation in the first year, decreased on these scores from the first to the 

third year of higher education. Thus, though the analytical technique (cluster 

analysis followed by paired samples t-test) does not allow significance testing of 

the differential growth, the findings of the Donche et al. (2010) study partly point 

towards a decrease in variability over time as detected by Vanthournout (2011).  
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1.3. Shortcomings in the current research  

An examination of how the studies on the change in learning strategies are 

undertaken reveals two major shortcomings: the stable educational context and 

the accuracy of the estimates.  

1.3.1. Studies are limited to stable educational contexts 

Current research on the change in learning strategies concludes that students’ 

learning strategies are relatively stable (Vanthournout et al., 2011; Vermunt & 

Vermetten, 2004) and that there is a gradual trend towards deep and self-

regulated learning. These studies have all been undertaken in one educational 

context, that of higher education. As pointed out by Richardson (2011), plausibly, 

a rather stable educational context gives way to rather stable learning strategies. 

As such, restricting studies to one educational context can cloud our view on 

whether the growth in learning strategies is to be understood as a gradual trend, 

or rather as a capricious pattern, a question asked by Vermetten, Lodewijks and 

Vermunt (1999b) 15 years ago. Thus, looking at learning strategies when the 

educational context does differ is warranted.   

 

One important change in terms of educational context is the transition from 

secondary to higher education. Qualitative research in the United Kingdom has 

shown that this transition is perceived as a huge culture change, which is 

accompanied by a ‘learning shock’: students reported to no longer feeling 

competent as students (Christie, Tett, Cree, Hounsell, & McCune, 2008). In line 

with these findings, researchers in the SAL domain have hypothesized that when 

students enter a new educational context, this can induce a period of friction in 
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which students need to adjust their way of going about learning to the new 

demands (Lindblom-Ylänne, 2003; Vermunt & Vermetten, 2004). On the other 

hand, it has been hypothesized that students, when confronted with a changing 

educational context, initially rely strongly on their usual way of going about 

learning, rather than changing their learning strategies (Cliff, 2000; Segers et al., 

2006).  

 

The two hypotheses above concern students’ average growth. Next to this, 

differential growth is of interest as well: do students vary in their growth over 

time during the transition from secondary to higher education? As mentioned 

above, studies examining differential growth are scarce (see 1.2.2.). For a number 

of scales, the findings point to a decreasing variability between students over 

time. Does a similar trend show when differential growth is assessed during a 

change in educational context? 

 

In sum, to investigate hypotheses regarding average growth in a changing 

educational context, and to enlighten us on differential growth during such a 

change in educational context, research on the change in learning strategies 

during the transition from secondary to higher education is called for.  

1.3.2. Accurate estimation of the growth trend 

In the current practice of modelling growth in learning strategies over time, three 

elements hamper the accuracy of growth trend estimates: the measurement 

model underlying the scale scores is neglected, the assumption of longitudinal 
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measurement invariance (LMI) is not tested for, and students with one or more 

missing data points are removed from the sample.   

A. The measurement model is neglected  

Examining how data on the change in learning strategies are mostly analysed 

reveals a predominance of manifest scale scores: all five longitudinal studies 

relied on them (Busato et al., 1998; Donche et al., 2010; Severiens et al., 2001; Van 

der Veken et al., 2009; Vanthournout, 2011). These manifest scale scores are 

computed by averaging the scores on the items per scale for each student at each 

wave. Analysis of change is then conducted on these manifest scale scores.  

 

As such, the multiple items underlying a scale score are neglected when change 

over time is assessed. Consequently, the measurement error captured when 

mapping learning strategies is ignored. It is however not debated that learning 

strategy items measure a certain concept imperfectly: studies using confirmatory 

factor analyses on questionnaires in the SAL tradition acknowledge that learning 

strategy items map measurement errors as well (e.g., Biggs, Kember, & Leung, 

2001; Boyle, Duffy, & Dunleavy, 2003). Such error can be random or systematic 

(i.e., capturing another dimension besides the intended construct, Wu, Liu, 

Gadermann, & Zumbo, 2010). In longitudinal datasets, for the same item, this 

systematic error is likely to occur at each wave. Therefore, errors pertaining to 

the same item are often found to correlate over time (Marsh & Hau, 2007; 

Vaillancourt, Brengden, Boivin, & Tremblay, 2003; Wu et al., 2010).  
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By computing manifest scale scores, errors and thus also the correlation between 

errors over time, is ignored. When, prior to estimating growth, random and 

systematic error is not separated from the true score, or when the correlation 

between errors remains unaccounted for, estimates of average and differential 

growth can be inaccurate. Consequently, the validity of the conclusions arrived 

at from the estimates can be under threat (Shadish, Cook, & Campbell, 2002) in 

that, possibly, different conclusions might have been reached had these elements 

been taken into account (Marsh & Hau, 2007). Put differently, results may 

suggest an absence of growth, while in fact there has been such growth. Other 

possibilities are that claims on the strength of the growth are invalid or growth 

can be concluded on whereas, in fact, it is absent.  

 

The methodological literature therefore recommends modelling such error and 

the correlation between errors explicitly, when estimating growth (Burt & 

Obradović, 2013; Marsh & Hau, 2007; Shadish et al., 2002). This can be done 

using a latent growth model which models the multiple indicators underlying a 

scale score, i.e. a multi-indicator latent growth model (MILG, Muthén & Muthén, 

2010; Wu et al., 2010). Studies detailing this MILG, and contrasting the results 

with those obtained when the measurement model is ignored, are however 

lacking in the learning strategies domain.  

 

A second downside of neglecting the measurement model underlying scale 

scores is that measurement invariance cannot be tested for (Marsh & Hau, 2007; 

Wu et al., 2010). The next section deals with the importance of such LMI testing.  
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B. Longitudinal measurement invariance is not tested for 

A pitfall of measuring a construct at multiple times is that such a measurement 

can be sensitive to age and/or treatment (Shadish et al., 2002). Students having 

more experience in studying in higher education could interpret learning 

strategy items differently from novices. Therefore, prior to modelling growth 

over time, change due to actual alterations in learning strategies needs to be 

disentangled from change in the measurement over time (Vaillancourt et al., 

2003; van de Schoot, Lugtig, & Hox, 2012; Wu et al., 2010). When manifest scale 

scores are relied upon without confirmation of the measurement invariance over 

time, estimates in the growth trend can be partially due to change in the 

measurement. With this, the validity of the conclusions reached from those 

estimates regarding the presence, absence or strength of growth can be 

compromised (Marsh & Hau, 2007; van de Schoot et al., 2012). 

Recently, research into changes in learning strategies have increasingly allowed 

for longer time intervals (Vanthournout et al., 2011). Moreover, to adequately 

conduct studies on the change in learning strategies when transitioning between 

educational contexts, such longer time intervals will also be required. In 

addition, “whereas it may be reasonable to assume the invariance of these 

properties over short intervals, this assumption becomes more problematic as 

time intervals become longer” (Marsh & Grayson, 1994, p. 334). Therefore, 

verifying whether the questionnaire measures equivalently over waves prior to 

modelling growth is becoming increasingly important in the learning strategies 

domain.  
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Though the methodological literature recommends testing for LMI prior to 

assessing growth, studies on the growth in learning strategies have neglected to 

do so, perhaps due to a lack of familiarity with the assumption, or with the 

method of analysis required to verify this. Studies showcasing the measurement 

invariance testing procedure and the impact of this on growth trend estimates, 

are therefore called for.  

 

Next to ignoring the measurement model and assuming measurement invariance 

without verifying whether or not this assumption holds, the accuracy of growth 

estimates can also be hampered by the omission of respondents missing data. I 

will turn to this issue in the following section.  

C. Respondents with missing data are left out of the analysis  

Longitudinal data invariably contain missing data in that not all respondents 

participate in every wave. Some students cease their studies, while some of their 

persisting peers miss out on one or more of the data collections (Vermunt et al., 

2014). This amount of missing data is a major issue: for the five longitudinal 

studies the percentage of missing data ranges from 43% (Van der Veken et al., 

2009) to 92.2% (Busato et al., 1998).  

 

The current practice is to retain only those respondents with complete data for 

the analysis of change over time (henceforth named listwise deletion, e.g., Busato 

et al., 1998; Donche et al., 2010; Van der Veken et al., 2009). However, the 

methodological literature has repeatedly found that listwise deletion leads to 

inaccurate estimates (Enders, 2001; Enders & Bandalos, 2001; Wothke, 2000). 
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First, leaving a large part of the sample out of the analysis (e.g., students for 

whom information is available on two out of three waves), decreases the sample 

size. As noted above, in longitudinal studies on the change in learning strategies, 

the amount of missing data is large, bringing with it a substantial decrease in 

sample size. This sample size is an important element for statistical power; if 

fewer cases are included in the analysis, the power to detect effects decreases 

(Allison, 2009; Cheema, 2014; Peugh & Enders, 2004). Thus, low statistical power 

can hamper the validity of the conclusions in that results may point towards the 

absence of growth over time, whereas in fact it existed.  

 

Second and more harmful however, is that the group of students with complete 

data is very unlikely to be a random subset of those starting higher education 

(Raudenbush, 2001a). The findings on the relationship between learning 

strategies and drop-out (e.g., Vanthournout et al., 2012; Watkins & Hattie, 1985) 

and between learning strategies and non-response (Watkins & Hattie, 1985), 

stress that students in a longitudinal study of the growth in learning strategies 

are not missing in a random fashion (Richardson, 2013): they differ in terms of 

their learning strategies. The sample of students with complete data is thus 

selective. Conducting an analysis on this sample can produce inaccurate 

estimates of the growth trend in learning strategies (Wothke, 2000). 

Consequently, the validity of the conclusions can be compromised (Foster, Fang, 

& Conduct Problems Prevention Research Group, 2004; Shadish et al., 2002). The 

results may indicate an absence of growth, whereas, in fact there was, the 

strength of growth can be assessed incorrectly, or growth over time may be 

estimated, whereas, in fact there was no growth.  
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In the light of statistical power and, to account for a selective follow-up sample, 

the methodological literature recommends other, more modern techniques to 

deal with missing data, characterised by including respondents with missing 

data in the analysis (Allison, 2009; Enders, 2010). A number of modern missing-

data techniques assuming missing at random (MAR, the assumption that 

missingness is related to one of the variables in the dataset such as the score on a 

learning strategy at the first wave) have been described in the literature. Next to 

this, recently, techniques assuming missing not at random (MNAR, the 

assumption that missingness is related to the unobserved change over time) have 

been introduced in the social sciences (Enders, 2011; Muthén & Muthén, 2010). 

To the best of our knowledge, in the educational sciences, studies comparing the 

results obtained from techniques assuming MAR and MNAR next to the 

commonly used listwise deletion, are absent. In the literature on learning 

strategies for certain, the question regarding whether the missing data technique 

matters in the light of the results on the growth trend is, up to the present, 

unanswered.  

1.4. Focus and overview of this dissertation   

The main goal of the current work is to model the change in learning strategies 

during and after the transition to higher education and, to examine the impact of 

statistical choices on growth estimates. This consists of two parts. From a 

substantive focus, the aim is to map the growth trend in learning strategies 

during the transition from secondary to higher education and during higher 

education. Here, I discern two research questions:  
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1. How do students’ learning strategies change on average?  

2. Is there differential change in learning strategies?  

 

From a methodological focus, I explore the degree to which statistical choices 

affect the growth trend estimates. Here, three research questions are formulated:  

3. Do the estimates of the growth trend in learning strategies differ when 

the measurement model is taken into account?   

4. Can measurement variance over time affect the growth trend estimates?  

5. Do growth estimates differ according to the missing data technique 

adopted?  

 

We note that research questions three to five are relevant for all researchers 

investigating longitudinal change with self-report Likert-type questionnaires. 

Regardless of the research topic, researchers setting out to estimate longitudinal 

change need to make statistical choices on how to handle measurement error, 

whether to test for LMI, as well as how to deal with missing data.  

  

To answer the five research questions noted above, two samples were studied. 

The first sample consisted of students during the transition period from 

secondary to higher education. In this sample, as shown in Figure 1.1., five data 

waves are included. In the last year of secondary education, students filled out 

the Inventory of Learning Styles – Short Version (ILS-SV, Donche & Van 

Petegem, 2008) on two occasions. In the first year of higher education, students 

were asked to participate anew on two occasions. The last wave took place in 

December of the second year of higher education.  
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For the second sample, one cohort of students in a Flemish University College 

was followed over three waves (see Figure 1.1). In March of the first academic 

year, all first-year students were asked to fill out the ILS-SV during scheduled 

lecture slots. The same cohort was questioned again in May of the second and the 

third year.   

 

These two samples have been studied over the course in five chapters of the 

dissertation. Table 1.3 provides an overview of these chapters, the research 

questions on which they focus, as well as the sample relied upon. Prior to 

detailing these chapters, I note that Chapters Two to Four have been published 

in an international journal. Chapters five and six are currently under review. A 

benefit of a dissertation based on articles is that each chapter can be read 

separately. A downside of this structure is that chapters overlap to some extent, 

such as, for example in describing the sample or the measurement instrument. In 

the next paragraphs, I will shortly explore the focus of each of the chapters.  

 

Chapter 2: Taking the measurement model into account   

Up to the present, repeated measures ANOVA has been mostly relied upon to 

map longitudinal change in learning strategies. Another technique, multilevel 

modelling, has been recently used as well (e.g., Vanthournout, 2011). However, 

neither analytic technique allows the researcher to take the measurement model 

into account. On the other hand, a MILG model does. In chapter two, by using 

the three analysis techniques on the data of sample 1, we investigate whether 

and how taking the measurement model into account affects the estimates of 

average and differential growth. 
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Chapter 3: Longitudinal measurement invariance testing 

An additional advantage of MILG is that it allows the researcher to verify 

whether or not the learning strategy questionnaire measures equivalently over 

the different data waves. Testing this is crucial to disentangling true change from 

change in the measurement over time. The third chapter showcases how 

measurement invariance can be tested for, using the data of sample 2. Next to 

this, depending on the severity of the violation of the measurement invariance 

hypothesis, different recommendations for the subsequent modelling of growth 

over time are formulated.  

 

Chapter 4: The growth trend in learning strategies during higher education  

In the fourth chapter, the data of sample 2 are analysed from a substantive focus: 

the average and differential growth in learning strategies during higher 

education are described. In doing so, recommendations from chapter two are 

followed: the measurement model underlying the scale scores is acknowledged. 

The findings from chapter three on the measurement variance over time are 

taken into account as well (see Table 1.3).  

 

. 
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Chapter 5: The growth trend in learning strategies during the transition from secondary 

to higher education  

In addition to examining the change in learning strategies in a stable educational 

context as done in chapter four, we set out to investigate the growth of learning 

strategies when there is a transition in the educational context. The fifth chapter 

focuses on mapping the average as well as differential growth in learning 

strategies in the transition period from secondary to higher education. In doing 

so, recommendations regarding the measurement model, measurement 

invariance testing, and missing data, are followed 

 

Chapter 6: Sensitivity of the growth trend estimates to the missing data technique  

In chapter five, respondents with partially missing data are retained for the 

analysis. The sixth chapter takes this one step further: the range of modern 

missing-data techniques is showcased, and sensitivity analysis is conducted on 

the growth trend during higher education (sample 2). With this, the sixth chapter 

investigates whether or not the missing data technique adopted influences the 

growth trend estimates on the one hand, and the substantive conclusions drawn 

from these results on the other.   

 

Chapter 7: Conclusion and discussion 

In the seventh and final chapter, the five research questions of this dissertation 

are answered supported with evidence from chapters two to six. Subsequently, 

the limitations of the current work and general directions for further research are 

presented. To conclude, the implications of this research for research practice on 

the one hand, and for policy and practice on the other, are provided.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Taking the measurement model into account  
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Change in learning strategies during higher education is an important topic of research 

when considering students’ approaches to learning. Regarding the statistical techniques 

used to analyse this change, repeated measures ANOVA is mostly relied upon. Recently, 

multilevel and multi-indicator latent growth (MILG) analyses have been used as well. 

The present study provides details concerning the differences between these three 

techniques. By applying them to the same dataset, we aim to answer two research 

questions. Firstly, how are findings on the average trend complementary, convergent or 

divergent? Secondly, how are results on the differential growth over time 

complementary, convergent or divergent? Data originates from a longitudinal study on 

the change in learning strategies during the transition from secondary to higher 

education in Flanders (Belgium). 425 students provided complete data at each of the three 

waves of data collection. Results on the significance of average trends are convergent 

while the strength of the growth over time diverges across analysis techniques. Regarding 

the differential change, the MILG seems more able to detect variance in growth over time. 

Recommendations for future research on the changeability of learning strategies over 

time are provided.  

 Introduction 2.1

Since the end of the nineteen eighties, student learning has been intensively 

studied, in particular in higher education contexts. This resulted in a vast array 

of style models mapping individual differences in student learning (Coffield, 

Mosley, Hall, & Ecclestone, 2004). Of those, the students’ approaches to learning 

(SAL) model maps students’ deep and surface processing (Biggs et al., 2001; 

Entwistle, McCune, & Hounsell, 2003). The learning pattern model on the other 
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hand distinguishes four patterns: meaning-oriented, reproduction-oriented, 

application directed and undirected (Vermunt & Vermetten, 2004). Both models 

start from the viewpoint that there are individual differences in going about 

learning which are associated with learning outcomes. Moreover, both models 

take into account that different ways of processing learning contents also goes 

along with differences in study motivation and rely upon students’ perceptions 

of their learning (Desmedt & Valcke, 2004; Lonka et al., 2004; Vanthournout, 

2011). Therefore, the concept SAL has recently been used to encompass both 

models (Vanthournout, 2011).  

 

From the research interest of the consistency or variability in learning 

approaches, longitudinal studies have increased in recent years (Phan, 2008; 

Vanthournout et al., 2011). Using, for example, the Study Process Questionnaire 

(SPQ; Biggs et al., 2001), Approaches to Study Inventory (ASI; Entwistle & 

Ramsden, 1983) or Inventory of Learning Styles (ILS; Vermunt & Vermetten, 

2004), researchers have assessed changes in learning approaches by using three 

or more measurements of a learning approach questionnaire (e.g., Reid et al., 

2005; Van der Veken et al., 2009; Zeegers, 2001).  

 

Examining the findings of these longitudinal studies, relying on Biggs and 

colleagues’ framework and the SPQ, Gordon and Debus (2002) and Jackling 

(2005) noted an increase in deep processing over time, while Zeegers (2001) 

concluded it to remain constant. Concerning surface processing, Gordon and 

Debus (2002) detected a decreasing reliance, while the other two studies found a 

constant trend. Using the Approaches to Study Skills Inventory for Students 

(ASSIST, Tait, Entwistle, & McCune, 1998), an adaptation of the ASI, Reid and 
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colleagues (2005) noted a decrease in both the deep and the strategic approach 

over the first year of medical training, while the surface approach did not alter. 

Over the second year, the surface and deep approach remained stable, while the 

strategic approach continued to decrease.  

 

Five longitudinal studies use the Vermunt framework and (parts of the) ILS to 

map changes throughout higher education (Busato et al., 1998; Donche et al., 

2010; Severiens et al., 2001; Van der Veken et al., 2009; Vanthournout, 2011). 

Concerning meaning-oriented learning (Busato et al., 1998) or deep processing 

strategies (Donche et al., 2010; Severiens et al., 2001; Van der Veken et al., 2009) 

an increase was found. However, Vanthournouts study (2011) suggests that only 

the subscale relating and structuring scale increases, while the other subscale of 

deep processing, critical processing, remained constant. Stepwise processing or 

its subscale analysing was found to remain constant over time (Busato et al., 

1998; Donche et al., 2010; Severiens et al., 2001; Vanthournout, 2011), while the 

degree of memorizing decreased over time (Donche et al., 2010) or showed a 

quadratic trend with a rise after an initial decrease (Vanthournout, 2011). 

Concerning the regulation strategies, self-regulation was mostly found to 

increase (Donche et al., 2010; Severiens et al., 2001; Vanthournout, 2011), while 

remaining constant in Van der Veken et al.’s (2009) study. External regulation on 

the other hand decreased (Donche et al., 2010; Severiens et al., 2001; 

Vanthournout, 2011). Lastly, undirected learning was found to remain constant 

(Busato et al., 1998; Severiens et al., 2001; Van der Veken et al., 2009) or to 

decrease over time (Donche et al., 2010; Vanthournout, 2011).  
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Examination of the statistical analysis of these longitudinal studies within the 

students’ approaches to learning (SAL) field reveals a strong reliance on repeated 

measures ANOVA. Recently, two other techniques have demonstrated their 

value when conducting research in this domain: multilevel modelling and multi-

indicator latent growth (MILG) analysis. In this study, we aim to understand 

how these three techniques can be valuable to address the changeability of 

learning strategies over time. We explore this threefold perspective on the same 

database and discuss the differences in data treatment and subsequent findings.  

 

Regardless of the research domain tackled here, the findings of this study may 

also be of interest to researchers in other educational research fields. When 

change over time is investigated, for example to assess the impact of an 

educational program on students cognitive or metacognitive abilities (e.g., 

Breuer & Eugster, 2006), insight into techniques to properly estimate such change 

is important. In what follows, we first describe the goals, analysis procedure and 

assumptions of the three techniques. Next, we discuss the research findings of an 

illustrative empirical study, demonstrating to which degree the analytical 

techniques provide complementary, convergent or divergent information on the 

nature of change in learning strategies.  

 Repeated measures ANOVA 2.1.1

Repeated measures ANOVA is the most frequently reported technique to 

examine growth in learning strategies over time (Donche et al., 2010; Nienemin, 

Lindblom-Ylänne, & Lonka, 2004; Severiens et al., 2001; Smith et al., 2007; 

Zeegers, 2001). The goal of this technique is to discern whether scale scores vary 
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over time. The null hypothesis states that the scale scores are equal over time. 

When the null hypothesis is rejected this indicates that at least two scores differ.  

 

To conduct a repeated measures ANOVA, three steps are usually taken. First, 

manifest scale scores are computed. Per student, the scores on the items for each 

scale are averaged at each wave of data collection. Subsequently, repeated 

measures ANOVA are relied upon to compare the mean manifest scale scores 

over time. Third, when a significant difference in manifest scale scores over time 

is detected, post hoc tests are applied. On the condition that data collection is 

spaced equally over time, trend analysis relying on polynomial contrasts can be 

used (Green & Salkind, 2003), testing to which degree a certain trend (e.g. linear 

or quadratic) fits the observed pattern in manifest scale scores over time.  

 

Repeated measures ANOVA hinges upon a number of assumptions (Green & 

Salkind, 2003), two of which are relevant in comparison to multilevel and MILG 

analysis. Firstly, repeated measures ANOVA is based upon the sphericity 

assumption stating that variances of the difference scores are presumed equal 

over time. Statistical programs however offer multivariate tests which are robust 

to violations of this assumption (Green & Salkind, 2003). Secondly, it is assumed 

that manifest scale scores can be relied upon to draw conclusions with regard to 

latent factors (e.g., deep learning decreases over time). The measurement error 

associated with each item is not taken into account.  

 Multilevel modelling 2.1.2

Recently, a number of studies on the changeability in learning strategies over 

time has applied multilevel analysis (e.g., Endedijk, 2010; Vanthournout, 2011). 
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In such analysis, it is assessed whether a growth trajectory (e.g., linear, quadratic, 

cubic, etc.) holds (Heck, Scott, & Tabata, 2010; Singer & Willet, 2003). Taking the 

simplest case, a dataset with three measurement waves, a linear growth model 

can be estimated. Multilevel analysis then estimates an intercept (the average 

score for a scale at the first wave) and a slope (the average increase or decrease in 

the scale scores per one unit of time, e.g. one year) and indicates whether these 

parameters differ significantly from zero. If the null hypothesis is rejected for the 

slope variable this implies that a linear growth trajectory over time fits the data 

significantly better than a constant growth trajectory.  

 

Next to assessing whether a certain growth trajectory holds, multilevel analysis 

also aims at modelling individual variations between students. By taking into 

account that observations are nested within the respondents, three additional 

parameters provide information on this differential growth (Hox, 2000; Singer & 

Willet, 2003; Voelkle, Wittmann, & Ackerman, 2006). First, the intercept variance 

parameter expresses whether students vary significantly in their initial level on a 

learning strategy scale. Second, the variance in slopes indicates whether students 

follow the general trend or whether they deviate from one another. Third, the 

covariance parameter indicates whether students’ initial scores on a learning 

strategy scale are related to their change over time.  

 

Multilevel analysis consists of three steps (Heck et al., 2010). First, manifest scale 

scores are computed for each scale. Second, a random intercepts (RI) model is 

estimated, assessing whether for example a linear growth trajectory holds and 

whether students differ in their initial value on a learning strategy scale 

(intercept variance). Third, if the slope parameter is significant, a random slopes 
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(RS) model is relied upon to assess whether students vary in their growth over 

time. The slope variance and covariance parameters are then estimated. 

 

A number of assumptions underpin multilevel analysis (Hox, 1998). Regarding 

the comparison of the three techniques, and comparable to repeated measures 

ANOVA, we note one: manifest scale scores are relied upon, implying that 

measurement error associated with each item is not modelled explicitly. A MILG 

analysis does take this error into account.  

 Multi-indicator latent growth (MILG) analysis 2.1.3

A less often applied technique in assessing the changeability in learning 

strategies over time is MILG analysis (Coertjens, Donche, De Maeyer, 

Vanthournout, & Van Petegem, 2013a). The goals of this technique are identical 

to multilevel analysis: average as well as differential growth is estimated (Byrne, 

2010). The former is assessed by testing whether a growth trajectory holds. 

Concerning the latter, the intercept variance, slope variance and covariance 

parameters are estimated.  

 

Contrary to multilevel analysis, measurement error is taken into account when 

assessing growth (Byrne, 2010). A latent scale score is estimated per 

measurement wave and on these scale scores the parameters of the average and 

differential growth trajectory are estimated (Metha, Neale, & Flay, 2004; Wu et 

al., 2010). The MILG analysis estimates the elements of the average (e.g., 

intercept and slope) and of the differential growth trajectory (intercept variance, 

slope variance and covariance) in a single step.  
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 The current research  2.1.4

To our knowledge, no study in the SAL domain has critically examined the value 

of repeated measures ANOVA, multilevel analysis and MILG analysis in 

assessing the changeability of learning strategies over time. Given the various 

goals, analytical procedures and assumptions, the question arises to whether 

these three techniques suggest complementary, convergent or divergent 

findings.  

 

This study therefore applies the three analysis techniques to the same non-

simulated dataset. Two research questions are put forward. Firstly, how are 

findings on the average trend complementary, convergent or divergent? To 

answer this research question, the results from the repeated measures ANOVA, 

multilevel and MILG analysis are compared. Secondly, how are the results on the 

differential growth over time complementary, convergent or divergent? To 

answer the second research question, the results from the multilevel models and 

MILG models are contrasted. 

 

Over the last few decades, a lot of research effort has been invested in exploring 

the ways in which students learn in higher education. This research stems from a 

variety of research traditions (Lonka et al., 2004; Richardson, 2007) and has 

evolved in different directions. A large number of studies have been carried out 

in diverse areas, such as: cognitive aspects of learning (Moskvina & 

Kozhevnikov, 2011); learning styles (Kolb, 1984); intellectual styles (Zhang & 

Sternberg, 2005); learning conceptions (Van Rossum & Schenk, 1984), approaches 

to learning (Marton & Säljö, 1997); aspects of self-regulation (Boekaerts, Pintrich, 
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& Zeidner, 2000); study orientations (Nieminen, Lindblom-Ylänne, & Lonka, 

2004; Richardson, 1997); meta-cognition (Flavell, 1987); and motivational aspects 

of learning (Boekaerts & Martens, 2006). A shared feature of many of these 

studies is the search for relationships between various aspects of learning and an 

attempt to arrive at integrative models of learning (Biggs, 1993; Entwistle & 

McCune, 2004; Meyer, 1998; Vermunt & Vermetten, 2004). 

 

One of the research traditions interested in student learning in higher education 

is the Students’ Approaches to Learning-tradition (the SAL tradition; Lonka et 

al., 2004). It is founded on the phenomenographical studies by Marton and Säljö 

in the seventies of the previous century (Marton & Säljö, 1976). Research in this 

tradition generally focuses on the different ways students engage in learning or 

handle learning tasks as reported by the students themselves (Biggs, 2001; 

Entwistle, McCune, & Scheja, 2006; Schmeck, 1988). Representatives of this 

tradition mostly concur on the viewpoint that there are qualitatively different 

ways in which students go about learning and that these differences in learning 

approaches are associated with qualitatively different learning outcomes (Biggs, 

1979; Entwistle, Meyer, & Tait, 1991; Richardson, 1997; Vermunt, 2005). How 

students approach their learning is viewed as being influenced by factors in the 

learning environment, students’ perceptions of these factors and student 

characteristics (Baeten, Kyndt, Struyven, & Dochy, 2010; Biggs, 2003; Donche & 

Van Petegem, 2006; Vermunt, 2005). 



Taking the measurement model into account 

56 

 

 Method 2.2

 Design and respondents 2.2.1

The data stem from a research project on students’ transition from secondary to 

higher education. A group of 5 technical and vocational education Flemish 

schools interested in their performance requested the research. To be able to 

provide an adequate picture on this performance, 11 schools were matched on 

their study domains, thus generating a purposive sample of 16 schools offering 

technical and vocational education. Next to this, a weighted random sample of 

20 general education schools was drawn. In the 36 schools, all final year students 

were selected for the study.  

 

During the last year of secondary education, students were questioned twice 

during school hours, in November and May. At the second wave, students were 

asked to provide us with their contact information (email, home address and 

telephone number). In December of the second year, students were invited to 

participate anew. In total 425 students were studying in higher education and 

provided complete data at each of the three waves. Of those 425, 299 students 

came from general education while 126 students had a degree from technical or 

vocational education. Due to the shift in educational context that the students 

underwent, a change in learning strategies is hypothesized. The data consist of 

three waves, being the simplest possibility for which the three techniques can be 

demonstrated and being common in longitudinal research on the change in 

learning strategies (Vanthournout et al., 2011). 
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 Measurement  2.2.2

Learning strategies are investigated by focusing on two malleable components of 

the learning patterns of the Vermunt framework: cognitive processing and 

regulation strategies (Vermunt, 1998). The scales used in this study stem from the 

‘Inventory of Learning Styles – Short Version’ (ILS-SV), which has been validated 

for first-year Flemish University College students (Donche & Van Petegem, 

2008). Processing strategies can be viewed as the cognitive activities a student 

applies whilst studying. In the ILS-SV, four scales for cognitive processing 

strategies are distinguished: memorizing, analysing, critical processing and 

relating and structuring. Regulation strategies are metacognitive activities that 

students undertake, such as planning or testing oneself. To map regulation 

strategies, the ILS-SV discerns three scales: external regulation, self-regulation 

and lack of regulation. For all seven scales, the items are scored ranging from (1) 

‘I never or hardly ever do this’ to (5) ‘I (almost) always do this’. Table 2.1 

provides for each scale the number of items and an example item.  

 

Since Cronbach alpha values are very sensitive to the number of items (Cortina, 

1993; Schmitt, 1996) and the ILS-SV scales consist of only 4 to 6 items, reliability 

analysis was conducted using the mean inter-item correlation. To discern good 

reliability a cut-off of .20 is put forward (Palant, 2007). For the external regulation 

scale at the first wave the value was close to the cut-off (.18, see Table 2.1), while 

exceeding it for the second and third wave. For all other scales at each wave the 

criterion for good reliability was met.   
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 Plan of analysis 2.2.3

Table 2.2 reports the mean manifest scale scores and standard deviations at each 

wave. These data are analysed using three statistical methods. First, repeated 

measures ANOVA are estimated in SPSS relying upon the mean manifest scale 

scores per wave. To assess the size of the effect, the partial eta square is reported, 

for which the values .01, .06 and .14 are interpreted as being respectively small, 

medium and large (Green & Salkind, 2003). Subsequently, given that the waves 

are almost equally spaced (6 months between wave 1 and 2 and 7 months 

between wave 2 and 3), trend analysis is conducted (Green & Salkind, 2003). This 

post hoc test assesses whether the found change in manifest scale scores over 

time best fits a linear or quadratic trend.  

Table 2.1: Learning strategy scales of the ILS-SV questionnaire, number of items, item examples 

(translated from Dutch) and mean inter-item correlation 

Scales Nr. of 

items 

Item example Mean inter-item 

correlation 

Processing strategies  

Memorizing 4 I learn definitions by heart and as 

literally as possible. 

.33-.40 

Analysing 4 I study each course book chapter 

point by point and look into each 

piece separately.  

.28-.32 

Critical processing 4 I try to understand the interpretations 

of experts in a critical way. 

.38-.43 

Relating and 

structuring 

4 I compare conclusions from different 

teaching modules with each other. 

.33-.37 

Regulation strategies   

External regulation 6 I study according to the instructions 

given in the course material. 

.18-.24 

Self-regulation 4 I use other sources to complement 

study materials. 

.31-.35 

Lack of regulation 4 I confirm that I find it difficult to 

establish whether or not I have 

sufficiently mastered the course 

material. 

.37-.42 

 



Chapter 2 

59 

 

 

 

Second, transforming the dataset into a person-period file allows multilevel 

analysis in SPSS (Singer & Willet, 2003). The three data points are labelled 0, 0.5 

and 1.08 respectively so that the slope parameter provides the change in a 

learning strategy over one year. The RI model, estimates the intercept (i.e., 

average initial value for the scale, in our case the value in October of the last year 

of secondary education), slope (i.e., average increase in the scale per one increase 

of time, here 1 year) and intercept variance (indicating whether students differ in 

their initial values on the scale). If the slope parameter results significant, a RS 

model is estimated to assess whether students vary in their growth trajectory. 

Results of this RS model are reported when the RS model fits the data 

significantly better than the RI model (in terms of the Chi² difference test) and 

when either the slope variance or the covariance reaches the significance cut-off 

point.  

Table 2.2: Mean manifest scale scores and standard deviation for the learning strategy scales 

 1st wave 2nd wave 3rd wave 

Memorizing 3.445 (0.809) 3.374 (0.809) 3.499 (0.782) 

Analysing 3.258 (0.740) 3.242 (0.717) 3.470 (0.678) 

Critical processing 2.982 (0.814) 2.975 (0.825) 3.288 (0.752) 

Relating and structuring 3.088 (0.712) 3.177 (0.704) 3.529 (0.656) 

External regulation 3.570 (0.576) 3.482 (0.623) 3.715 (0.560) 

Self-regulation 2.205 (0.732) 2.242 (0.767) 2.758 (0.761) 

Lack of regulation 2.191 (0.764) 2.236 (0.818) 2.668 (0.768) 
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Figure 2.1: MILG model 

 

A third analysis is the MILG model (Muthén & Muthén, 2010). Figure 2.1 

exemplifies such a model, consisting of two levels. A factor (e.g., the latent 

concept memorizing) is measured at three moments, using the same four items 

each time (Y1-Y4)1. An individual’s score on an item at a certain time (Yijt  e.g. Yi31 

represents the score for individual i on the third item at the first wave) is 

predicted by a latent factor (e.g. FT1). The second-order factors - intercept and 

slope - serve to explain the mean and covariance structure of these latent factors 

(Hox, 2000; Stoel, Roeleveld, Peetsma, van den Wittenboer, & Hox, 2006). The 

values of the factor loadings for the slope are adjusted to 0, 0.5 and 1.08 

                                              

1 Figure 2.1 depicts the situation for all scales except the external regulation scale, having not 4 but 6 items (see Table 

2.1).  
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respectively. The interpretation of the intercept, slope and three variance 

parameters is comparable to multilevel analysis. MILG analyses were performed 

in Mplus 6.1 using a maximum likelihood estimation procedure.  

 Results 2.3

Table 2.3 gives the results of the repeated measures ANOVA, partial eta² and 

post hoc tests. Tables 2.4 and 2.5 depict the results of the multilevel and MILG 

analysis respectively. First, we will examine the results for the average trend per 

learning strategy scale. Second, we will detail the differential growth estimates of 

the multilevel and MILG model.  

 Average growth 2.3.1

For all scales, the repeated measures ANOVA analysis suggests that the manifest 

scale scores cannot be considered equal across the three waves (see Table 2.3). 

The size of the effects is judged small for the memorizing scale, medium for the 

analysing scale, while large for the critical processing, relating and structuring, 

external, self- and lack of regulation scales.  

 

Examining the results of the post hoc tests reveals a significant linear estimate for 

six out of the seven scales and a significant quadratic estimate for all scales (see 

Table 2.3). Concerning the critical processing, relating and structuring, self-

regulation and lack of regulation scales, the effect sizes suggest the linear trend is 

more powerful in explaining the change in the manifest scales scores over time. 

Regarding the analysing and external regulation scales, neither the effect size for 

the linear nor for the quadratic time effect is large. For the memorizing scale, a 
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quadratic trend fits the shape in the manifest scale scores, but the effect size 

suggests the degree of explained variance is small.  

 

Multilevel and MILG analysis detect a significant linear increase for six of the 

seven learning strategy scales (see Table 2.4 & 2.5). For each of these scales, the 

slope is significant and positive. For the memorizing scale on the other hand, 

results from the analysis techniques do not confirm a linear effect: the slope is 

not significantly different from zero.  

 

Though the multilevel and MILG analysis suggest comparable conclusions 

concerning whether a linear effect holds, the magnitude of the change over time 

varies significantly for two scales (see Table 2.4 & 2.5). For the external regulation 

scale, the 95% confidence interval of the slope in the multilevel model has a 

lower and upper limit of respectively 0.091 and 0.193, while the interval spans 

from 0.220 to 0.369 for the MILG model. Using MILG analysis, the slope is thus 

estimated significantly steeper. The confidence intervals of the slopes for the lack 

of regulation scale do not overlap either (0.385 to 0.515 and 0.259 to 0.369 for the 

multilevel and MILG model respectively), suggesting the MILG analysis 

estimates the slope significantly lower.  

___________  
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 Differential growth  2.3.2

Looking at the differential trends as estimated by the multilevel and MILG 

models, both analysis techniques indicate significant intercept variance for all 

scales. Only for the lack of regulation and memorizing scale this variance 

estimate is smaller using the MILG analysis. Relying on 95% confidence intervals 

of the variance estimates, the difference is judged significant for four scales. 

Compared to the multilevel model, the MILG analysis estimates the intercept 

variance to be larger for the critical processing, relating and structuring and 

external regulation scales, while smaller for the lack of regulation 

scale..________________ 

 

There are also differences for the slope variances and the covariance. Regarding 

the six scales for which these indicators were relevant (excluding the 

Memorizing scale which did not show significant change over time), two scales 

showed similar estimates. Concerning the self-regulation and analysing scale, 

both analysis techniques indicate that the general trend for this scale can be 

assumed valid for all students (see Table 2.4 and 2.5).  

 

For three scales (critical processing, external regulation and lack of regulation), 

the multilevel analysis indicated that students follow a comparable growth 

trajectory over time (see Table 2.4), while the results from the MILG analysis 

detected significant slope variance (see Table 2.5). For these scales, the MILG 

model suggests that students vary in their change over time (significant slope 

parameters) and that students scoring lower at the first wave increase their 
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reliance on these strategies more rapidly than students scoring higher (significant 

negative covariance).  

 

Lastly, for the relating and structuring scale, the multilevel model indicated a 

significant covariance estimate, while the slope variance did not reach the 

significance cut-off level. The estimates from the MILG model on the other hand, 

point towards a significant slope variance and covariance, suggesting anew that 

students scoring higher at the first wave increase their relating and structuring to 

a lesser degree.  

 Conclusion and discussion 2.4

Longitudinal research studies on the change in students’ approaches to learning 

are on an increase. From a statistical point of view, a repeated measures ANOVA 

is mostly relied upon to assess change in learning strategies over time in the SAL 

field. Compared with this technique, multilevel and MILG analyses are scarcely 

applied. The present study therefore illustrated the goals, analytical procedure 

and assumptions underpinning these techniques. Moreover, by applying the 

three techniques to the same longitudinal dataset, we examined whether and 

how the three techniques result in complementary, convergent or divergent 

findings on the average and differential change in learning strategies.  

 

Results on the average change indicate that the three techniques are convergent 

on the significance of linear growth trajectories. However, for some scales the 

multilevel and MILG models diverge concerning the strength of this change over 

time. Regarding the differential change, results converge anew on the 

significance of the intercept variance, while diverge on their magnitude. The 
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results of the multilevel model and the MILG model are however divergent on 

the slope variance and the covariance. 

 

The substantive conclusions on the average growth trajectories are comparable 

across analysis techniques for six of the seven processing and regulation strategy 

scales. Analysing, critical processing, relating and structuring, external 

regulation, self-regulation and lack of regulation were all found to increase over 

time. For the memorizing scale however, repeated measures ANOVA suggests 

that the manifest scale scores differ over time and that this change over time is 

best - though not strongly - explained by a quadratic trend. Results from the 

multilevel and MILG techniques indicate that a linear trend does not fit the data. 

This illustrates that the last finding should not automatically be interpreted as 

absence of change (i.e., a constant trend) over time. An alternative explanation is 

that the change over time follows a more complex growth trajectory in reality. 

With three data points, multilevel and MILG analysis can only assess constant or 

linear growth trajectories (Metha et al., 2004; Wu et al., 2010). In sum, the 

reported results on the average growth are only seemingly divergent. To capture 

whether a constant trend is likely to reflect an absence of change, inspection of 

the mean manifest scale scores (see Table 2.2) prior to multilevel analysis or 

MILG can be put forward as a good practice. 

 

Though speaking in one voice concerning the significance of linear growth 

trajectories, the multilevel and MILG models differ substantially concerning the 

strength of this change over time for two scales in this illustrative empirical 

study. This result is at odds with prior findings by Hox (2000) and Curran (2003). 

For the external regulation scale, the MILG analysis suggests a steeper slope than 
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the multilevel model. This could be due to the fact that the former takes 

measurement error into account, which was found to be larger for this scale 

compared to others (see Table 2.1). For the lack of regulation scale the MILG 

model estimated the slope to be significantly lower than the multilevel model. 

The reliability estimates however do not seem to cause this. To our knowledge, 

the methodological literature does not suggest a possible explanation for this 

finding. Simulation studies are warranted to clarify the origin of this difference 

in slopes between the multilevel and MILG model.   

 

The multilevel and MILG models estimate differential growth. Concerning the 

intercept variance, the latter analysis technique estimates this to be significantly 

larger for three scales. Anew for the lack of regulation scale, the intercept 

variance is significantly lower for the MILG analysis compared to the multilevel 

analysis. The slope variance moreover differs in significance between the 

techniques. Next to this, the MILG model seems more powerful to detect 

differential growth over time. For the six learning strategies scales for which 

slope variance was examined (excluding the memorizing scale due to its constant 

trend), four scales depicted differential change over time using the MILG model 

but not in the multilevel model. Simulation studies could be fruitful in clarifying 

under which conditions (e.g. degree of measurement error, sample size, strength 

of true effect) MILG models are more powerful in estimating differential growth 

than multilevel models.   

 

The present study is subject to a number of constraints. First, listwise deletion 

was used, retaining only those respondents with complete information on each 

item and at each wave. Contrary to repeated measures ANOVA, multilevel and 
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MILG models allow for modelling incomplete data (Hox, 2000; Quené & van den 

Bergh, 2004). To avoid entangling different samples with different analysis 

techniques, this benefit has not been demonstrated in this study. Given that 

longitudinal research on the change in learning strategies reports substantial 

amounts of missing data (e.g., Busato et al., 1998; Donche et al., 2010), it would be 

worthwhile to explore the inclusion of incomplete data and its effect on growth 

estimates.  

 

Second, making inferences about change in a learning strategy scale based upon 

repeated measurement hinges upon the assumption of longitudinal 

measurement invariance: the definition of the latent construct is required to be 

comparable over time (Marsh & Grayson, 1994; Metha et al., 2004; Muthén & 

Muthén, 2009b). Though this assumption holds good for repeated measures 

ANOVA, multilevel and MILG analysis alike, only the last technique provides 

the opportunity to falsify this assumption prior to estimating growth over time. 

Studies with the substantial focus of growth over time thus should preferably 

include measurement invariance testing prior to estimating growth over time 

(Coertjens, Donche, De Maeyer, Vanthournout, & Van Petegem, 2012). The next 

chapter details on how longitudinal measurement invariance can be tested for.  

 

The constraints of the present study notwithstanding, results indicate that the 

choice of analysis technique has an impact on the resulting evidence concerning 

the change in learning strategies over time. Given the different goals, analytical 

procedure and assumptions, repeated measures ANOVA, multilevel and MILG 

analysis suggested convergent as well as divergent findings on the average and 

differential growth over time.   
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Four recommendations for practice can be put forward when assessing change 

over time, for example when evaluating the longitudinal impact of an 

educational program. First, examine the mean manifest scale scores over waves 

prior to assessing change over time. Second, when the data are gathered at 

unequal time intervals, post hoc tests using trend analysis cannot be relied upon. 

Multilevel and MILG analysis are however able to model unequal time intervals 

explicitly (Singer & Willet, 2003). Third, when differential growth over time 

seems plausible, multilevel and MILG analysis are recommended as well. Of 

those techniques however, the latter appears more sensitive to detecting such 

differential change in this study. Fourth, when reliability analysis of the concept 

under study suggests lower degrees of consistency, (e.g. low Cronbach alpha or 

mean inter-item correlation), MILG analysis is judged more appropriate.  





 

 

 

 

 

 

 

 

 

 

 

 

3. Longitudinal measurement invariance testing  

 

 

 

 

 

 

 

 

 

This chapter is based on Coertjens, L., Donche, V., De Maeyer, S., Vanthournout, 

G., & Van Petegem, P. (2012). Longitudinal measurement invariance of learning 

strategy scales: Are we using the same ruler at each wave? Journal of 

Psychoeducational Assessment, 30(6), 577-587. doi: 10.1177/0734282912438844 
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Whether or not learning strategies change during the course of higher education is an 

important topic in the Students’ Approaches to Learning field. However, there is a dearth 

of any empirical evaluations in the literature as to whether or not the instruments in this 

research domain measure equivalently over time. Therefore, this study details the 

procedure of longitudinal measurement invariance testing of self-report Likert-type 

scales, using the case of learning strategies. The sample consists of 245 University 

College students who filled out the Inventory of Learning Styles – Short Version three 

times. Using the weighted least squares means-variance (WLSMV) estimator to take into 

account the ordinal nature of the data, a series of models with progressively more 

stringent constraints were estimated using Mplus 6.1. The results indicate that 

longitudinal measurement invariance holds for all but two learning strategy scales. The 

implications for longitudinal analysis using scales with varying degrees of measurement 

invariance are discussed.  

 Introduction 3.1

Educational researchers have long been interested in how students learn in 

higher education. One perspective on this issue is offered by the Students’ 

Approaches to Learning tradition (SAL), examining learners’ general preferences 

when it comes to learning (Biggs et al., 2001). Researchers in the SAL field 

distinguish several dimensions of these preferences, such as processing and 

regulation strategies (Vermunt, 1996). The former are the cognitive activities that 

students apply when studying. The latter capture the different ways in which 

students regulate their learning. In assessing these learning strategies, self-report 
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Likert-type questionnaires mostly relied upon (e.g., Study Process Questionnaire 

or Inventory of Learning Styles; Biggs et al., 2001; Vermunt, 1998). 

 

Research in the SAL field focuses increasingly on whether and how learning 

strategies change during the course of higher education (Vanthournout et al., 

2011). Examining how these studies are undertaken statistically reveals a strong 

reliance on comparisons of manifest scale scores over time. For each student, the 

scores on the items for each scale are averaged at each wave. Subsequently, in 

studies with two measurement waves, paired-samples t-tests are relied upon to 

compare the means. When more than two measurement waves are involved, 

repeated measures ANOVA are used.  

 

However, such a straightforward comparison of manifest scale scores over time 

may be inappropriate when the measurement of the underlying constructs is not 

equivalent over time: the manifest mean (e.g., the manifest scale scores for the 

Memorizing scale) depends not only on the latent mean (e.g., being the true 

Memorizing score at each wave) but on the whole underlying measurement 

model (Steinmetz, Schmidt, Tina-Booth, Wieczorek, & Schwartz, 2009). 

Therefore, a longitudinal comparison always hinges upon the assumption of 

longitudinal measurement invariance (Marsh & Grayson, 1994; Wu et al., 2010). 

If the ruler does not measure equivalently over time, it is a daunting task to 

decide  whether or not a change in the manifest scale scores is due to actual 

alterations in learning strategies over time (changes in the latent mean) or due to 

changes in the measurement over time (Vaillancourt et al., 2003). A measurement 

can, for example, be age and treatment-sensitive: students having more 

experience in studying in higher education could interpret learning strategy 
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items differently from novices. Thus, if the assumption of longitudinal 

measurement invariance is not confirmed, the validity of conclusions stemming 

from comparisons of manifest scale scores over time could be compromised 

(Shadish et al., 2002).  

 

Nevertheless, an examination of the measurement model is generally neglected 

prior to the assessment of change over time (Li, Harmer, & Acock, 1996), perhaps 

due to a lack of familiarity with the assumption, or with the method of analysis 

required to verify this. Yet, “[…] whereas it may be reasonable to assume the 

invariance of these properties over short intervals, this assumption becomes 

more problematic as time intervals become longer” (Marsh & Grayson, 1994, 

p.334). Recently, research into changes in learning strategies has increasingly 

allowed for such longer time intervals (e.g., Donche & Van Petegem, 2009). Thus, 

the assessment of whether or not the longitudinal measurement assumption 

holds true, is an evidential lacuna in the learning strategies literature which is 

becoming increasingly more problematic.  

 

In the methodological literature, testing for measurement invariance across 

samples (e.g., gender or cross-culturally) is well described (Byrne, 2010). 

Moreover, though rare in the students’ approaches to learning field, numerous 

applications of multi-sample invariance testing can be found in other social 

science domains (e.g., Petscher & Huijun, 2008). A large number of these studies 

rely on data gathered using self-report Likert-type questionnaires. However, the 

ordinal nature of the data stemming from this is usually ignored by applying a 

maximum likelihood estimation procedure (e.g., Steinmetz et al., 2009). Studies 

showcasing measurement invariance testing with a distribution free estimation 



Longitudinal measurement invariance testing 

78 

 

procedure are scarce. Next to this, measurement invariance testing in 

longitudinal designs differs from its multi-sample counterpart. Due to the 

repeated measurements, the responses at different time points are non-

independent which, when neglected, can lead to model misspecification (Wu et 

al., 2010). Moreover, since the number of parameters to be estimated increases 

rapidly with the number of time points, examining the measurement invariance 

of all scales together is computationally difficult. Each scale is therefore 

investigated separately (Vandenberg & Lance, 2000). In sum, the requirements 

laid on the error terms and the testing procedure differs for longitudinal data 

compared with multi-sample designs.  

 

In this study, we aim to illustrate longitudinal measurement invariance testing in 

the SAL domain. By detailing each step in verifying whether or not learning 

strategy scales measure equivalently over time, we offer a practical guide to 

longitudinal measurement invariance testing using ordinal data. Moreover, the 

consequences for the analysis of longitudinal change using scales with varying 

degrees of measurement invariance are discussed. Therefore, regardless of the 

research domain tackled here, this study may also be of interest to researchers in 

other social science fields investigating longitudinal change with self-report 

Likert-type questionnaires. 

 Method 3.2

 Instrument and sample 3.2.1

As a learning strategy questionnaire, we chose the Inventory of Learning Styles – 

Short Version (ILS-SV) (Donche & Van Petegem, 2008). This instrument is based 
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on Vermunt’s Inventory of Learning Styles (Vermunt, 1996), which was tested 

cross-culturally (Boyle et al., 2003) and is frequently used in longitudinal 

research (Vanthournout et al., 2011). The ILS-SV has been validated for first-year 

University College students, demonstrating the dimensionality of the Vermunt 

theory, good reliabilities and theoretically sound construct validity (Donche & 

Van Petegem, 2008).  

 

The ILS-SV questionnaire measures learning strategies consisting of processing 

and regulation strategies (see Table 3.1). The former are mapped using four 

scales: Memorizing, Analysing, Critical processing and Relating and structuring. 

Three scales map regulation strategies: External regulation, Self-regulation and 

Lack of regulation. All items are scored on a 5-point Likert scale, ranging from 

(1) ‘I never or hardly ever do this’, (2) ‘I sometimes do this’, (3) ‘Neutral’, (4) ‘I 

often do this’ to (5) ‘I (almost) always do this’. 
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One cohort of students entering a Flemish University College was followed 

during their three years of higher education. In March of the first academic year 

(from September to June), all first year students were administered the ILS-SV 

during scheduled lecture slots. The same cohort had the questionnaire 

administered again in May of the second and the third year. Though students 

were not rewarded or given feedback, adequate response rates were obtained 

each time (73.6%, 67% and 69.8% respectively). Over the three waves, 245 

students participated three times. Reliability analysis was conducted using the 

mean inter-item correlation, since Cronbach alpha values are very sensitive to 

the number of items (Palant, 2007). At each wave, all scales - containing each 4 to 

5 items - met the .2 cut-off for good reliability (see Table 3.1).  

 

Table 3.1: Learning strategies of the ILS-SV questionnaire, scales, number of items, item 

examples (translated from Dutch) and range of scale reliability 

Scales Items Item example Mean inter-item 

correlation 

Processing strategies   

Memorizing 4 I learn definitions by heart and as literally 

as possible. 

.34-.39 

Analysing 4 I study each course book chapter point by 

point and look into each piece separately.  

.33-.36 

Critical 

processing 

4 I try to understand the interpretations of 

experts in a critical way. 

.32-.39 

Relating and 

structuring 

4 I compare conclusions from different 

teaching modules with each other. 

.35-.46 

Regulation strategies   

External 

regulation 

5 I study according to the instructions given 

in the course material. 

.20-.27 

Self-regulation 4 I use other sources to complement study 

materials. 

.28-.35 

Lack of 

regulation 

4 I confirm that I find it difficult to establish 

whether or not I have sufficiently mastered 

the course material. 

.31-.38 
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Before detailing the measurement invariance testing procedure, we briefly 

explain the elements in play when assessing the change in learning strategy 

scales over time. A factor (e.g., the latent concept of Memorizing) is measured at 

three moments, each time using the same four items (see Figure 3.1; Y1-Y4)2. The 

model attempts to predict an individual’s score on an item at a certain time (Yijt).  

 

Yijt= τjt + λjtFit + eijt 

where i=individual, j=item, t=time     

 

In this prediction, three regression-like elements are key: the intercept (τjt), the 

factor loading (λjt) and the error (eijt) (see Figure 3.1; Byrne, 2010; Wu et al., 2010). 

The factor loading (λjt) represents the increase in Y by one increase in the factor 

(Fit). The intercept (τjt) can be understood as the value of Y when the latent 

variable (Fit) is zero. Therefore, it reflects the difficulty level or “[…] the ease in 

getting high manifest scores for a particular measured variable” (Marsh & 

Grayson, 1994, p. 336).  

 

However, in our case, the items are ordinal. Therefore, there is not one intercept, 

but several thresholds. With a five-point Likert scale, there are four thresholds 

(the number of scale points – 1) (Metha et al., 2004). For example, τ3; time 2; threshold 1 

expresses for item 3 at time 2 the difficulty level of scoring I sometimes do this 

(Likert point 2) compared to I never or hardly ever do this (Likert point 1) when the 

latent variable (Fit) is zero.  

                                              

2 Figure 3.1 depicts the situation for all scales except the External regulation scale, having not 4 but 5 items (see Table 

3.1).  
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The third element in the equation is the measurement error (eijt). Due to the 

data’s longitudinal nature, it is plausible that errors pertaining to the same item 

(e.g., e11, e12 and e13, see Figure 3.1) correlate over time (Vaillancourt et al., 2003). 

To prevent model misspecification, three item covariances are estimated per item 

(e.g., for Y1: e11-e12, e11-e13 and e12-e13)3 (Wu et al., 2010).  

 

To assess change, the scores on the four items (Y’s) are usually averaged for each 

student per wave. Subsequently, manifest scale scores are compared over time. 

Conclusions are then drawn in terms of the underlying latent factors (F’s) (e.g., 

Memorizing decreases during higher education). Yet, change in item scores over 

time (ΔY) can only be attributed to change in this latent factor (ΔFit) when the 

other elements in the equation remain invariant over time (Byrne, 2010; Marsh & 

Grayson, 1994). However, due to the correlation between errors over time, and 

contrary to multi-group comparisons, error invariance is not expected in 

longitudinal measurement invariance testing (Wu et al., 2010). The longitudinal 

measurement invariance analysis of ordinal data thus consists of two elements - 

the invariance of factor loadings (λ‘s) and of thresholds (τ‘s). 

 

  

                                              

3 These error covariances have not been drawn in Figure 3.1 in order not to complicate the figure excessively. 
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 Procedure for longitudinal measurement invariance testing  3.2.2

In testing whether the measurement invariance hypothesis holds, successively 

more constrained models are estimated for each scale (see Figure 3.2; Muthén & 

Muthén, 2010). Due to the data’s ordinal nature, the use of the maximum 

likelihood estimation procedure could not be justified. Therefore, a distribution-

free estimation procedure, the weighted least squares means-variance (WLSMV), 

was employed in Mplus 6.14 (Metha et al., 2004; Muthén & Muthén, 2009b).  

 

First, a baseline model is estimated, testing whether for each scale a 

unidimensional model holds at each measurement point (Vandenberg & Lance, 

2000). To evaluate this, neither factor loadings nor thresholds are constrained to 

be equal over time, while the error covariances are included. Subsequently, an 

adequate fit is suggested by a Comparative Fit Index (CFI) close to .95 (Hu & 

Bentler, 1999) and an RMSEA up to .08 (Byrne, 2010). 

 

                                              

4 Mplus Version 6.1 syntaxes are provided in 3.5.   
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In the second model, for each item, the factor loadings (λ’s) are constrained to be 

equal over time (e.g., λ2 at time 1= λ2 at time 2= λ2 at time 3; Wu et al., 2010). 

Subsequently, the hypothesis of invariance is evaluated by comparing the model 

fit of the more restricted invariant factor loadings model, to the less restricted 

baseline model. To test this, the Chi-square difference test (Δχ²) and the change 

Figure 3.2: Flowchart for longitudinal measurement invariance testing 
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in CFI (ΔCFI) criterion are relied upon (Byrne, 2010; Vandenberg & Lance, 2000). 

For the former, the hypothesis of equal factor loadings over time is rejected when 

the Chi-square difference test (Δχ²) has a probability lower than 0.055. For the 

latter, a decrease in CFI by 0.01 or more suggests that the invariance hypothesis 

should be rejected6 (Chueng & Rensvold, 2002). Failure to reject the hypothesis is 

interpreted as evidence that an increase of 1 in the factor score (Fit) procures the 

same increase (λ2) in the item (Y2) at each wave. If the hypothesis of equal factor 

loadings is rejected, this signifies that (at least) one of the items is more or less 

closely related to the underlying construct at one time rather than at the other 

(Cooke, Kosson, & Michie, 2001).  

 

In this situation, additional models are warranted to identify the source(s) of the 

lack of equivalence. High values on the modification indices (Mod. Ind.) and the 

expected parameter change (EPC) suggest that the constraint on the factor 

loading needs to be freed (Muthén & Muthén, 2009b). If such a partial factor 

loadings invariance model produces a non-significant loss of fit compared to the 

baseline model (p of Δχ²>.05; ΔCFI>-.01), all factor loadings can be assumed to be 

equal besides the one freely estimated. If the model fit is still worse in relation to 

the baseline model, the above procedure is repeated (see Figure 3.2).  

 

                                              

5 Due to the WLSMV estimator used here, the change in Chi² and degrees of freedom cannot be calculated in a 

straightforward fashion. “The difference in chi-square values for two nested models using the […] WLSMV chi-

square values is not distributed as chi-square” (Muthén & Muthén, 2009b, p. 501). Therefore, a scaling correction 

(DIFFTEST function) is relied upon, of which only the p-value should be interpreted.  

6 The Δχ² and ΔCFI may sometimes suggest different conclusions. Clear rules on how to proceed in such situation are 

lacking (Byrne, 2010), though in large samples, the ΔCFI may be more credible than the Δχ² (Meade, Johnson, & 

Braddy, 2008). In other cases, researchers can opt to describe the conclusions of both approaches or choose one over 

the other (Byrne, 2010), based upon the admissibility of the solution and examination of the MI.  
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Next, equality constraints on the thresholds (τ’s) are added. For each item, it is 

verified whether or not the difficulty level of going, for example, from I often do 

this to I (almost) always do this, remains constant over time (e.g., τ 2 time 1; threshold 4 = τ 2 

time 2; threshold 4 = τ 2 time 3; threshold 4). A non-significant loss of fit of the invariant 

thresholds model compared to the (partially) invariant factor loadings model (p 

of Δχ²>.05; ΔCFI>-.01), suggests that the thresholds can be assumed to be equally 

difficult over time. Rejection of the equal thresholds hypothesis indicates that the 

difficulty level for (at least) one threshold varies over time (Metha et al., 2004). By 

freeing the constraint on the threshold causing most trouble according to the 

Mod.Ind. and EPC, a partial threshold invariance model is estimated.  

 

How many factor loadings and thresholds can be freed without jeopardising 

future longitudinal analysis constitutes a debate in the literature (Byrne, 2010; 

Marsh & Grayson, 1994). Differences in factor loadings are, however, perceived 

to be more serious in relation to bias than differences in thresholds (Cooke et al., 

2001). Therefore, we judge complete invariance of factor loadings as a necessary 

condition for longitudinal analysis. Concerning the number of unequal 

thresholds which are tolerable, a minimum of two items for which all thresholds 

are invariant is suggested (Steinmetz et al., 2009).  

 Results 3.3

 Processing strategies 3.3.1

The baseline model of the Memorizing scale showed adequate fit (see Table 3.2), 

indicating that the Memorizing scale is unidimensional at each measurement 

wave. In testing the invariance of the factor loadings, a non-significant loss of fit 
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with respect to the unconstrained baseline model was obtained (Δχ²=2,277, 

Δdf=6, p=.89; ΔCFI=.008). The discrepancy between the invariant thresholds 

model and the invariant factor loadings model also satisfied the minimum 

criteria for invariance (Δχ²=13,378, Δdf=22, p=.92; ΔCFI=.003). Complete 

longitudinal measurement invariance can thus be assumed for the Memorizing 

scale. 

 

For the Analysing scale, the baseline model also shows adequate model fit and 

constraining the factor loadings does not alter the model fit significantly 

(Δχ²=4,115, Δdf=6, p=.66; ΔCFI=.008). However, the invariant thresholds 

hypothesis is rejected (Δχ²=40,574, Δdf=22, p<.001; ΔCFI=-.015). The second 

threshold (going from I sometimes do this to neutral) of the item “I study each 

course book chapter point by point and look into each piece separately” is less 

difficult at the third wave (Mod.Ind.=6.836, EPC=-.180). Relaxing the constraint 

on this threshold did not improve model fit sufficiently (Δχ²=32,320, Δdf=21, 

p=.054; ΔCFI=-.01). A re-examination of the Mod.Ind. pointed anew to the same 

item: the difficulty of answering I (almost) always do this is higher at the first wave 

(Mod.Ind.=5.732, EPC=.180). Allowing this threshold to be freely estimated 

provided a model that was statistically indistinguishable from the equal factor 

loadings model (Δχ²=25,599, Δdf=20, p=.17; ΔCFI=-.006). The results for the 

Analysing scale thus suggested factor loadings invariance and the equality of all 

but two thresholds pertaining to the same item. 

 

Concerning Critical processing, the baseline model suggests an adequate model 

fit. The hypothesis of invariant factor loadings was not rejected (Δχ²=9,278, 

Δdf=6, p=.16; ΔCFI=-.002) and constraining the thresholds did not decrease model 
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fit (Δχ²=22,637, Δdf=22, p=.42; ΔCFI=-.003). The results for the Relating and 

structuring scale paint a similar picture. Both the factor loadings and the 

thresholds can be presumed to be equal over time (respectively, Δχ²=8,912, Δdf=6, 

p=.18; ΔCFI=.002 and Δχ²=22,429, Δdf=22, p=.44; ΔCFI=-.003). Consequently, for 

the scales Critical processing and Relating and structuring, the results indicate 

complete longitudinal invariance of factor loadings and thresholds. 

 

 Regulation strategies 3.3.2

The fit of the baseline model of the External regulation strategy scale suggests 

that the unidimensionality of the scale holds over the three waves. Constraining 

factor loadings did not produce a significant worsening of fit (Δχ²=5,342, Δdf=8, 

p=.72; ΔCFI=.011), while the invariant thresholds model did (Δχ²=47,944, Δdf=28, 

p<.05; ΔCFI=-.016). The item “I study according to the instructions given in the 

course material” failed to reveal invariance at the second measurement wave for 

the fourth threshold (Mod.Ind.=10.008, EPC=-.536). It was less difficult to answer 

I (almost) always do this in the second year. Results for the External regulation 

scale thus suggest invariance over time of the factor loadings and all but one 

threshold.  
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Concerning the second scale, Self-regulation, the baseline model shows adequate 

fit and the hypothesis of factor loading invariance is not rejected (Δχ²=1,809, 

Δdf=6, p=.94; ΔCFI=.007). Constraining thresholds over time however, proves 

problematic for the item “I use other sources to complement study materials”. At 

both the second and the third wave, no students answered I (almost) always do 

this. At the first measurement wave, this answered is checked by less than 1% of 

the students. The invariant thresholds model (not estimating the two absent 

thresholds) fitted the data as well as the invariant factor loadings model 

(Δχ²=19,990, Δdf=20, p=.46; ΔCFI=.000), indicating that the measurement of Self-

regulation can be assumed equivalent over time. 

 

Lastly, for the Lack of regulation scale, the model fit for the baseline model 

suggests unidimensionality, and the discrepancy between the invariant factor 

loadings model and the baseline model satisfied the minimum criteria for 

invariance (Δχ²=2,685, Δdf=6, p=.85; ΔCFI=.014). Moreover, constraining the 

thresholds over time produces a non-significant loss of fit (Δχ²=26,346, Δdf=22, 

p=.24; ΔCFI=-.005). It is therefore concluded that the Lack of regulation scale 

measures equivalently over time.  

 Discussion 3.4

In the SAL field, a growing number of studies have examined whether and how 

learning strategies evolve over the course of higher education. To assess this, 

comparisons of manifest scale scores over time by means of t-tests and repeated 

measures ANOVA are used. An often overlooked assumption of these 

techniques is that the ruler needs to measure equivalently at each wave. Taking 

the case of the learning strategies scales, the current study therefore illustrates 
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the longitudinal measurement invariance testing procedure with ordinal Likert-

type data.  

 

The results confirm at least partial measurement invariance for the four 

processing and the three regulation scales of the ILS-SV. All factor loadings 

pertaining to the scales proved invariant over measurement waves as well as did 

at least all thresholds belonging to two items. This is a promising result since 

significance testing on found mean differences is only permitted if this minimal 

degree of partial invariance is confirmed (Steinmetz et al., 2009). However, which 

analytical technique is most adequate, depends on the degree of invariance of a 

scale.  

 

For five learning strategies scales complete measurement invariance was 

confirmed, ensuring a comparable definition of the latent construct over time. In 

this situation, traditional statistical comparison procedures such as t-tests or 

repeated measures ANOVA on manifest scale scores are non-problematic 

(Steinmetz et al., 2009; Vandenberg & Lance, 2000). For the External regulation 

and Analysing scale, respectively one and two thresholds failed to reveal 

equivalence over measurement moments. These variances can seriously hamper 

the comparison of manifest scale scores, since it is difficult to disentangle 

genuine changes in the underlying latent variable from nuisance due to shifts in 

the difficulty level (Steinmetz et al., 2009). Therefore, it is suggested that 

researchers refrain from traditional statistical procedures and explicitly model 

the small number of variations via a structural equation modelling procedure 

such as a multiple indicator latent growth model (Marsh & Grayson, 1994; 

Vandenberg & Lance, 2000).  
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 Limitations and future studies 3.4.1

Certain limitations of the current study suggest additional avenues for future 

research. Firstly, there are different techniques to assess measurement 

invariance. Here, the approach based upon confirmatory factor analysis was 

used, while Fidalgo and Scalon (2010), for example, relied upon a IRT-based 

differential item functioning technique. It would be interesting to assess the 

impact of these different techniques in longitudinal measurement invariance 

testing. Second, when equivalence of the measurement model is established, the 

structural invariance can be assessed. For example, the evolution of the 

correlation between scales can be substantively relevant (Chueng & Rensvold, 

2002). In the SAL field it is, for example, theoretically viable for scales to be 

differently related over time. Third, the results from this study cannot be 

generalized to other educational contexts, cultures, learning strategy 

questionnaires or samples. Comparable to reliability, longitudinal measurement 

invariance should be assessed anew in each specific sample (Guttmannova, 

Szanyi, & Cali, 2008).  

 

The limitations of the present study notwithstanding, the results provide 

apparent support for the need for longitudinal measurement equivalence testing. 

As was succinctly stated by Wu and colleagues (2010) “[…] establishing temporal 

measurement invariance is the prerequisite for analyzing change” (p. 126). We 

therefore hope to have provided a clear illustration of the longitudinal 

measurement invariance testing procedure in the case of ordinal data stemming 

from Likert-type questionnaires. 
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 Mplus syntaxes 3.5

 Baseline model  3.5.1

TITLE: factor 1 baseline  

DATA:  

    FILE IS C:\Desktop\factorone.txt;  

    NOBSERVATIONS = 245; 

VARIABLE:  

    NAMES ARE u11 u21 u31 u41  

                u12 u22 u32 u42  

                u13 u23 u33 u43;  

    CATEGORICAL ARE u11 u21 u31 u41  

                u12 u22 u32 u42  

                u13 u23 u33 u43; 

MODEL: f1 BY u11-u41;  

f2 BY u12-u42;  

f3 BY u13-u43;  

!correlated residual errors 

u11 with u12 u13; 

u12 with u13; 

u21 with u22 u23; 

u22 with u23; 

u31 with u32 u33; 

u32 with u33; 

u41 with u42 u43; 

u42 with u43; 

OUTPUT:  

STANDARDIZED TECH4;  

MODINDICES(0); 

SAVEDATA: FILE is factorone.dat;  

DIFFTEST IS deriv.dat; 

SAVE=fscores; 

 Invariant factor loadings model 3.5.2

ANALYSIS: DIFFTEST IS deriv.dat; 

MODEL: f1 BY u11  
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            u21-u41 (1-3); 

 f2 BY  u12  

 u22-u42 (1-3); 

 f3 BY u13  

 u23-u43 (1-3); 

. 

SAVEDATA: FILE is factorone.dat;  

. 

 Partial invariant factor loadings model 3.5.3

! at the third wave, the factor loading of the second item (u23) is not constrained 

equal to the !factor loadings at time one (u21) and two (u22) 

MODEL: f1 BY u11  

            u21-u41 (1-3); 

 f2 BY  u12  

 u22-u42 (1-3); 

 f3 BY u13  

 u23-u43 (2-3); 

 Invariant thresholds model 3.5.4

. 

MODEL: f1 BY u11  

            u21-u41 (1-3); 

 f2 BY  u12  

 u22-u42 (1-3); 

 f3 BY u13  

 u23-u43 (1-3); 

 [u11$1 u12$1 u13$1] (4); 

 [u11$2 u12$2 u13$2] (5); 

 [u11$3 u12$3 u13$3] (6); 

 [u11$4 u12$4 u13$4] (7); 

 [u21$1 u22$1 u23$1] (8); 

 [u21$2 u22$2 u23$2] (9); 

 [u21$3 u22$3 u23$3] (10); 

 [u21$4 u22$4 u23$4] (11); 

 [u31$1 u32$1 u33$1] (12); 
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 [u31$2 u32$2 u33$2] (13); 

 [u31$3 u32$3 u33$3] (14); 

 [u31$4 u32$4 u33$4] (15); 

 [u41$1 u42$1 u43$1] (16); 

 [u41$2 u42$2 u43$2] (17); 

 [u41$3 u42$3 u43$3] (18); 

 [u41$4 u42$4 u43$4] (19); 

{u11-u41@1 u12-u43}; 

[f1@0 f2 f3]; 

. 

 Partial thresholds invariance model  3.5.5

! the third threshold for the second item is estimated freely at the first wave 

(u21$3), while !constrained equal at the second and third wave (u22$3 u23$3) 

. 

[  u22$3 u23$3] (10); 

 



 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

4. The growth trend in learning strategies during 

higher education  

 

 

 

 

 

 

 

This chapter is based on Coertjens, L., Donche, V., De Maeyer, S., Vanthournout, 

G., & Van Petegem, P. (2013). Modeling change in learning strategies throughout 

higher education: A multi-indicator latent growth perspective. PLoS ONE, 8(7), 

e67854. doi: 10.1371/journal.pone.0067854 
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The change in learning strategies during higher education is an important topic of 

research in the Students’ Approaches to Learning field. Although the studies on this topic 

are increasingly longitudinal, analyses have continued to rely primarily on traditional 

statistical methods. The present research is innovative in the way it uses a multi-

indicator latent growth analysis in order to more accurately estimate the general and 

differential development in learning strategy scales. Moreover, the predictive strength of 

the latent growth models are estimated. The sample consists of one cohort of Flemish 

University College students, 245 of whom participated in the three measurement waves 

by filling out the processing and regulation strategies scales of the Inventory of Learning 

Styles – Short Versions. Independent-samples t-tests revealed that the longitudinal group 

is a non-random subset of students starting University College. For each scale, a multi-

indicator latent growth model is estimated using Mplus 6.1. Results suggest that, on 

average, during higher education, students persisting in their studies in a non-delayed 

manner seem to shift towards high-quality learning and away from undirected and 

surface-oriented learning. Moreover, students from the longitudinal group are found to 

vary in their initial levels, while, unexpectedly, not in their change over time. Although 

the growth models fit the data well, significant residual variances in the latent factors 

remain.   

 Introduction 4.1

How students go about their learning has been one of the core interests of 

educational researchers. This topic has been investigated with regard to many 

stages of formal education (Rozendaal, Minnaert, & Boekaerts, 2003; van Bragt, 

Bakx, Van der Sanden, & Croon, 2007), one important one being students in 
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higher education. This issue has been looked at from different angles, with the 

Students’ Approaches to Learning (SAL) being a particularly long-lived one 

(Richardson, 2011).  

 

The SAL field is comprised of different theories describing students’ varying 

preferences for learning strategies (Coffield et al., 2004). Of the questionnaires 

associated with the SAL theories, Richardson (2004) distinguishes the two most 

frequently used with campus-based students. Firstly, Biggs and colleagues’ 

Study Process Questionnaire (SPQ, Biggs et al., 2001) discerns two main ways to 

go about learning. The deep approach can be conceptualised as a combination of 

aiming for understanding and using strategies to create meaning; for example 

relating aspects of the content with one another. The surface approach can be 

understood as using memorizing techniques (learning by heart) with the aim of 

passing the course or task. Initially, a third approach was discerned, labelled 

achieving or strategic approach and capturing students’ strategies to maximise 

their grades. This factor was however found to load on the deep approach or, 

sometimes, on the surface approach (Biggs et al., 2001; Kember & Leung, 1998). 

Therefore, in a revised version of the SPQ, only the first two approaches were 

withheld (Biggs et al., 2001). Secondly, Entwistle and colleagues (Entwistle & 

Ramsden, 1983) developed the Approaches to Study Inventory (ASI) containing 

three orientations to learning. The meaning orientation and reproducing 

orientation can be conceptually linked to the deep and surface approach, 

respectively. The achieving orientation can be thought of in line with the 

achieving or strategic approach.  
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To these two questionnaires, Fox et al. (2010) and Vanthournout et al. (2011) add 

the Vermunt’s Inventory of Learning Styles (ILS) Questionnaire, which maps 

four elements: (1) processing strategies; (2) regulation strategies; (3) conceptions 

of learning and; (4) learning orientations (Vermunt & Vermetten, 2004). The first 

two elements --processing strategies and regulation strategies-- are sometimes 

subsumed under the concept of learning strategies. These learning strategies can 

be related to the learning approaches or orientations described above. Processing 

strategies refer to those cognitive strategies that students apply whilst studying. 

In the ILS, two cognitive processing strategies map deep processing: critical 

processing and relating and structuring. Stepwise or surface processing is 

captured by the memorizing and analysing scale. Regulation strategies are those 

meta-cognitive activities students use to direct their learning process, such as 

planning or testing oneself. The ILS incorporates three such strategies. The self-

regulation scale refers to directing the learning process oneself. External 

regulation captures the degree to which students seek guidance by the teacher or 

by the learning material. The lack of regulation scale expresses whether students 

are undirected in their learning, i.e. they do not steer themselves nor follow their 

teachers’ guidance.  

 

The different theories on learning strategies assume linkage with academic 

performance. Concerning the SPQ, deep and surface processing strategies are 

expected to lead to higher or lower achievement, respectively (Marton & Säljö, 

1976). A recent review study  confirmed this: the correlation between grade point 

average (GPA) and deep and surface approaches is small positive and small 

negative, respectively (Richardson, Abraham, & Bond, 2012). Using the ASI or an 

adaptation of it (Revised ASI, RASI, or Approaches to Study Skills Inventory for 
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Students, ASSIST), a number of studies found small positive correlations 

between meaning orientation and grade (Diseth, 2007; Sadler-Smith, 1996; 

Sadler-Smith & Tsang, 1998), though the study by Provost and Bond (1997) did 

not detect an association. The reproducing orientation was in most studies found 

to have a small negative association with achievement (Diseth, 2007; Provost & 

Bond, 1997; Sadler-Smith & Tsang, 1998).  

 

Regarding the ILS, empirical research shows positive and weak-to-moderate 

correlations between deep processing and academic achievement (Boyle et al., 

2003; Donche & Van Petegem, 2011; Vanthournout et al., 2012; Vermunt, 2005). 

For surface processing, the memorizing strategy is unrelated to performance 

whilst the evidence for the analysing strategy is mixed between a positive 

association (Boyle et al., 2003; Donche & Van Petegem, 2011) and absence of a 

correlation (Vanthournout et al., 2012; Vermunt, 2005). For the regulation 

strategies, the evidence on self-regulation and external relation is unequivocal 

whilst the unregulated learning strategy is repeatedly found to be related to 

lower academic achievement (Donche & Van Petegem, 2011; Vanthournout et al., 

2012; Vermunt, 2005). 

 

Though learning strategies are clearly not the sole predictor of academic 

achievement in general, for the three learning strategy questionnaires (SPQ, ASI 

and ILS), deep- or meaning-oriented learning has a small positive correlation 

with academic achievement. For surface/reproducing learning, in most studies, a 

small negative association with academic achievement is found. Last, 

unregulated learning is associated with lower academic performance. 
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The association between learning strategies and learning outcomes is not only 

important during higher education but also afterwards, for example in the 

working context. It is presumed that deep learning during higher education is 

linked to being a reflective and adaptive practitioner, who participates in lifelong 

learning (Kyndt, Dochy, Cascallar, & Struyven, 2011; Reid et al., 2005). Though 

more research is clearly needed to test this presumption, Hoeksema and 

colleagues (1997) detected that deep learning correlates with career success 

whilst surface learning was found to hamper it. Self-directed learning was also 

found to be positively associated with the amount of work-related learning 

(Gijbels, Raemdonck, & Vervecken, 2010).  

 

Next to literature on the link between learning strategies, achievement and 

lifelong learning, numerous studies in the SAL field debate whether learning 

strategies should be conceptualised as a trait or a state (Richardson, 2011; 

Vermetten, Lodewijks, & Vermunt, 1999a). Though some view them to be fixed 

personality-like characteristics (Messick, 1996), there is a body of literature on the 

influence of person-related factors, such as age and motivation (for a review, see 

Baeten et al., 2010), supporting the view of learning strategies as a state. Next to 

this, the influence of contextual factors - for example, elements in the learning 

environment such as teachers’ approaches on students’ learning strategies or 

assessment - has been described (Baeten et al., 2010; Entwistle et al., 2003; 

Trigwell, Prosser, & Waterhouse, 1999). Moreover, a number of studies have 

detected change in learning strategies over time (Phan, 2011; Reid et al., 2005; 

Vanthournout, 2011).  
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 Change in learning strategies 4.1.1

Change in learning strategies over time has been on the one hand assessed using 

cross-sectional designs. Relying on the SPQ, both Gow & Kember (1990) and 

Biggs (1987) found that students in higher years at university scored lower on 

both the deep and achieving approach. No significant differences between the 

different years was noted for the surface approach. Using the RASI, Richardson 

(2006) detected lower levels for the deep approach in higher years, while they 

were higher for the surface approach. There was no significant difference 

between the years concerning the strategic approach.  

 

It can be argued that found effects in cross-sectional designs could alternatively 

be explained by varying group composition between the years. Therefore, 

researchers have assessed changes in learning strategies by using repeated 

measurements of for example the SPQ, ASI or ILS with the same students (Reid 

et al., 2005; Van der Veken et al., 2009; Zeegers, 2001). Historically, this research 

has relied on pre-test post-test designs over a short interval of time (Dart & 

Clarke, 1991; Fox et al., 2010; Vermetten et al., 1999b; Volet, Renshaw, & Tietzel, 

1994; Watkins & Hattie, 1985). Recently, more than two measurement waves 

have been taken into account and longer time intervals have been allowed for 

(Gordon & Debus, 2002; Zeegers, 2001), which comply with the criteria for 

longitudinal research as put forward by Singer and Willet (2003). For each of the 

three theoretical frameworks, we will briefly discuss the findings of these 

longitudinal studies.  
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Relying on Biggs and colleagues’ framework, Phan (2011), Gordon and Debus 

(2002) and Jackling (2005) noted an increase in deep processing over time. On the 

other hand, Zeegers (2001) concluded that it remained constant. These results 

clearly contradict the findings in the cross-sectional studies mentioned earlier, in 

which the deep approach was found to be lower for students in later years of 

higher education. Concerning surface processing, Gordon and Debus (2002) 

detected a decreasing reliance, while Jackling (2005) and Zeegers (2001) found a 

constant trend. The change in the achieving approach was only investigated by 

Gordon and Debus (2002), who concluded that it remained constant over time. 

Using the ASSIST (Tait et al., 1998), Reid and colleagues (2005) noted a decrease 

in both the deep and the strategic approach over the first year of medical 

training, while the surface approach did not alter. Over the second year, the 

surface and deep approach remained stable, while the strategic approach 

continued to decrease.  

 

Five longitudinal studies use the Vermunt framework and the ILS to map 

changes throughout higher education (Busato et al., 1998; Donche et al., 2010; 

Severiens et al., 2001; Van der Veken et al., 2009; Vanthournout, 2011). 

Concerning meaning-oriented learning (Busato et al., 1998) or deep processing 

strategies (Donche et al., 2010; Severiens et al., 2001; Van der Veken et al., 2009) 

an increase was found. However, Vanthournout (2011) concluded that only the 

relating and structuring scale increases, while the degree of critical processing 

remains constant. Stepwise processing and its subscale analysing was found to 

remain constant over time (Busato et al., 1998; Donche et al., 2010; Severiens et 

al., 2001; Vanthournout, 2011), while the degree of memorizing decreased over 

time (Donche et al., 2010) or showed a quadratic trend with a rise after an initial 
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decrease (Vanthournout, 2011). Concerning the regulation strategies, self-

regulation was found to increase (Donche et al., 2010; Severiens et al., 2001; 

Vanthournout, 2011), or to remain constant (Van der Veken et al., 2009). External 

regulation, on the other hand, decreased (Donche et al., 2010; Severiens et al., 

2001; Vanthournout, 2011). Lastly, undirected learning was found to remain 

constant (Busato et al., 1998; Severiens et al., 2001; Van der Veken et al., 2009) or 

decrease over time (Donche et al., 2010; Vanthournout, 2011).  

 Restraints of the statistical techniques used to assess change in learning strategies  4.1.2

An examination of how longitudinal studies within the SAL field are undertaken 

statistically reveals a strong reliance on comparisons of manifest scale scores over 

time. Per student, the scores on the items for each scale are averaged at each 

wave. Subsequently, repeated measures (M)ANOVA are relied upon to compare 

the mean factor scores over time (Jackling, 2005; Van der Veken et al., 2009). This 

type of analysis discerns whether students, on average, increase or decrease in 

terms of a particular learning strategy scale.  

 

When average growth is estimated by comparing manifest scale scores over time, 

two important elements are overlooked. First, it remains veiled whether students 

follow a comparable growth trajectory or whether they differ in their growth 

over time. Studies on this differential change in learning strategies are explicitly 

called for in literature (Nienemin et al., 2004). However, evidence concerning the 

differential growth in learning strategies during higher education is scarce. At 

present, only two studies have looked at this in an in-depth fashion (Phan, 2011; 

Vanthournout, 2011). 
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Second, all studies on the changes in learning strategies over time have relied 

upon manifest scale scores to draw conclusions with regard to latent factors (e.g. 

deep learning decreases during higher education). Hereby, a number of 

measurement issues are overlooked. By using manifest scale scores, the 

measurement error associated with learning strategy items, the ordinal nature of 

Likert scale items and the assumption of measurement invariance are ignored. In 

what follows, we will first detail the prior findings concerning differential 

growth. Next, the limitations of manifest scale scores are discussed.  

 Differential change in learning strategies 4.1.3

A number of studies have investigated the influence of initial learning strategies 

over a short period of time (Baeten et al., 2010). At the course-level, Wilson and 

Fowler (Wilson & Fowler, 2005) detected that students scoring high on the deep 

approach did not vary in their reliance on this strategy between a conventional 

and action learning course. One the other hand, students judged ‘typically 

surface’ reported greater use of deep learning strategies in the action learning 

course. Studies by Gijbels and colleagues (2009) and Vanthournout (2011) 

confirm that initial learning strategies influence the change in these strategies 

during a course.  

 

Four studies have looked at the differential evolution in learning strategies over 

longer periods of time (Donche et al., 2010; Nienemin et al., 2004; Phan, 2011; 

Vanthournout, 2011). Two studies performed preliminary analysis on subgroups 

of students. Donche et al. (2010) examined whether students’ changes in learning 

strategy scales during their time in higher education was dependent on the 

learning profile upon entry into higher education. Relying on cluster analysis 
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and subsequently paired-samples t-tests per cluster, the authors concluded that 

there is some evidence that subgroups of students develop in different ways. 

Nienemin and colleagues (2004) detected small differences in the development of 

learning strategies among students scoring below average, compared to their 

peers scoring above average.  

 

The two other studies have used more advanced analysis to model differential 

evolution explicitly. Relying on a multilevel model, Vanthournout (2011) found a 

differential evolution in change over time for the critical processing, self-

regulation, analysing and external regulation scales. For the last two scales, this 

correlated negatively with students’ initial level: students scoring higher at the 

start of higher education tended to decrease their reliance, while those scoring 

lower initially tended to increase it. Using a latent growth model, Phan (2011) 

concluded upon a comparable differential growth in deep processing: students 

scoring lower on deep processing at the start of their undergraduate program 

were found to increase their reliance more rapidly.  

 Limitations of manifest scale scores 4.1.4

Up to present, all studies on the change in learning strategies over time have 

used manifest scale scores. These manifest scale scores ignore however three 

measurement issues: measurement error, the ordinal nature of Likert scale items 

and measurement invariance over time. By relying on multi-indicator latent 

growth (MILG) analysis, average as well as differential growth can be estimated 

while taking each of these measurement issues adequately into account.  
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First, as confirmatory factor analyses on learning strategy questionnaires 

confirm, items do not perfectly measure a certain concept, but have 

measurement error (Boyle et al., 2003). Such measurement error can be explicitly 

modelled in MILG analysis (Byrne, 2010), thereby estimating a latent mean per 

measurement wave, which can be subsequently compared over time (Metha et 

al., 2004; Wu et al., 2010).  

 

Second, the three measurement instruments described (SPQ, ASI & ILS) use 

Likert scales. By averaging the scores on the items for one learning strategy scale 

and applying a repeated-measures (M)ANOVA, it is implicitly assumed that the 

manifest scale scores are continuous. Yet, whether this assumption holds true, is 

debatable for Likert scales (Metha et al., 2004; Muthén & Muthén, 2010). In MILG 

analysis, the ordinal nature of these scales can again be explicitly accounted for, 

allowing us to ‘… make inferences about change on an interval metric when all 

we have are data on ordinal metric’ (Metha et al., 2004, p. 304).  

 

Third, the comparison of learning strategy factor scores over time is based upon 

the assumption of measurement invariance (Marsh & Grayson, 1994; Muthén & 

Muthén, 2009b). What the learning strategy questionnaire actually measures 

needs to be equivalent at each wave to allow for comparisons over time (Stoel et 

al., 2006). This assumption applies to (M)ANOVA’s, multilevel models and 

MILG analysis alike. (M)ANOVA’s and multilevel models do not provide the 

opportunity to falsify this assumption, given that they rely on the manifest scale 

scores. MILG analysis on the other hand models growth in the latent scale scores. 

Together with the growth trend, the factor structure (factor loadings and item 
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difficulty) is thus estimated. This allows verification of whether factor loadings 

and item difficulty remains constant over time (i.e. measurement invariance).  

 

Furthermore, MILG analysis allows for testing how good a growth trajectory 

predicts the true, latent change in a learning strategy scale. Not only fit indices, 

but also R² parameters, indicate the predictive power of the growth trajectory 

(Voelkle et al., 2006). Moreover, residual variances suggest whether additional 

predictors are needed to adequately estimate the change in learning strategy 

scales over time.  

 The current research  4.1.5

The current research further analyses the data of the Donche et al. (2010) study, 

in which repeated measures ANOVA were used. By accounting for measurement 

error, measurement variance and the ordinal nature of the data, we aim to 

answer the following research questions (RQ): how do student’s processing and 

regulation strategies develop on average? (RQ1), is there differential growth in 

learning strategies? (RQ2) and, how much variance in the latent factors is 

explained by the growth factors? (RQ3) 

 Materials and Method 4.2

 Ethics Statement  4.2.1

For research in higher education, ethics approval and written consent is not 

required by Belgian law. The Law on Experiments on Humans (7th May 2004) 

obliges ethics approval and consent for an experiment, whereby ‘experiment’ is 

defined as “each study or research in which human persons are involved with 
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the goal of developing appropriate knowledge for the performance of health 

professions” (“elke op de menselijke persoon uitgevoerde proef, studie of 

onderzoek, met het oog op de ontwikkeling van de kennis eigen aan de 

uitoefening van de gezondheidszorgberoepen”, 2004050732/N, Article 2, 

paragraph 11). The current research is not related to the performance of health 

professions and is therefore implicitly exempt from ethics approval and written 

consent. We underline that participation was at each wave on a voluntary basis 

and that the students, who were all adults, could stop their participation at any 

moment. There was no penalty for students who chose not to participate, nor 

were they rewarded for participation with, for example, student counselling 

regarding learning strategies. Confidentiality of the results was guaranteed by 

the research team. 

 Measurement 4.2.2

Learning strategies are investigated by focusing on two malleable components of 

the learning patterns of the Vermunt framework: cognitive processing and 

regulation activities (Vermunt, 1998). The scales used in this study stem from the 

‘Inventory of Learning Styles – Short Version’ (ILS-SV), which has been validated 

for first-year Flemish University College students (Donche & Van Petegem, 

2008). Processing strategies can be viewed as the cognitive activities a student 

applies whilst studying. In the ILS-SV, four scales for cognitive processing 

strategies are distinguished: memorizing, analysing, critical processing and 

relating and structuring. The first two are related to stepwise processing while 

the last two map deep processing. Regulation strategies are metacognitive 

activities that students undertake. To map regulation strategies, the ILS-SV 

discerns three scales: external regulation, self-regulation and lack of regulation.  
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For all seven scales, the items are scored ranging from (1) ‘I never or hardly ever 

do this’ to (5) ‘I (almost) always do this’. For each scale, Table 4.1 provides the 

number of items, an example item (translated from Dutch) and the estimate of 

reliability. Due to the sensitivity of Cronbach alpha to the number of items 

(Cortina, 1993; Palant, 2007), the mean inter-item correlation is a more 

appropriate measure of reliability for scales with few items (Briggs & Cheek, 

1986). At each wave, all scales – each containing either 4 or 5 items – fall within 

the .2 to .5 range for good reliability (see Table 4.1).  

 Design, respondents and data availability 4.2.3

The research took place in a Flemish University College in which one cohort of 

students was followed. In March of the first academic year (from September to 

Table 4.1: Learning strategy scales of the ILS-SV questionnaire, number of items, item 

examples (translated from Dutch) and range of scale reliability 

Scales Items Item example Mean inter-

item 

correlation 

Processing strategies   

Stepwise/surface   

Memorizing 4 I learn definitions by heart and as literally 

as possible. 

.34-.39 

Analysing 4 I study each course book chapter point by 

point and look into each piece separately.  

.33-.36 

Deep    

Critical 

processing 

4 I try to understand the interpretations of 

experts in a critical way. 

.32-.39 

Relating and 

structuring 

4 I compare conclusions from different 

teaching modules with each other. 

.35-.46 

Regulation strategies  

External 

regulation 

5 I study according to the instructions given 

in the course material. 

.20-.27 

Self-regulation 4 I use other sources to complement study 

materials. 

.28-.35 

Lack of 

regulation 

4 I confirm that I find it difficult to establish 

whether or not I have sufficiently 

mastered the course material. 

.31-.38 
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June), all first-year students participated in the research during scheduled lecture 

slots. The same cohort was questioned again in May of the second and the third 

year. Each wave provided adequate response rates, as shown in Table 4.2. Of this 

cohort, 254 students participated in the three waves of data collection. 245 of 

those provided complete data on all ILS-SV items at each of the three waves. 

They constitute the longitudinal group for which growth is assessed in this 

study. The data are freely available upon request.  

 

As is common in longitudinal studies, not all students participated in the three 

waves of data collection. Firstly, some students stopped their studies or did not 

pass the exams, which is quite common in the first year of University College in 

Flanders (e.g. of the cohort under study, only 51.7% of the first year students 

were enrolled in the second year). For the first wave, independent-samples t-tests 

undertaken on the seven learning strategy scales (see Table 4.1), indicated that 

students from the longitudinal group (N=245) scored significantly higher on the 

analysing scale, but scored lower on the lack of regulation scale than their peers 

who participated in the first wave, but did not participate on all three occasions 

(N=802; t(1045)=-3.217, p<.01, Cohen’s d=.23 and t(1045)=5.55, p<.001, Cohen’s 

d=.40 respectively). For the second wave, comparable significant differences in 

Table 4.2: Response rate per measurement wave 

 Wave 1 Wave 2 Wave 3 

Number of registered students  1412 731 561 

Number of respondents 1047 515 392 

Response rate (%) 74.1 70.4 65.8 

Number of respondents with complete data 1037 507 363 

Participants with complete data at each 

wave (longitudinal group) 

245 245 245 
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the same two scales were noted (N=270, t(513)=-2.7, p<.01, Cohen’s d=.24 and 

t(510.39)=5.25, p<.001, Cohen’s d=.46 respectively). Although all effects are small 

(Cohen, 1988), the results suggest that students who persist in their studies 

through the third year do not constitute a random subset of students entering 

University College. This is in line with findings on the link between learning 

strategies and academic achievement (see Introduction). Therefore, for the 

analysing and lack of regulation scale, findings on the longitudinal group can 

only be generalised to the sub-population of students persisting in University 

College.  

 

Secondly, some students persisted in their studies, but not in the research. 

Comparing students of the longitudinal group (N=245) to their peers answering 

at the third wave but not participating three times (N=124), reveals that the 

former score higher on the self-regulation strategy scale, though the effect is also 

small (t(367)=-2.057, p<.05, Cohen’s d=.23). This result warrants caution in 

generalizing the findings for this scale to the subgroup of students persisting in 

University College.  

 

 MILG model7 4.2.4

To assess change in a learning strategy scale, we opted for a MILG model 

(Muthén & Muthén, 2010). Figure 4.1 exemplifies such a model, which consists of 

two levels.   

                                              

7 In chapter 2, a MILG was used as well (see 2.2.3). The difference is that here, longitudinal measurement invariance 

was tested for (see chapter 3), while this was not the case in chapter 2. For this reason, in Figure 4.1, the constraints on 

the factor loadings (λ’s) and on the item difficulty level (thresholds, τ’s) are included.  
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The first level accounts for the common variation in the multiple indicators. A 

factor (e.g. the latent concept memorizing) is measured at three moments, using 

the same four items each time (Y1-Y4). An individual’s score on an item at a 

certain point in time (Yijt e.g. Yi31 represents the score for individual i on the third 

item at the first wave) is predicted by a latent factor (e.g. FT1). The second-order 

factors - intercept and slope - serve to explain the mean and covariance structure 

of these latent factors (Severiens et al., 2001). The intercept parameter signifies 

the average initial value for the scale (in our case: the value in March of the first 

year of University College), while the slope parameter estimates whether, on 

average, there is a significant increase or decrease in the scale scores per unit of 

time (in this case, 12 months). For more technical detail on latent growth 

modelling, we refer to Duncan et al. (2006) and Voelkle et al. (2006). Since the 

Figure 4.1: MILG model 
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data consist of three waves, constant and linear models can be identified (Metha 

et al., 2004; Muthén & Muthén, 2010; Wu et al., 2010). Due to data gathering at 

unequal time intervals (14 months between wave 1 and 2 and 12 months between 

wave 2 and 3), the values of the factor loadings for the slope have been adjusted 

to 0, 1.16 (being 14/12th) and 2.16, respectively (Byrne, 2010; Muthén & Muthén, 

2010).  

 

Besides the estimates for average growth (intercept and slope), the latent growth 

analysis also details the differences between students (Duncan et al., 2006). A 

significant intercept variance indicates that students differ in their initial values 

on the scale, while slope variance suggests that students vary in their growth 

trajectory. If both variances prove significant, the covariance is informative as 

well (Byrne, 2010).  

 

Next to this, the output of the MILG model details the explained variance in the 

latent factors. The R² is provided per latent factor, indicating which percentage of 

the variance in this latent factor is explained by the combination of the intercept 

and slope. Next to this, the MILG model output provides, for each latent factor, 

an estimate of the residual variance, indicating how much variance in this latent 

factor is left unexplained (Muthén & Muthén, 2010).  

 

As mentioned above, making inferences about change in a learning strategy scale 

based upon repeated measurement, hinges upon the assumption of 

measurement invariance (Van der Veken et al., 2009; Volet et al., 1994; Zeegers, 

2001). Longitudinal measurement invariance indicates that the definition of the 

latent construct is comparable over time (Stoel et al., 2006). In Figure 4.1, the two 
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elements of this measurement invariance are depicted. Factor loadings are 

constrained equal over time (e.g. λ2), indicating that one increase in a factor (F) 

represents the same increase in Y at different waves (Byrne, 2010). Next to this, 

the thresholds are presumed equal as well. With five-point Likert scales, there 

are four thresholds per item (τ1-4, see Figure 4.1). Threshold invariance implies 

that the percentage of students’ choosing a Likert point should be comparable 

across waves (Metha et al., 2004).  

 

Prior research has investigated this issue of longitudinal measurement invariance 

for the longitudinal sample under consideration (Coertjens et al., 2012). Results 

confirmed complete longitudinal measurement invariance for five learning 

strategy scales (memorizing, critical processing, relating and structuring, self-

regulation and lack of regulation). With regard to the external regulation and the 

analysing scale, one and two thresholds, respectively, failed to reveal 

equivalence over measurement moments. These small measurement 

inequivalences are modelled in the partial measurement invariance models and 

taken into account when modelling growth for the external regulation and 

analysing scale. 

 

MILG analyses were performed using Mplus 6.1. Due to the data’s ordinal 

nature, the use of the conventional maximum likelihood (ML) estimation 

procedure could not be justified (Metha et al., 2004). The distribution free 

estimation procedure weighted least squares means-variance (WLSMV) was, 

therefore, employed (Fleming et al., 2008; Muthén & Muthén, 2010). Due to this 

WLSMV, the change in Chi² and degrees of freedom cannot be calculated in a 

straightforward fashion. “The difference in chi-square values for two nested 
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models using the […] WLSMV chi-square values is not distributed as chi-square” 

(Muthén & Muthén, 2009b, p. 501). Therefore, a scaling correction (DIFFTEST 

function) is relied upon (Asparouhov & Muthén, 2006), of which only the p-

value should be interpreted.  

 

Though more simulation studies are required to establish the sample size 

requirements in the case of MILG models with ordinal data, research suggests 

the requirements do not differ compared to ML estimation. Moreover, the 

WLSMV was found to perform well with small samples, at least as well as the 

ML (Beauducel & Herzberg, 2006). Sample sizes of 200 or greater resulted in 

accurate estimates (Flora & Curran, 2004) on the condition that variables were 

not too skewed (Muthén, du Toit, & Spisic, 1997). The skewness of the ILS-SV 

items in this sample ranged between 0.012 and 1.134, and, following DiStefano 

and Hess (2005), indicated no reason for concern. Therefore, the sample of 245 

students is adequate to estimate the MILG model.  

 

In assessing the fit of each latent growth model, a series of fit indices was relied 

upon. However, as investigated by De Roche (2009), the cut-off values of these 

indices are not independent of the number of waves and respondents. In the case 

of three time points and 250 respondents, De Roche (2009) suggests examining 

the Chi², CFI, NNFI/TLI and RMSEA. However, the performance of the first may 

diminish with non-continuous data. Therefore, the CFI, NNFI/TLI and RMSEA 

are considered key. The first two proved robust in terms of sample size and 

number of waves, allowing the cut-off of .95 to be maintained. With regard to the 

latter, an adjusted cut-off of .08 is suggested (De Roche, 2009). Furthermore, we 

followed Wu et al.’s (2010) suggestion and examined the change in the CFI and 
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RMSEA. If, from the (complete or partial) measurement invariance model to the 

linear growth model, the CFI or the RMSEA deteriorates, this suggests that 

adding the growth factors did not help explain the patterns observed in the data 

(Wu et al., 2010).  

 Results 4.3

For each learning strategy scale, the fit of the MILG model is provided in Table 

4.3. Table 4.4 shows the explained and residual variance at each wave for the 

seven scales whilst Table 4.5 presents the parameter estimates. The average 

growth trend for each scale is also displayed in Figure 4.2.  

 Processing strategies 4.3.1

For the memorizing scale, results indicate good fit for the linear growth model 

(Table 4.3). Moreover, compared to the invariant measurement model, fit did not 

deteriorate. At the different time points, the linear growth model succeeded in 

explaining between 65% and 68% of the variance in the latent factor. 

Nevertheless, as shown in Table 4.4, residual variance ranging between 18% and 

20% remained at the three waves.  
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Figure 4.2: Average growth trajectories for the processing and regulation 

strategies 
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The parameter estimates of the growth model are given in Table 4.5. For 

memorizing, a linearly decreasing reliance on the strategy during time in higher 

education is noted (Est. slope=-.087, se=.027, p<.01). This trend is depicted in 

Figure 4.2. The variance for the intercept proved significant (Est VAR 

intercept=.381, se=.097, p<.001, see Table 4.5), meaning that there are significant 

differences in students’ initial levels of memorizing. Figure 4.3 shows the average 

growth trajectory as well as the predicted individual growth trajectory for a 

random subset of 20 students. It shows that there are differences at the start of 

higher education and that the general trajectory is not neatly followed by all 

students. The null hypothesis for the slope variance was, however, not rejected 

(Est VAR slope=.010, se=.037, p>.05). 

Figure 4.3: Average and predicted individual growth trajectories for the 

memorizing scale 
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As far as the analysing scale is concerned, indices suggested good model fit and 

remained at the same level compared to the partial invariant measurement 

model (see Table 4.3). The portion of the variance explained by the growth 

parameters increased from 62% to 85% over the waves, leaving significant 

residual variances only at the first two waves (see Table 4.4). As Figure 4.2 

shows, the degree of analysing remains constant over time. Figure 4.4 shows for 

a random subset of 20 students the predicted individual growth trajectory in 

analysing next to average growth trajectory. The variance parameter for the slope 

did not prove significant, while students are estimated to vary in their initial 

level of analysing (see Table 4.5).  

 

Figure 4.4: Average and predicted individual growth trajectories for the 

analysing scale 
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For the first of the deep processing scales, critical processing, results indicated a 

negative but non-significant variance for the slope (Est. slope=-.030, se=.027, 

p>.05). Following the suggestion by Muthén (2007), the variance for the slope was 

constrained to zero. Subsequently, the model showed good fit, also compared to 

the invariant measurement model (see Table 4.3). Parameter estimates suggest a 

linear increase in critical processing over time (see Figure 4.2). Concerning the 

differential growth, there was again significant intercept variance (see Table 4.5). 

 

The results for the relating and structuring scale indicated a correlation between 

the intercept and the slope larger than one. To resolve this, the non-significant 

variance for the slope was constrained to zero. Successively, good model fit was 

found and the indices remained close to the level of the previous model (see 

Table 4.3). While significant residual variances were noted for the three latent 

factors, the model explains between 67% and 71% of the variance in latent factors 

scores (see Table 4.4). At the start of the study, students varied significantly in 

the degree to which they used relating and structuring. An increase in relating 

and structuring over time is noted as well (see Table 4.5 and Figure 4.2).  

 Regulation strategies  4.3.2

For the external regulation scale, the latent variable covariance matrix was not 

positive definite either, due to a negative, though non-significant, slope variance 

(Est. VAR slope=-.031, se=.028, p>.05). After putting this variance to zero, the fit of 

the latent growth model was adequate, and comparable to the partial invariant 

measurement model (see Table 4.3). The linear growth model explains between 

59% and 63% of the variance in latent factor scores over time. Nevertheless, there 

is significant residual variance at each wave (see Table 4.4). Students are found to 
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vary in their initial level of external regulation, and are noted to decrease their 

reliance on this regulation strategy over the course of their time in higher 

education (see Table 4.5 and Figure 4.2).  

 

As far as the self-regulation scale is concerned, excellent fit was shown by the 

indices (see Table 4.3). Over the three waves, the R² improved from 50% to 93% 

(see Table 4.4). As shown in Figure 4.2, self-regulation increases over the course 

of this study. For 20 students, the individual predicted growth trajectory is 

shown in Figure 4.5. Examining the estimates for the variance parameters (see 

Table 4.5), a difference in students’ initial levels of self-regulation is noted, while 

the general increasing trend can be assumed to be valid for all students.  

 

Lastly, the lack of regulation scale again showed a negative, though not 

significant, estimate for the slope variance (Est. VAR slope=-.012, se=.018, p>.05). 

Figure 4.5: Average and predicted individual growth trajectories for the self-

regulation scale 
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Constraining this variance to zero provided a good model fit, which was better 

compared to the fit for the invariant measurement model. Results suggest that 

students vary significantly in their initial score on this scale and decrease their 

lack of regulation during higher education (see Table 4.5 and Figure 4.2). The 

explained variance per latent factor ranges from 67% to 91%, leaving a significant 

residual variance of 10% at the first and at the third wave (see Table 4.4).  

 Discussion 4.4

Research on student learning has increasingly focussed on investigating the 

change in learning strategies during time spent in higher education. However, 

this domain relies predominantly on traditional statistical techniques, such as 

repeated measures ANOVA. The present research is innovative in the way that it 

investigates the average and differential growth trajectory in a more accurate and 

thorough fashion, through the use of MILG analysis. 

 

The results regarding the average growth trajectories in processing and 

regulation strategies (RQ1) are in line with Donche et al.’s (2010) findings. Using 

the MILG model, results indicate that critical processing, relating and 

structuring, as well as self-regulation, increased over time. Memorizing, external 

regulation, and lack of regulation were found to decrease whilst the degree of 

analysing remained constant. However, for both the analysing and lack of 

regulation scales, the students persisting in their studies in a non-delayed 

manner form a biased follow-up sample. Therefore, the findings for these scales 

can only be generalized to the subgroup of students persisting in University 

College. For the self-regulation scale, significant differences were found between 

students participating in the third wave and those belonging to the longitudinal 
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group. Taking this attrition into account, students following a non-delayed 

educational career in University College generally do seem to develop in the 

direction of more deep learning, moving away from surface-oriented and 

unregulated learning. Students persisting in the research as well seem to increase 

their self-regulation over time. 

 

This finding of change in learning strategies over time adds to the trait-state 

debate. When taking measurement error, the ordinal nature of the Likert scale 

data and the partial measurement invariance adequately into account, results 

indicate variability in students’ learning strategies over time. Thus, in line with 

prior longitudinal research (Busato et al., 1998; Gordon & Debus, 2002; Phan, 

2011; Reid et al., 2005; Severiens et al., 2001; Vanthournout, 2011), the proposition 

of learning strategies as stable characteristics over time is refuted (Vermunt et al., 

2014), even within an educational context that is relatively stable (i.e. the same 

University College).  

 

Findings on differential growth (RQ2) indicate significant intercept variance for 

all scales, which is in line with prior research (Phan, 2011; Vanthournout, 2011). 

This finding suggests that in the longitudinal sample consisting of students 

persisting in their studies in a non-delayed manner and providing complete data 

at each wave (N=245), students vary in their initial degree of processing and 

regulation.  

 

Next, the results suggest an absence of significant variability in slopes for all 

scales, contradicting prior preliminary analysis of the data, which relied upon 

discerning subgroups (Donche et al., 2010). The results are also at odds with 
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studies in which advanced statistical analysis was used (Phan, 2011; 

Vanthournout, 2011). A first explanation could be a lack of statistical power 

required to reject the null hypothesis. Perhaps, there is differential growth, but 

given the sample size (N=245) significance could not be reached. A second 

explanation could be the selectivity of the longitudinal sample. Contrary to 

Vanthournout (2011) but in line with Phan (2011), only students providing 

complete data at each wave were retained in the present research. This choice 

stems from a limitation of MILG analysis, which does not allow for missing data 

at the item level.  

 

To gauge the effect of attrition on the conclusions, the data were analysed in an 

alternative way. In contrast to the MILG analysis as presented, all students who 

participated at least once (N=1182) were included by relying on manifest scale 

scores and by modeling growth using a ML procedure. Results revealed that for 

four scales the conclusion of absence of slope variance remained (memorizing, 

relating and structuring, analysing and lack of regulation). For the critical 

processing scale and the external regulation scale, the slope variance was 

constrained to zero. For the self-regulation scale, however, the slope variance did 

just reach significance (Est. VAR slope=.047, se=.023, p<.05; Est. covariance=-.012, 

se=.030, p>.05). Thus, only for the self-regulation scale conclusions differed when 

considering attrition. Though not in line with prior findings (Phan, 2011; 

Vanthournout, 2011), for all other scales the evolution over time in learning 

strategies appears genuinely comparable. Further methodological research 

should focus on allowing missingness at the item level so that the strengths of 

the MILG can be combined with allowing for missing data. More research into 

the differential growth in learning strategies is warranted as well. 
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Concerning the explained and residual variance (RQ3), results indicate that 

between 50.6% and 92.9% of the variance in latent factors of processing and 

regulation strategy scales was accounted for by the linear growth trajectory. At 

the same time, for each of the learning strategy scales, at least two of the three 

errors variances proved significant. Though powerful predictors, the growth 

factors thus appear insufficient to predict the varying levels of the latent factors. 

On the one hand, these results plead for the use of nonlinear models in future 

research and, on the other hand, they warrant inclusion of other predictors to 

explain students’ changes in learning strategies over time (Wu et al., 2010), such 

as prior education, gender or motivation to study. 

 

Since the strength of any research study lies in the recognition of its limitations, 

two important constraints should be considered. The first is the issue of attrition, 

which is common to longitudinal studies, especially when longer time intervals 

are involved (Severiens et al., 2001; van der Veen & Peetsma, 2009). A second 

constraint concerns the number of measurement waves. With three data points, 

constant or linear growth trajectories can be estimated (Metha et al., 2004; Wu et 

al., 2010). However, more complex functions could clarify the issue of residual 

variances. Moreover, they are also of interest from a remedial point of view. 

Vermetten et al. (1999b), for example, suggested the need to investigate the 

developmental pattern in a more fine-grained fashion. ‘Is it a one-way, gradual 

process in which students become more self-regulated, deep-level learners? Or is 

it a capricious pattern, with periods of stability followed by periods of change?’ 

(p. 238) Thus, to better trace the actual development and detect opportunities for 

stimulating learning strategy development, future research should preferably 
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span over longer periods of time (Mayer, 2011) and include more than three 

measurement points over time (Bijleveld, van der Kamp, & Mooijaart, 1998). 

 

The constraints of the present study notwithstanding, results for the MILG 

analyses confirm the presence of a developmental trend in learning strategies 

during higher education towards high-quality learning. Students are, however, 

found to vary only in their initial levels of processing and regulation, but not in 

their development in these learning strategies during their time in higher 

education. 



 

 

 

 

 

 

 

 

 

 

 

 

5. The growth trend in learning strategies during the 

transition from secondary to higher education 

 

 

 

 

 

 

 

 

This chapter is based on Coertjens, L., Catrysse, L., Donche, V., De Maeyer, S., & 

Van Petegem, P. (2014, August). (Predictors of) Growth in Learning Strategies during 

the Transition from Secondary to Higher Education. Paper presented at the EARLI 

SIG 4 & 17 Conference, Leuven.  
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This study examines changes in learning strategies during the transition from secondary 

to higher education. It is hypothesized that students tend to move towards self-regulated 

and deep learning during this transition and that students’ development over time varies 

from student to student for a limited number of learning strategy scales. All students 

from thirty-six secondary schools were logged onto the Inventory of Learning Styles-

Short Version, and their progress was tracked over five waves from the beginning of the 

last year at secondary school to the beginning of their second year at a higher education 

establishment. Six hundred and thirty students were retained for analysis. Results 

indicate that students on average increased their self-regulated and deep learning during 

the transition. The results also showed an increase in students’ degree of analysing and 

lack of regulation. Furthermore, for all the scales except the memorizing scale, the 

evolution over time varied from student to student.  

 Introduction 5.1

In recent years, participation in higher education has increased worldwide 

(Schofer & Meyer, 2005). However, this increased participation does not 

automatically result in increased successful completion of higher education 

studies. Though there are differences between countries, on average, one third of 

students entering higher education will not obtain a degree (OECD, 2013). It is 

clear that the first year of higher education is a major hurdle. Student dropout 

rate as well as non-success rate amongst students is highest during this first year 

(Bruinsma & Jansen, 2009; Hultberg, Plos, Hendry, & Kjellgren, 2008).  
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A number of researchers have explicitly devoted their attention to how students 

cope during the transition from secondary to higher education. One strand has 

examined the similarities of secondary and higher education (Torenbeek, Jansen, 

& Hofman, 2009; Torenbeek, Jansen, & Hofman, 2010). When the resemblance of 

the teaching/learning environment in secondary and higher education was high, 

students have declared to require less time to adjust, which affected achievement 

in a positive way. A second strand of research has focused on students’ 

emotional experiences during the transition, describing a huge culture change 

and shock, accompanied by feelings of dislocation and stress (Christie et al., 

2008). Moreover, when teaching approaches and learning environments are 

perceived to differ strongly from students’ prior experiences, students have 

reported a loss of learning identity and have explained that they no longer feel 

competent as students. The authors therefore state that it is naive to assume that 

learning strategies from one school setting can be transferred to another. This 

transition effect is labeled ‘learning shock’ (Christie et al., 2008; Cree, Hounsell, 

Christie, McCune, & Tett, 2009).  

 

Both strands concur that students’ adjustment is impacted if the 

teaching/learning environment in higher education is perceived to be 

considerably different to the environment that they were used to. It has also been 

hypothesized that when students enter a new educational context, friction could 

incite students to adjust their way of going about learning to the new demands 

(Lindblom-Ylänne, 2003; Vermunt & Vermetten, 2004). It is to be expected, 

therefore, that the educational transition from secondary to higher education has 

an impact on students’ learning strategies. However, research on the impact of 

the transition from secondary to higher education on students’ learning 



Chapter 5 

139 

 

strategies is currently sparse (Hultberg et al., 2008). This study attempts to 

answer a question that seems to remain unanswered by previous studies: is the 

‘learning shock’ accompanied by a shock in learning strategies themselves? The 

present study will investigate whether and how students’ learning strategies 

change during the transition from secondary to higher education. We will first 

discuss the learning strategies framework, and then present the research findings 

regarding growth in learning strategies during this transition. Finally, this study 

will formulate research hypotheses.  

 

 Learning strategies 5.1.1

The Students’ Approaches to Learning (SAL) field provides a theoretical scope 

on how students learn (Coffield et al., 2004). Of all the questionnaires associated 

with SAL theories, Richardson (2004) distinguishes the two most frequently used 

with campus-based higher education students: the Study Process Questionnaire 

(SPQ; Biggs et al., 2001) and the Approaches to Study Inventory (ASI; Entwistle 

& Ramsden, 1983). From the list of SAL questionnaires, Vanthournout and 

colleagues (2014) discern a third that is also frequently used in higher education: 

the Vermunts’ Inventory of Learning Styles Questionnaire (ILS). Using this 

framework, learning strategies are viewed as consisting of processing strategies 

(cognitive activities that a student applies whilst studying) and regulation 

strategies (i.e., metacognitive activities that students undertake, such as planning 

or testing oneself, Vermetten, Vermunt, & Lodewijks, 2002).  

 

In this study we have opted for the last framework for three reasons. Firstly, the 

ILS framework takes a multidimensional approach to regulation strategies. Three 
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scales are discerned: self-regulation, external regulation and lack of regulation. 

These strategies have repeatedly been found to be predictive of learning 

outcomes such as dropout and grade point average (Lindblom-Ylänne & Lonka, 

1999; Vanthournout et al., 2012). In this light, examining how regulation 

strategies evolve during the transition from secondary to higher education is 

particularly relevant.  

 

Secondly, compared to the SPQ and ASI frameworks, which discern a deep and a 

surface approach, the ILS framework offers a more detailed picture of students’ 

processing strategies (Vanthournout et al., 2014). In a recent validation of the 

Inventory of Learning Styles – Short Version (ILS-SV, Donche & Van Petegem, 

2008), four scales of cognitive processing strategies were distinguished: 

memorizing (1), analysing (2), critical processing (3) and relating and structuring 

(4). The first two are related to stepwise processing, while the last two to map 

deep processing.  

 

Thirdly, the three frameworks concur that learning approaches or learning 

strategies are subjectable to change, but the time frame in which such growth can 

be expected differs. The SPQ and ASI framework predominantly focus on change 

in learning approaches during a course. The learning strategies in the ILS, 

mapping students’ general preferences for learning which characterise a student 

for a certain period of time, are viewed as less context-specific (Vanthournout et 

al., 2014). Therefore, the ILS framework is more suitable for investigating growth 

trends in learning strategies for students in different teaching/learning 

environments, study domains and educational institutions.  
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 Changes in learning strategies during the transition period  5.1.2

A number of studies have examined changes in learning strategies during higher 

education (see Vanthournout et al., 2011). However, research on the change in 

learning strategies during the transition period from secondary to higher 

education is currently lacking. There are a limited number of studies that 

elaborate on changes in learning strategies during a particular stage of the 

transition period, which is defined as the period of preparing for and adjusting 

to a new environment (Nicholson & West, 1995). The preparation phase takes 

place during the last year of secondary education, and the adjustment phase 

occurs during the first year of higher education (Torenbeek et al., 2010). 

Regarding the duration of the adjustment, experience with formal assessment at 

the higher education level was found to be crucial (Christie et al., 2008). 

Therefore, the transition period is considered to range from the last year of 

secondary education up to the start of the second year of higher education.  

 

With regard to the last year of secondary education, no studies were found to use 

the ILS framework to map changes in learning strategies. With regard to the start 

of higher education up to the beginning of the second year, six studies use the 

ILS framework to map changes in learning strategies (Busato et al., 1998; 

Marambe, 2007; Severiens et al., 2001; Smith et al., 2007; Vanthournout, 2011; 

Vermunt & Minnaert, 2003). Regarding deep processing, Smith et al. (2007) and 

Marambe (2007) found a decreasing trend, while others detected a constant 

(Busato et al., 1998) or increasing trend (Severiens et al., 2001; Vermunt & 

Minnaert, 2003). Vanthournout (2011) concluded that only the degree of relating 

and structuring scale increases, while the degree of critical processing remains 
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constant. Concerning stepwise processing, only Vermunt and Minnaert (2003) 

detected an increase while Busato et al. (1998) found a constant trend. Stepwise 

processing was mostly found to decrease over time (Marambe, 2007; Severiens et 

al., 2001; Smith et al., 2007). However, Vanthournout (2011) found that not all 

stepwise processing activities showed this trend. For instance, in this study, 

analysing remained constant while the reliance on memorising decreased over 

time.  

 

Concerning the regulation strategies, self-regulation was generally found to 

increase (Severiens et al., 2001; Vanthournout, 2011; Vermunt & Minnaert, 2003), 

and in most studies, external regulation decreased over time (Severiens et al., 

2001; Vanthournout, 2011; Vermunt & Minnaert, 2003). Lastly, results for the lack 

of regulation scale were mixed: lack of regulation was found to remain constant 

(Severiens et al., 2001) or to decrease over time (Vanthournout, 2011; Vermunt & 

Minnaert, 2003). For each regulation strategy scale, Marambe’s study (2007) 

provided diverging results: a decreasing trend in self-regulation, a constant trend 

in external regulation and an increase in lack of regulation.  

 

Thus, up to the start of the second year of higher education, the change in 

learning strategies tends to be a move towards the direction of self-regulated and 

deep learning. Although this appears to be at odds with research that suggests it 

is difficult to incite deep learning (Struyven, Dochy, Janssens, & Gielen, 2006; 

Vermetten et al., 2002), it is in line with prior findings on changes in learning 

strategies during higher education in general (Vanthournout et al., 2011).  
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 Differential growth in learning during the transition 5.1.3

We turn our attention now to individual variations in student growth: can 

students be assumed to follow a comparable growth trajectory over time or not? 

Of the six studies described above, only one study has examined this differential 

growth (Vanthournout, 2011). For this reason, we broadened our scope to studies 

outside the transition period, resulting in one extra study (see chapter 4, 

Coertjens et al., 2013a) and to other SAL frameworks (SPQ; Phan, 2011), which 

provided a third study.  

 

Phan’s (2011) results indicated that students scoring lower on deep processing at 

the start of their undergraduate program increased their reliance on deep 

processing more rapidly. Vanthournout (2011) detected differential growth for 

the critical processing, self-regulation, analysing and external regulation scales. 

For the last two scales, this growth over time was related to students’ initial 

score. Students scoring higher on analysing at the start of higher education 

tended to decrease their reliance upon it, while those initially scoring lower 

tended to increase their reliance upon it. For the external regulation scale, the 

findings suggested that students with a strong preference for external regulation 

at the start of their higher education decreased their reliance on external sources 

of regulation at a greater rate. Contrary to these findings, Coertjens et al. (2013a) 

did not detect differential growth for any scale during the three years of higher 

education (see chapter 4).  

 

In sum, the limited studies on this topic tend to have varied conclusions with 

regard to differential growth in learning strategies. During higher education, 
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students vary in growth over time for some scales and in some studies. For a 

subset of those scales, the differences between students decrease over time.  

 Research hypotheses  5.1.4

The present research aims to map students’ average and differential growth in 

learning strategies during the transition from secondary to higher education. 

Given the lack of research on learning strategies during this transition, it is not 

suitable to generate classical hypothesis to be tested. The available research does, 

however, allow us to formulate some expectations in the form of a working 

hypothesis.  

 

Previous qualitative and quantitative research has indicated that the transition 

from secondary to higher education is for most students an unsettling experience 

(Christie et al., 2008; Torenbeek et al., 2009). Students have to adapt to the 

demands of a new teaching/learning environment, which is expected to provoke 

a change in learning strategies. The limited past findings centred on the higher 

education part of the transition period and suggested an evolution towards deep 

processing and self-regulated learning. Therefore, we hypothesize that, on 

average, students’ learning strategies change during the transition from secondary to 

higher education in the direction of deep and self-regulated learning (Hypothesis 1).  

 

Limited past findings also indicate differential growth for a small number of 

learning strategies (Phan, 2011; Vanthournout, 2011), which, when related to the 

initial score, suggest students’ results are more comparable over time. Therefore, 

we expect that during the transition from secondary to higher education for a limited 

number of scales, students would evolve differently over time. If this change over time is 
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related to students’ initial score, it would indicate that students’ scores become more 

comparable over time (Hypothesis 2). 

 Method 5.2

 Design and respondents 5.2.1

The data stems from a project on students’ transition from secondary to higher 

education in Flanders (a Dutch speaking region in Belgium)8. All students in 

their final year of secondary education from thirty-six secondary schools offering 

a mixture of tracks (general, arts, technical and vocational) took part in the 

research project (N=3,704), which consisted of five waves as shown in Figure 5.1. 

During their last year of secondary education, students were questioned twice 

during school hours (wave 1: N=3,365; 91%, wave 2: N=2,839; 76,6%). At the 

second wave, students were also asked to fill out a consent form, and 84% 

complied. During an 18-month period after graduation, students were invited to 

participate three times (wave 3: N=1,101; 29.7%, wave 4: N=1,705; 46%, wave 5: 

N=1,029; 27.8%). At each of these waves, the participants received an email 

invitation to participate in the online questionnaire. As after two reminders via 

email the response rate was still low, the researchers called the respondents to 

ask them to complete the questionnaire up to three times. If the respondent did 

not respond the third time, a voicemail message was left.  

 

                                              

8 We acknowledge that the first three waves of this dataset have been previously reported on (see chapter 2, Coertjens 

et al., 2013b). However, in contrast to the present study, that article had a methodological focus. For this reason and 

given that in the present study the last two waves are included, we argue that the current study constitutes a new 

contribution to literature.  
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 (SE=Secondary Education, HE=Higher Education) 

 

In total 630 students declared themselves to be studying in higher education at 

waves three to five. Depending on the learning strategy, between 173 and 186 of 

the 630 students provided complete data. To give more detail on the amount of 

missing data, for the memorizing scale for example, 186 students provided 

complete data (29.5%). One hundred seventy eight (28.3%) had one missing data 

point, 174 (27.6%), 84 (13.3%) and 8 (1.3%) had respectively two, three and four 

missing data points. Methodological research on missing data in structural 

equation models, and latent growth models specifically, suggests not using 

listwise deletion. Including respondents with incomplete data by relying on a 

maximum likelihood estimation, for example, has been found to provide better 

results in terms of unbiased estimates and statistical power (Enders & Bandalos, 

2001; Wothke, 2000). For this reason, the analyses were done on a sample of 630 

students.  
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Figure 5.1: The five measurement waves over time  
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 Measure 5.2.2

Students’ learning strategies are investigated using the processing and regulation 

strategies of stemming from the ILS-SV, which has recently been validated for 

use on first-year Flemish University College students (Donche & Van Petegem, 

2008). For all seven scales, the items are scored ranging from (1) ‘I never or 

hardly ever do this,’ to (5) ‘I (almost) always do this’. For each scale, Table 5.1 

provides the number of items, an example item and the range of scale reliability.  

 

 

Given that the learning strategy scales each have a small number of items (6 

items for the external regulation scale and 4 items for other scales), which 

strongly affect the Cronbach’s alpha (Cortina, 1993; Palant, 2007), a .60 cut-off is 

Table 5.1: Learning strategy scales of the ILS-SV questionnaire, number of items, item examples 

(translated from Dutch) and range of scale reliability 

Scales Items Item example Cronbach’s Alpha 

Processing strategies   

Stepwise processing  

Memorizing 4 I learn definitions by heart and as literally 

as possible. 

.64-.74 

Analysing 4 I study each course book chapter point by 

point and look into each piece separately.  

.62-.69 

Deep processing   

Critical 

processing 

4 I try to understand the interpretations of 

experts in a critical way. 

.69-.76 

Relating and 

structuring 

4 I compare conclusions from different 

teaching modules with each other. 

.68-.72 

Regulation strategies   

Self-regulation 4 I use other sources to complement study 

materials. 

.61-.69 

External 

regulation 

6 I study according to the instructions given 

in the course material. 

.56-.61 

Lack of 

regulation 

4 I confirm that I find it difficult to establish 

whether or not I have sufficiently mastered 

the course material. 

.69-.75 
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considered satisfactory. All scales show adequate reliability at each wave, except 

for the external regulation scale. Given that its reliability was below .60 at both 

the second and third wave, we refrain from modelling the evolution in external 

regulation during the transition from secondary to higher education. 

 Data analyses 5.2.3

In order not to confound true growth over time with change in the perception of 

the learning strategy questionnaire, longitudinal measurement invariance was 

tested for (Wu et al., 2010). The results are presented in Table 5.2 and confirm 

complete longitudinal measurement invariance for the analysing and critical 

processing scales. For the memorizing, relating and structuring and lack of 

regulation scales, one intercept failed to reveal equivalence over measurement 

moments. For the self-regulation scale, the constraints on two intercepts had to 

be freed. These small inequivalences are modelled in the partial measurement 

invariance models and were taken into account when modelling growth.  

 

Table 5.3 shows the observed mean scores and standard deviations for the 

learning strategy scales. The growth patterns in the observed scores suggested 

possible non-linear growth over time for all of the scales. As suggested by Wang 

and Wang (2012) and Muthén and Muthén (2010) six latent growth models – one 

linear and five non-linear models - were estimated to adequately describe the 

growth trajectory for each scale. 
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First, a linear growth trajectory was estimated9. In such a model, the average 

growth over time is estimated using a straight line, defined by an intercept (i.e. 

the average score at the first wave) and a slope (i.e. the change in the scale per 

one unit of time). Examples of such increasing, decreasing or constant linear 

trends are given in Figure 5.2(a). Second, a quadratic growth trend is modelled. 

Next to the intercept and slope, a quadratic parameter is estimated, suggesting 

one bending point in the growth of a learning strategy over time (for examples of 

quadratic growth, see Figure 5.2(b)).  

 

Third, a cubic growth trend (containing an intercept, slope, quadratic and cubic 

growth parameter) is assessed for how well it captures the growth in a learning 

strategy scale. With such a model, it is assumed that the growth in a learning 

strategy scale follows a trajectory with two bending points. For example, reliance 

on a learning strategy could initially decrease, then increase and by the end, 

decrease again (see Figure 5.2(c)).  

 

 

 

 

 

 

 

 

                                              

9 Due to data gathering at unequal time intervals (see Figure 5.1, respectively 6, 7, 5 and 7 months between the 

waves), the values of the factor loadings for the slope are adjusted to 0, 0.5, 1.08, 1.5 and 2.08 respectively (Byrne, 

2010; Muthén & Muthén, 2010). 
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Fourth, a piecewise growth model is run. As shown in Figure 5.2(d), it approximates 

the nonlinear growth “through the use of two or more linear piecewise splines” 

(Bollen & Curran, 2006, p. 103). This is particularly useful for making 

comparisons in growth rates based on different developmental periods (Kim & 

Kim, 2012). In our study, two slopes are estimated (two-piece growth model), 

Figure 5.2: Example of the linear (A), quadratic (B), cubic (C), piecewise (D), 

discontinuous piecewise (E) latent growth model and a growth model with 

free time scores (F) 
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one for the two waves of secondary education and a second for the three waves 

of higher education. This reflects the expectation that the rate of change varies 

between the period prior to and after the transition.  

 

Fifth, a discontinuous piecewise growth model estimates two different growth 

trajectories (Muthén & Muthén, 2010). As depicted in Figure 5.2(e), a separate 

intercept and slope are estimated for both secondary and higher education. As 

with the piecewise growth model, the slopes can be compared between the two 

educational periods. Next, it is possible to assess whether the leap due to the 

transition (i.e., the difference between the last score in secondary education and 

the first score in higher education) is significant (Kim & Kim, 2012).   

 

The prior five models all assume that there is a certain predetermined trend that 

best captures growth in a learning strategy scale. The last model, a growth model 

with free time scores, relaxes this idea. Instead, the estimates model the capricious 

trend in the latent scale scores. This is done by freely estimating a number of 

time scores10 (Bollen & Curran, 2006; Wu et al., 2010). Examples of such growth 

trends are given in Figure 5.2(f). Conceptually, this growth model discerns the 

time intervals in which the change in a learning strategy accelerates or 

decelerates (Muthén & Muthén, 2010; Wang & Wang, 2012; Wu et al., 2010). 

Next, it also allows the total change in a learning strategy to be partitioned over 

the time intervals. As such, the results suggest which time intervals are most 

important with regards to total change over time.  

                                              

10 In this study, the factor loadings of the slope for the first and the last time points are constrained to respectively 0 

and 2.08 and the middle three factor loadings (or time points) are freely estimated (λ1- λ3).  
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The six models for each learning strategy scale were estimated using Mplus 6.1, 

using maximum likelihood estimation procedure. The model showing the lowest 

AIC and BIC was judged to best represent the observed trend (Grimm & Ram, 

2009). Besides detailing average growth (see the six models above), the latent 

growth models also detail differential growth. First, the intercept variance 

indicates whether students vary with regard to their initial values on the scale. 

The slope variance suggests whether or not students differ how they change over 

time. If both variances prove significant, the covariance becomes a point of 

interest. A negative covariance suggests that students scoring lower on the 

intercept score higher on the slope (i.e., they display a stronger increase in the 

scale over time). This implies that students’ results become more comparable 

over time. A positive covariance, on the other hand, suggests that students vary 

more towards the end the study than at the start.  

 Results  5.3

The fit of the latent growth models is described in Table 5.4 for each learning 

strategy scale. This table only displays the final accepted model for each scale, 

each of which provided good fit (CFI>.95; NNFI/TLI>.95; RMSEA≤.05; Byrne, 

2010). Tables 5.5, 5.6 and 5.7 present the parameter estimates for the 

discontinuous piecewise growth model, the models with free time scores and the 

model with a cubic growth trend, respectively. Figure 5.3 visualises, for each 

scale, the growth trend as predicted by the latent growth model (white line). 

Next to this, to illustrate the variation in this growth trend, for a random subset 

of 150 students, the estimated growth over time is plotted as well.  
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 Processing strategies 5.3.1

The change in memorizing scale is best captured by a discontinuous piecewise 

growth trend (Table 5.4). Prior to the transition from secondary to higher 

education, the average rate of change in the slope was -.313 (se=.060, p<.001), 

meaning that, on average, memorizing decreased .313 points over a 12 month 

period (Table 5.5). During the transition period, there was a significant leap in 

memorizing11. After the transition, the rate of change in the slope was -.104 

(se=.032, p<.001), implying another, albeit less outspoken than during secondary 

education, decrease in memorizing, as visualised in Figure 5.3.  

 

Regarding differential growth, the slope variance during higher education 

results non-significant (est=.063, se=.077, p>.05). This suggests that the general 

decreasing trend in memorizing during higher education can be assumed to hold 

for all students. We also note a positive association between the intercepts at 

secondary and at higher education (est=.267, se=.030, p<.001). This implies that 

students scoring higher on memorizing at the start of their last year of secondary 

education also score higher at the start of higher education. The covariances 

between the intercepts for secondary education and higher education on the one 

hand and the slope during higher education on the other hand were not 

significant (respectively, est=-.0.34, se=.022, p>.05 and est=.029, se=.036, p>.05), 

indicating that students’ growth during higher education is not systematically 

related to their scores at the wave 1 (start of the last year of secondary education) 

                                              

11 Whether this leap is significant or not, was tested by re-arranging the factor loadings of the slope in SE in a manner 

that the intercept was at the end of SE (second wave). In this way, the model compared the intercept in HE (3rd wave) 

to the value at the second wave. This resulted significant (est=.146, se=.031, p<.001). 
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or wave 3 (start of higher education). This implies that the variation between 

students in terms of their degree of memorizing remains constant over time.  

 

For the analysing scale, a growth model with free time scores best fitted the data 

(see Table 5.4). The parameter estimates for this model are provided in Table 5.6 

and the growth trend is visualised in Figure 5.3. The results indicate an 

increasing trend in the analysing scale (est=.088, se=.014, p<.001). Looking at when 

this growth occurs, results show a constant trend in analysing secondary 

education (from wave 1 to 2; λ1, est=-.216, se=.277, p>.05). To discern whether there 

is a significant change during the transition period, the difference between λ2 and 

λ1 is divided by the standard deviation in λ2. If the result exceeds 1.96, the lambda 

is significantly different from the previous (Muthén & Muthén, 2010), indicating 

a significant change during the time form wave 2 to 3. Here, the degree of 

analysing is found to increase during the transition ((2.033-0/0.256)>1.96). 

Afterwards, between December and May of the first year of higher education 

(from wave 3 to 4), and from May of the first year of higher education to 

December of the second year (from wave 4 to 5), the degree of analysing anew 

remains constant (calculated as (1.869-2.033)/0.238>1.96 and (2.08-

1.896)/0.238>1.96, see Table 5.6, Muthén & Muthén, 2010). Thus, the results 

suggest that there is an increase in the degree of analysing, but that this increase 

occurs during the transition from secondary to higher education.    
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Figure 5.3: Average and individual estimated growth trajectories per 

learning strategy scale   
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Regarding the differential growth over time in the analysing scale, results 

indicate a significant slope variance (est=.024, se=.006, p<.001). This implies that 

students vary in their growth in analysing over time. Next, the covariance 

between the intercept and slope is significant and negative (est=-.024, se=.009, 

p<.01), suggesting that students’ scoring higher on analysing at wave 1 increase 

their reliance on this processing strategy, but to a lesser degree. The same applies 

in the other direction: students’ scoring lower at wave 1 show a greater increase 

in their degree of analysing. Thus, students’ scores on the analysing scale become 

more comparable over time.  

 

For the critical processing scale, a constant trend is found during the students’ 

last year of secondary education (from wave 1 to 2; λ1, est=.060, se=.131, p>.05, see 

Table 5.6). During the transition, there is a significant increase in critical 

processing ((1.609-0)/0.122>1.96). The remainder of the first year of higher 

education, critical processing remains constant again (1.491-1.609)/0.121<1.96). 

From the end of their first year of higher education to December of their second 

year of higher education critical processing increases anew ((2.08-

1.494)/0.121>1.96), though, as Figure 5.3 shows, less strong than during the 

transition. In sum, the growth in critical processing occurs during the transition 

phase and from the end of the first year of higher education to December of the 

second year of higher education.  

 

Examining the parameter estimates on differential growth reveals that students 

vary in their growth over time (est=.038, se=.009, p<.001). Moreover, there is a 

negative covariance between the intercept and slope (est=-.050, se=.014, p<.001), 
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implying that, students’ scores on critical processing become more alike over 

time.   

 

Regarding the relating and structuring scale, results indicated the best fit for a 

latent growth model with free time scores (see Table 5.4). Overall, there is an 

increase in relating and structuring over time (est=.284, se=.020, p<.001, see Table 

5.6). Looking into detail on when this growth occurs, it is noted that during the 

last year of secondary education, relating and structuring increases (est=.393, 

se=.100, p<.001). During the transition period relating and structuring augments 

as well ((1.767-0.393)/0.088>1.96). As shown in Figure 5.3 this increase is at a 

faster rate than during the last year of secondary education. During the 

remainder of the first year of higher education, the degree in relating and 

structuring remains constant ((1.816-1.767)/0.088<1.96). From the end of the 

students’ first year of higher education to December of their second year, there is 

a slight increase in relating and structuring ((2.08-1.816)/0.088>1.96).  

 

Regarding differential growth, the change in relating and structuring over time 

was found to differ between students (est=.061, se=.011, p<.001). The covariance 

resulted significant as well (est=-.070, se=.017, p<.001), indicating that students 

scoring higher on relating and structuring at the first wave (November of the last 

year of secondary education) tended to increase their relating and structuring to 

a lesser degree and vice versa.  

 Regulation strategies  5.3.2

For the self-regulation scale, a growth model with free time scores was most 

suitable (see Table 5.4). The parameter estimates indicate that on average over a 
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period of 12 months self-regulation increases by .302 (se=.020, p<.001, see Table 

5.6). Examining when this growth occurs, reveals that during secondary 

education, self-regulation remains constant (est=.085, se=.096, p>.05). As shown in 

Figure 5.3, during the transition from secondary education to higher education, 

there is a significant jump in self-regulation ((1.619-0)/0.114>1.96). During the 

remainder of students’ first year of higher education, self-regulation remained 

constant ((1.705-1.619)/0.107<1.96), to subsequently increase anew from the end 

of the students’ first year of higher education to the start of their second year of 

higher education ((2.08-1.705)/0.107>1.96), though less strongly then during the 

transition (see Figure 5.3). 

 

Concerning differential growth in self-regulation, students were found to differ 

in their growth over time (est=.051, se=.011, p<.001, see Table 5.6). The 

insignificant covariance (est=-.007, se=.014, p>.05) indicates that this growth is 

unrelated to the students’ score on self-regulation in November of their last year 

of secondary education.  
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Last, for the lack of regulation scale, a cubic growth trend represented the data 

best (see Table 5.4). The results of this model indicate a negative linear slope 

(est=-.384, se=.121, p<.01, see Table 5.7), a positive quadratic parameter (est=1.034, 

se=.153, p<.001) and a negative cubic growth parameter (est=-.379, se=.049, p<.001). 

To interpret these, the visualisation of growth trend in Figure 5.3 can be helpful. 

From this, it appears that during the last year of secondary education, students’ 

lack or regulation remains constant. During the transition period up to the start 

of the second year of higher education, the degree of lack of regulation increases. 

Subsequently, up to December of the second year of higher education, students’ 

lack of regulation decreases.  

 

Regarding differential growth in the lack of regulation scale, results indicate that 

students vary in their linear and quadratic growth (respectively est=.406, se=.175, 

p<.05 and est=.061, se=.028, p<.05, see Table 5.7). The variance of the cubic growth 

trend was insignificant and had to be constrained to zero to improve the model 

fit. Results also show that students scoring higher on the lack of regulation scale 

at the start of the last year of secondary education show a stronger decrease 

during the last year in secondary education (est=-.243, se=.096, p<.051). Thus, as 

shown in Figure 5.3, over the last year of secondary education, the differences 

between students in terms of lack of regulation diminished.  

 

The covariance between the intercept and the quadratic growth parameter was 

not significant (est=-.060, se=.036, p>.05, see Table 5.7), while the covariance 

between the linear slope and the quadratic growth parameter was at the verge of 

significance (est=-.131, se=.067, p=.053). Interpreting this as significant, this 
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suggests that students showing a less steep decreasing linear slope tended to 

score lower on the quadratic growth parameter. In other words, students who 

decreased less in their lack of regulation during their last year of secondary 

education tended to show a more modest increase in their lack of regulation 

during the transition and their first year of higher education. The same applies in 

reverse: students who initially decreased stronger on the scale later showed a 

stronger increase. Therefore, and in contrast to the last year of secondary 

education, during the transition and their first year of higher education, 

students’ scores on lack of regulation become less comparable over time.  

 Discussion 5.4

Research on the experience of the transition period from secondary to higher 

education highlights the importance of the change in students’ teaching/learning 

environment (Christie et al., 2008; Torenbeek et al., 2010). This may affect 

students’ learning strategies. The present research is innovative in the way that it 

investigates the average and differential growth in learning strategies during the 

transition from secondary to higher education, by relying on longitudinal data 

from the onset of the students’ last year of secondary education up to halfway 

through their second year in higher education.  

 Results on average growth  5.4.1

Results partially confirm hypothesis 1 regarding an average change in the 

direction of deep and self-regulated learning. There is an increase in critical 

processing, relating and structuring as well as self-regulation during the 25 

months of the study. This increase is more pronounced during the actual 
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transition from secondary to higher education. With regard to the memorizing 

scale, students displayed a sharp increase in their degree of memorizing during 

the transition. Yet, due to the decreasing trends during both secondary and 

higher education, there was an overall decrease from the first to the last wave 

(see Figure 5.3). At the start of their second year of higher education, students, on 

average, relied less on memorizing than at the start of their last year of secondary 

education. The increase in deep and self-regulated learning and the decrease in 

memorizing fit with the hypothesis.  

 

The results for the analysing and lack of regulation scales, however, contradict 

the hypothesis. Analysing was found to increase during the transition. Students’ 

lack of regulation increased during the transition from secondary to higher 

education as well as during their first year of higher education. Although it later 

decreased, the student’s lack of regulation at the last wave was higher than at the 

first wave. In sum, the results partially confirm hypothesis 1: there is an increase 

in deep and self-regulated learning as well as in analysing and unregulated 

learning, and a decrease in memorizing.   

 Results on differential growth  5.4.2

The second hypothesis stated that differential growth would be detected for a 

limited number of scales (1), which, if related to the initial level, would indicate 

that students’ scores become more comparable over time (2). With regard to part 

(1), this hypothesis proved to be too modest: differential growth over time was 

found for all scales except the memorizing scale. This implies that students vary 
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in how they change these strategies from their last year of secondary education 

to halfway through their second year of higher education.  

 

The fact that the hypothesis proved to be too modest could well be due to the 

power of the model, which is related to the number of waves (Wu et al., 2010). In 

the study by Coertjens et al. (2013a), which included three waves, no differential 

growth was detected. Phan (2011) and Vanthournout (2011), relying on four 

measurement points, found differential growth in some scales. Here, with five 

waves, differential growth in all except one scale is detected. Future research 

could attempt to explain the slope variance by including predictors for the slope.  

  

Results regarding part (2) of hypothesis 2 suggest that, except for the self-

regulation scale, the change over time is related to the score on the intercept. For 

the analysing, critical processing and relating and structuring scales, students’ 

scores became more comparable over time. Students’ scores for the lack of 

regulation scale also became more similar during the last year of secondary 

education. However, during the transition and during their first year of higher 

education, differences between students in terms of their lack of regulation 

increased again. In sum, only the results of the differential growth for the lack of 

regulation scale contradict the second hypothesis.  

 Limitations and future research 5.4.3

A limitation of the present study concerns the attrition issue common to 

longitudinal studies, especially when long time intervals are involved. Some 

students were unreachable during the three waves after secondary education. 
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For them, it was unclear whether they took on a job, did something else (e.g., 

went travelling) or were studying in higher education. Therefore, these students 

were not included in the study. This attrition issue and the fact that the present 

study is the first to examine the change in learning strategies during the 

transition period from secondary to higher education, underlines this need for 

replication research to confirm the findings.  

 

The present research set out to map students’ growth in learning strategies 

during the transition from secondary to higher education. To better understand 

why the observed change in learning strategies occurs, in future research, this 

change in learning strategies could be related to other concepts. Here, students’ 

perceptions of the teaching-learning environment appear a particularly valuable 

one. There is an extensive research base of cross-sectional studies, relating both 

concepts at a certain point in time (e.g., Kreber, 2003; Parpala, Lindblom-Ylänne, 

Komulainen, Litmanen, & Hirsto, 2010). It would be of interest to re-assess this 

relationship in a longitudinal design: is the change in students’ perception of the 

teaching-learning environment related to the change in their learning strategies?   

 

Notwithstanding this constraint, the present study suggests that, during the 

transition from secondary to higher education, students, on average, increase 

their deep and self-regulated learning to the detriment of memorizing. However, 

the degree of analysing as well as unregulated learning also increased. 

Concerning differential growth, results indicate that for all but the memorizing 

scale, students differed in their growth over time. For the analysing, critical 

processing and relating and structuring scales, students’ scores became more 
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comparable over time. However, differences between students in terms of lack of 

regulation increased during the transition to and during their first year of higher 

education. Concluding, the ‘learning shock’ as described by Christie et al. (2008) 

appears to be accompanied by average as well as differential growth in learning 

strategies.





 

 

 

 

 

 

 

 

 

 

 

 

 

6. Sensitivity of the growth trend estimates to the 

missing data technique 

 

 

 

 

 

 

 

This chapter is based on Coertjens, L., Donche, V., De Maeyer, S., & Van 

Petegem, P. (2012, August). Is missingness in longitudinal research during higher 

education dependent on student’s learning strategies? A Flemish case study. Paper 

presented at EARLI SIG 1 conference, Brussels 
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Longitudinal data is fraught, almost always, with missing data. However, in educational 

research, there is a large discrepancy between the methodological suggestions and 

research practice. Whilst the former suggests applying sensitivity analysis to assess the 

robustness of the results to varying assumptions regarding the mechanism generating the 

missing data, usually in practice, missing data is ignored by relying on listwise deletion. 

There are few practical examples of sensitivity analysis in the educational research 

domain. Taking the case of the changes in learning strategies during higher education, 

this study provides a tutorial example of sensitivity analysis. In a Belgian university 

college, one cohort of students was asked to complete the Inventory of Learning Styles – 

Short Version in three measurement waves. A substantial number of students did not 

participate on each occasion due to non-response or attrition. Therefore, the analysis 

consisted of two studies: one on students continuing in higher education (with different 

degrees of non-response), and a second on all available data showing missingness due to 

attrition and non-response. The results indicated that, for some learning strategy scales, 

growth estimates differed between models assuming different mechanisms for 

missingness. Moreover, those varying results suggested substantively different 

conclusions. Guidelines are provided in reporting the results from sensitivity analysis. 

 Introduction 6.1

In the educational research domain, longitudinal designs are relied upon to 

assess, for example, how achievement goals evolve during the transition from 

elementary to secondary school, how reading comprehension evolves after an 

intervention, how the relation between perceived mastery goal structures and 
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perceived teacher support changes across the school year, or how student 

learning alters during higher education (Zeegers, 2001). The types of data, 

gathered in such longitudinal designs, invariably contain a certain amount of 

mig data: not all respondents participated in every wave. Some respondents 

dropped out of the study before completion (attrition), whilst others may miss a 

wave but return for a subsequent one (wave non-response). A third group may 

participate in a data collection but leave a number of questions or items 

unanswered (item non-response).  

 

This missing data is a major issue in educational and psychological research. 

Peugh and Enders (2004) found that, in longitudinal studies in these research 

domains, on average, 9.78% of the data was missing and this could grow to a 

maximum of 67%. When examining studies on the growth in student learning 

strategies during higher education, this percentage was even higher: between 

43% (Van der Veken et al., 2009) and 93.5% (Jackling, 2005) of students, 

participating in the first wave, did not participate in all waves.  

 

Moreover, as acknowledged in numerous longitudinal studies, the missing data 

could generate a biased follow-up sample. Such selective samples can be a threat 

to internal validity (Foster et al., 2004; Shadish et al., 2002). Perhaps different 

conclusions would have been reached had the percentage of missing data been (a 

lot) smaller.  

 

In the light of internal validity, the mechanism, generating the missing data, is 

found to be crucial. Students can be missing due to chance (e.g., having the flu at 
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the time of the test, Schünemann, Spörer, & Brunstein, 2013) but this can also be 

related to the concept under study. For example, pupils scoring higher on 

performance approach goals may be more likely to stay back a grade in 

secondary education; students with low reading comprehension may be less 

willing to participate in research on the topic; and students, with a less desirable 

learning strategy, have a higher chance of dropping out of higher education. 

When missingness is indeed related to the concept under study, internal validity 

may be threatened (Foster et al., 2004).  

 

In literature, three mechanisms generating missing data are discerned: missing 

completely at random (MCAR), missing at random (MAR) and missing not at 

random (MNAR) (Little & Rubin, 2002). Depending on the mechanism 

generating the missing data, the literature describes different techniques to deal 

with this eventuality (Allison, 2009; Enders, 2010). This choice of technique, in 

dealing with missing data, can influence the conclusions reached regarding 

change over time (Little & Rubin, 2002; Wothke, 2000). Next to this, 

methodologists, in social sciences, recently described techniques stemming from 

biostatistics for MNAR missing data (Enders, 2011; Hedeker & Gibbons, 1997). In 

light of this, it was advocated that researchers conduct a sensitivity analysis to 

gauge the stability of the models’ results to missing data techniques, assuming 

different missing data mechanisms (Enders, 2011; Molenberghs & Fitzmaurice, 

2009).  

 

Nevertheless, there is a paucity of practical examples of such sensitivity analysis 

in educational sciences. Moreover, there are two families of MNAR techniques: 
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selection models on the one hand and PM models on the other hand. Former 

studies in the educational domain have focussed (predominantly) on selection 

models (Foster et al., 2004; Xu & Blozis, 2011). There are few practical examples 

of sensitivity analysis using PM models. Taking the case of change in students’ 

learning strategies during higher education, this study aims to provide a tutorial 

example of conducting a sensitivity analysis using various missing data 

techniques, among which PM models.  

 

If the missing data technique influences the results, and more importantly, the 

substantive conclusions drawn from them, this is clearly of interest to 

educational researchers estimating change over time. In the case of missing data, 

which technique (or combination of techniques) can be recommended as the 

‘best’ choice? For this reason, insight into the missing data mechanisms, and into 

sensitivity analysis, is also important for educational researchers. 

 Mechanisms generating missingness  6.1.1

The literature discerns three mechanisms by which missing data could arise 

(Little & Rubin, 2002). Though they are applicable to all data collections with 

missing data, we illustrate them here for longitudinal data. For a more general 

and technical description of the mechanisms, we refer to Graham (2009) and 

Enders (2010). Given that the mechanisms abbreviations are easily mistaken one 

for another, Table 6.1 provides a short summary.  

 

Firstly, data may be MCAR. This is the case when “the missing time points are a 

random sample of all time points and the dropouts are a random sample of all 
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participants” (Raudenbush, 2001a, p. 517). An example from the learning 

strategies domain could be that a student misses a data collection due to illness 

(e.g. the flu). Yet, as several authors pointed out, assuming that longitudinal data 

were solely MCAR was stringent and unlikely to hold up in practice (Enders & 

Bandalos, 2001; Raudenbush, 2001a). For example, concerning longitudinal 

research on student learning strategies, there is an extensive body of research on 

the influence of student learning strategies on academic achievement (e.g., 

Richardson et al., 2012; Vermunt, 2005), which suggests that students, in a non-

delayed study trajectory, are unlikely to be a random sample of those starting 

higher education. This suggests that data will probably not be MCAR.  

 

A second mechanism, generating missing data, holds when the probability of 

missingness is related to one or several variables in the study, such as the score at 

a previous wave. This is labelled with the - very confusing - term MAR (Collins, 

Schafer, & Kam, 2001). An example would be when students, scoring higher on 

surface processing of the first wave, were found to have a higher chance of 

dropping out of higher education, and therefore are found to be absent at the 

second wave.  
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Thirdly, the chance of being missing can depend on the missing value (outcome-

related missing data or MNAR). This would be the case if students, who 

decreased their deep processing from wave one to wave two, were more prone to 

drop out of higher education prior to wave two. The – unobserved - change over 

time in deep processing then predicts the chance of being missing. The difference 

between the MAR and MNAR mechanisms lies in the assumption of whether or 

not variables related to missingness were present in the collected data. With 

MAR, it is assumed that missingness is solely related to variables in the dataset 

(e.g., value at time 1). When this relationship is accounted for, there is no further 

relationship between the missing values and the chance of being missing. With 

MNAR, on the other hand, the change over time, leading to the missing data, is 

assumed to be unobserved.  

 

In non-simulated longitudinal data all three mechanisms generating missing 

data may be present (Yoo, 2009). Some missing data can be due to reasons in line 

with MCAR, whilst other missing data are caused by MAR or MNAR 

mechanisms. Whether or not missing data are related solely to MCAR can be 

falsified using independent samples t–test. It contrasts the students’ scores of the 

longitudinal group, at a certain wave, to their peers with missing data. When 

there is a significant mean difference, the MCAR assumption is rejected. 

Consequently, missing data is also MAR. Note that the absence of a significant 

mean difference does not prove the MCAR assumption. Missing data may still be 

due to MAR, but perhaps due to low statistical power (e.g., small N) 

independent samples t-test did not detect significant differences.  
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In contrast to the MCAR assumption, neither the MAR nor the MNAR 

assumption can be falsified, due to the fact that the answer lies partly within the 

absent data (Peugh & Enders, 2004; Xu & Blozis, 2011). For this reason, 

sensitivity analysis is suggested.  

 Sensitivity analysis 6.1.2

When outcome-related missing data (MNAR) is plausible, it is recommended to 

gauge the sensitivity of the parameter estimates to the mechanism for missing 

data (Enders, 2011; Xu & Blozis, 2011). The results from techniques, assuming 

MAR and MNAR, should be compared Prior to discussing missing data 

techniques assuming MAR or MNAR, we will first discuss listwise deletion (LD) 

- which assumes MCAR - given that this missing data technique is currently 

predominant in educational research (Peugh & Enders, 2004). We aimed to 

provide a non-technical review focussed on longitudinal data. For a full review 

and technical detail, please see the references cited in the following sections.  

A. Technique assuming MCAR: listwise deletion  

Most longitudinal studies, on the change in students’ learning strategies during 

higher education, rely upon LD. Only those cases, with values at each of the 

three (or more) waves, are retained in the dataset (Busato et al., 1998; Van der 

Veken et al., 2009; Zeegers, 2001). Sometimes, this results in a very small 

longitudinal group (e.g., N=26, Busato et al., 1998; N=43, Zeegers, 2001). Two 

studies tested the tenability of the MCAR assumption. In the study of Busato et 

al. (1998) the MCAR assumption was not rejected, whilst Van der Veken et al. 
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(2009) found differences between responding students and their non-responding 

peers.  

 

Even if the MCAR assumption is not disproven, LD is judged to be suboptimal 

due to the lower power caused by the reduction in sample size (Allison, 2009; 

Peugh & Enders, 2004). The MCAR technique does not use the available data 

efficiently (Wothke, 2000). Therefore, methodologists and the APA Task Force on 

Statistical Inference strongly advised against LD (Enders, 2010; Little & Rubin, 

2002), judging it “among the worst methods for practical applications” 

(Wilkinson & Task Force on Statistical Inference, 1999, p. 598).  

B. Techniques assuming MAR: maximum likelihood, multiple imputation and 

including auxiliary variables  

Maximum likelihood (ML) estimates the parameters, which are most likely to 

have produced the sample data, by trying out different values for these 

parameters. To obtain ML parameter estimates, the EM algorithm is a commonly 

used approach. EM takes the form of two steps (Expectation or E-step and 

Maximization or M-step), which inform one another and are repeated after each 

other (i.e., iterative procedure, Peugh & Enders, 2004). With data containing 

missing values, the E-step’s goal is to estimate the missing values using 

information from the observed values. To do this, information on the mean 

vector and the complete variables’ covariance matrix is used to generate 

regression equations that predict incomplete values. Next, in the M-step, an 

updated mean vector and covariance matrix is calculated; this relies upon both 

the available data and the estimated data for the missing values. In the next E-



Sensitivity to the missing data technique 

184 

 

step, with this updated mean vector and covariance matrix, the missing values 

are estimated anew and lead to another update of the mean vector and 

covariance matrix (M-step). This process stops when the mean vector and 

covariance matrix hardly alters between two successive M-steps (i.e., 

convergence is reached).  

 

As shown in Table 6.1, a second technique, assuming MAR, is multiple 

imputation (MI), which involves three phases. In the imputation phase, m (e.g., 

100) complete datasets are generated by filling in the missing values with 

different plausible estimates. In the analysis phase, analysis is done on each of 

the m complete datasets. In the third phase, the parameter estimates and the 

standard errors are pooled. Parameter estimates are calculated as the mean over 

the m datasets, whilst their standard errors are computed by taking into account 

both the variance within datasets (within variance) and between datasets 

(between variance, Allison, 2009). 

 

In both the ML and MI techniques, auxiliary variables can be included (MLaux 

and MIaux). They can be conceptualised as variables that are included in order to 

estimate (ML) or fill in (MI) missing values in a more informed or accurate way. 

Thereby, by predicting some of the missingness, MNAR missingness may be 

rendered into MAR (Allison, 2009; Yoo, 2009).  

 

Two types of variables are of interest as auxiliary variables (Collins et al., 2001; 

Yoo, 2009). Firstly, variables that predict missingness can be informative. If, for 

example, girls are more likely to participate, gender can be used. Secondly, 
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variables correlating moderately to strongly with the variables under study are 

of interest. If deep approach and grade point averages are correlated, the latter 

can be included when estimating or imputing the missing data for the deep 

approach variable.  

C. Techniques assuming MNAR: pattern mixture (PM) 

There are two families of MNAR models (Enders, 2011; Molenberghs & 

Fitzmaurice, 2009). The PM models first divide the sample into subgroups 

depending on missing data patterns (e.g., a group with complete information, a 

group with only information at the first wave). Next, for each of the subgroups, 

the parameter estimates are calculated. Finally, the results of the different models 

are put together. A second family consists of the selection models which estimate 

the probability of missingness and the parameters simultaneously in one model. 

 

Both families of models rely on a number of untestable assumptions. For the 

selection models, small departures from the multivariate normality assumption 

can have a serious bias on the results (Demirtas & Schafer, 2003; Foster et al., 

2004). For the PM models, restrictions have to be imposed in order to allow the 

models to be estimated for all subgroups (Molenberghs & Fitzmaurice, 2009). 

Yet, these last assumptions are explicit and different restrictions can be used to 

assess the sensitivity of the results to these models (Enders, 2011; Foster et al., 

2004). For these reasons, we focused our study on PM models. More specifically, 

we selected four PM models. 
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The first PM model was the Hedeker and Gibbons (H&G) model, which assesses 

the parameter estimates for respondents with complete data (subgroup 1) and 

for respondents with incomplete data (subgroup 2). Subsequently, by taking the 

proportion of each subgroup into account, using the weighted average, the 

population parameters are calculated. An advantage of the H&G model is that 

longitudinal data can usually be divided into the two subgroups without the 

number per subgroup becoming too small. A drawback is that all respondents 

with incomplete data are treated alike. This may not always make sense 

intuitively; for example, students dropping out after the first year may be a 

different type of student than those dropping out after the second year.  

 

The other three PM models rely on more subgroups. For example, in a three 

wave study, three subgroups can be discerned: students with complete data (1); 

those who go missing after the second wave (2); and students who go missing 

after the first wave (3). Yet, students in subgroup 3 have only one data point. In 

order to estimate their change over time, three types of identifying restrictions 

can be put in place (hence, three PM models, Demirtas & Schafer, 2003). In the 

complete case restriction, the parameter estimate of the group providing complete 

data (subgroup 1) is used: the change over time for subgroup 3 is restricted to (or 

put equal to) the change over time for the complete cases (subgroup 1). The 

neighbouring case restriction equals the parameter estimate for subgroup 3 to that 

of subgroup 2. The available case option consists of using the weighted average of 

the respective parameter estimates of subgroups 1 and 2. Once parameter 

estimates have been calculated for each of the three subgroups, the population 

parameter estimate is derived by using the weighted average.  
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 This study 6.1.3

This study aims to provide a tutorial example of sensitivity analysis. For this, a 

non-simulated dataset on the change in students’ learning strategies during 

higher education is used. Thus, comparable to educational researchers 

confronted with missing data, the mechanism causing the missing data (MCAR, 

MAR or MNAR) is unknown. This non-simulated data allows us to provide a 

genuine example of using sensitivity analysis in educational research, and 

illustrate the guidelines in reporting the results from this analysis.  

 

The results from techniques assuming MAR (ML, MI, MLaux and MIaux) were 

checked against those assuming MNAR (PM models: H&G model, complete, 

neighbouring and available case restriction model). Next to this, we included LD, 

assuming MCAR. Although strongly cautioned against (Little & Rubin, 2002; 

Marsh & Hau, 2007; Wilkinson & Task Force on Statistical Inference, 1999), LD is 

used predominantly in studies on the change in students’ approaches to learning 

over time and, more generally, in education research (Peugh & Enders, 2004). 

Therefore, we chose to include this technique next to the models assuming MAR 

and MNAR. 

 

The research questions were:  

1. In assessing change over time in student learning strategies, do results 

differ according to the missing data technique (assuming MCAR, MAR 

and MNAR) adopted?  

2. Do the different results lead to substantively different conclusions 

regarding the growth over time?  
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These research questions are answered in two studies. When confronted with 

missing data, researchers relying on LD sometimes - out of caution - only 

generalize to participants who persist (e.g., students progressing normally 

throughout higher education). However, the analyses are done on those students 

with complete data; students with non-response are ignored. When doing so, it is 

implicitly assumed that taking missingness, due to non-response into account or 

not, does not influence the results and the substantive conclusions drawn from 

them. In study 1 we tested this assumption: can results and conclusions from 

students with complete data (using LD) be generalised to all students 

progressing normally during higher education? 

 

A second option often taken by educational researchers is to ignore missingness 

(using LD), but nevertheless generalizing to all participants (e.g., students in 

higher education). In doing so, it is assumed that whether missingness, due to 

attrition or non-response is taken into account, does not influence the 

conclusions reached. In study 2, we examined the effect of both non-response 

and attrition by using all available data points. Here, we expect larger differences 

in the results and conclusions between the models compared to in study 1, given 

that studies indicate that attrition cannot be assumed to be MCAR (e.g., 

Richardson et al., 2012), but MAR and MNAR are more likely.  

 Method 6.2

 Design and instrument  6.2.1

The research took place in a Belgian university college in which one cohort of 

students was followed up. In March of the first academic year (from September 
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to June), first-year students participated in the research. The same cohort was 

again questioned during May in both the second and third year of study.  

 

Students’ learning strategies consist of cognitive processing and regulation 

activities and are mapped using the Inventory of Learning Styles – Short Version 

(ILS-SV, Donche & Van Petegem, 2008). Three of the seven learning strategy 

scales were selected from a tutorial perspective: the memorizing, lack of 

regulation and analysing scales presented an array of possible outcomes from 

sensitivity analysis, which researchers may encounter in practice. By selecting a 

small number of scales, the results and suggestions for practice can be presented 

in detail. Table 6.2 provides for the three scales: the number of items, an example 

item, and the reliability estimates. 

 Latent growth analysis  6.2.2

In order to assess growth over time, we relied upon latent growth analysis. This 

allows the estimation of MNAR models more easily than multilevel analysis 

(Enders, 2010). Figure 6.1 depicts such a model that estimates the average growth 

in the manifest scale scores by an intercept and a slope. The intercept signifies 

Table 6.2: Three learning strategy scales of the ILS-SV; number of items; item example 

(translated from Dutch); and reliability estimates 

Scales Items Item example α° 

Memorizing 4 I learn definitions by heart and as literally as 

possible. 

.68-.71 

Lack of 

regulation 

4 I confirm that I find it difficult to establish 

whether or not I have sufficiently mastered the 

course material. 

.68-.73 

Analysing 4 I study each course book chapter point by point 

and look into each piece separately. 

.66-.70 

° the lowest and highest α obtained for each of the three waves is given 
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the initial value for the scale, whilst the slope indicates whether or not, on 

average, there is an increase or decrease in the scale scores per unit of time (here, 

12 months). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Three parameters are estimated next to the average growth trajectory. Firstly, the 

intercept variance parameter expresses whether or not students varied 

significantly in their initial level as measured by a learning strategy scale. 

Secondly, the variance in slopes indicates whether the students followed the 

general trend or deviated from one another. Thirdly, if both the intercept and 

slope variance prove significant, the covariance becomes a point of interest. This 

covariance indicates whether or not, on a learning strategy scale, the students’ 

initial scores were related to their change over time.  

Figure 6.1: Latent growth model 
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 Missing data and options to handle them 6.2.3

Table 6.3 provides detail on the missing data in the sample. There is a 

considerable amount of attrition. Of the cohort under study, 1,355 students were 

registered in the first year and 410 (30.3%) of those students continued in a non-

delayed study trajectory onto the third year. Due to unrestricted entrance into 

higher education in Belgium, it is commonplace that a large number of students 

stop during the first year or fail their exams (e.g., Germeijs & Verschueren, 2007). 

Next to attrition, there was wave non-response. Given that students were 

questioned during lecture slots, the response rates were adequate: 76.1% of the 

eligible students participated in wave 1, descending to 66.6% in wave 3 (see 

Table 6.3). Thirdly, there was a small number of item non-response. Scale scores 

were computed only if the student answered each of the four items for a learning 

strategy scale. Therefore, item non-response was treated as wave non-response. 

For example, at the first wave 6 students did not complete all items for the 

analysing scale (see Table 6.3).  

 

  

Table 6.3: Registration, participation and response rate per measurement wave 

 Wave 1 Wave 2 Wave 3 

Number of registered students  1355 616 410 

Number of respondents 1031 442 279 

Response rate (%) 76.1 70.5 66.6 

Number of respondents without item non-

responseMemorizing and Lack of regulation 

1029 442 278 

Number of respondents without item non-

responseAnalysing 

1025 440 275 
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In total 21.8% (=225/1029) of the students, who participated in the first wave, 

provided complete information at each of the three waves (21.6% for the 

analysing scale, 222/1025)12. This percentage was in line with (e.g., 21.5%; 

Zeegers, 2001), or better than, other studies on the change in student learning 

strategies during higher education (7.5%, Busato et al., 1998; 6.5%, Jackling, 

2005).  

A. Study 1 

For study 1, examining the effects of non-response, we selected the students from 

whom administrative data informed they had followed a non-delayed trajectory 

during higher education (i.e., progressed normally throughout the three years of 

higher education, here, N=410). Of these students, 225 provided complete data at 

each of the three waves for the memorizing and lack of regulation scale, whilst 

222 provided complete data for the analysing scale (further named as the 

longitudinal group). Fifteen students did not participate in any of the three 

waves and, therefore, were omitted from the analysis. Three hundred and 

ninety-five students provided data at one of the three waves.  

                                              

12 One may note that this is less than the longitudinal group of 245 retained in chapters 3 and 4. For this sixth chapter, 

administrative data were relied upon to discern drop-out patterns (see further). In doing so, it was noted that some 

students had responded to the questionnaire, without being enrolled in that year. This could be due to students for 

example having not succeeded in all the courses of the second year, following a more individual study trajectory in 

which they would re-take a number of courses from the second year and take some courses in the third year as well. 

These students were included in chapters 3 and 4 given they responded at all waves, but are excluded from analysis 

in this chapter given they do not meet the administrative requirements for a non-delayed study trajectory.  
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B. Study 2 

For study 2, examining the effect of both non-response and attrition, we made 

use of all available data. The number of students providing data for at least one 

wave for the analysing scale was 1,071, whilst 1,072 did so for the memorizing 

and lack of regulation scale. The 283 students, who did not provide data at any of 

the three waves, were excluded from the analysis.  

 Plan of analysis 6.2.4

The plan of analysis was alike for both studies 1 and 2. First, MCAR assumption 

was falsified using independent samples t-tests in SPSS. Second, latent growth 

analysis is done in Mplus 6.1 using nine missing data techniques (see Table 6.1). 

For the memorizing scale in study 2, an annotated syntax for each of these latent 

growth analyses is included in section 6.5. Sample data to reproduce the findings 

are available upon request.  

 

Assuming MCAR, we estimated the latent growth model using LD (Nstudy1&2=225 

for memorizing and lack of regulation; Nstudy1&2=222 for analysing). We ran the 

other eight models on the sample of students providing data on at least one wave 

(Nstudy1=395; Nstudy2=1071 for analysing and 1072 for memorizing and lack of 

regulation). We estimated four techniques assuming MAR: ML (through the EM 

algorithm, Muthén, Asparouhov, Hunter, & Leuchter, 2011); MI; MLaux; and 

MIaux. For the MI and MIaux models, we opted for 100 imputed datasets, given 

the large percentage of missing data in study 2. Moreover, a higher number of 

imputed dataset could increase the stability of the estimates and, since the latent 
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growth model required only a short computational time, there was no drawback 

in including more datasets (Enders, 2010; Graham, Olchowski, & Gilreath, 2007).  

 

The following administrative data were available as auxiliary variables: gender; 

prior education (general, technical or vocational); study track in higher 

education; whether or not students had started the first year in that university 

college anew; whether or not they had followed a non-delayed study trajectory; 

and the grade point average for each year. Good auxiliary variables predict the 

chance of being missing or are correlated with the variables under study (Collins 

et al., 2001). To examine the former, logistic regression was used to determine the 

variance explained by the auxiliary variables, in whether students were missing 

at a wave or not. The results are given in Table 6.4. To examine the latter, 

regression was used to provide the explained variance in memorising, lack of 

regulation and analysing by the auxiliary variables (see Table 6.5).  

  

Table 6.4: Explained variance in the chance of missingness by the auxiliary variables 

(Nagelkerke R²; in %) 

 Study 1 Study 2 

 Wave 1 Wave 2 Wave 3 Wave 1 Wave 2 Wave 3 

MissingMemorizing  26.7 7.7 10 20.0 7.3 18.4 

MissingLack of regulation 20.0 7.7 10 20.0 7.3 18.4 

MissingAnalysing 19.4 7.8 10.1 20.1 7.4 18.4 
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For both study 1 and 2, the auxiliary variables do indeed explain a part of the 

variance. Following Cohen’s (1988) rules for interpretation of the R² (see Table 

6.5)13, the explained variance ranges from a small to a large effect (4.8%-20.9%). 

However, though research has shown that good auxiliary variables are 

characterised by a larger explained variance (49%-81%, Collins et al., 2001; 

Johnson & Young, 2011), no harm was found in including auxiliary variables 

little related to the variable under study (Collins et al., 2001).  

                                              

13 We note that the Nagelkerke R² from Table 6.4 cannot be interpreted in absolute terms (Cohen, Cohen, West, & 

Aiken, 2003).  

Table 6.5: Explained variance of the variables under study by the auxiliary variables (R²; in %) 

 Study 1 Study 2 

 Wave 1 Wave 2 Wave 3 Wave 1 Wave 2 Wave 3 

Memorizing  9.3 4.8 7.1 10.7 8.0 8.3 

Lack of 

regulation 

13.5 15.3 20.9 14.4 17.3 20.4 

Analysing 10.3 10.9 14.0 10.5 9.6 12.5 

Table 6.6: Missing data patterns for the memorizing scale for study 1 

Pattern Wave1 Wave2 Wave3 Number of 

students 

% of students 

1 O O O 225 54.9 

2 O O M 62 15.1 

3 O M M 42 10.2 

4 M O O 6 1.5 

5 O M O 35 8.5 

6 M O M 13 3.2 

7 M M O 12 2.9 

8 M M M 15 3.7 

Note: O = data observed; M = data missing 
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The techniques, assuming MNAR, consisted of the H&G model and three models 

with identifying restrictions. For the models with identifying restrictions, the 

main hurdle for a researcher is to decide how to form subgroups. Looking at the 

missing data patterns for the memorizing scale as shown in Table 6.6, usually 

many possible patterns are suggested, which may be too small in number for 

reliable analysis (e.g., pattern 4). The key is then to combine subgroups. Note 

that the group with three missing data points (pattern 8) is left out of the 

analysis. For study 1, investigating the effect of non-response given that only 

students persisting in their studies were included, there are a number of options.  

1. Subgroups on the last wave for which students were observed (wave 3: 

patterns 1, 4, 5 and 7; wave 2: patterns 2 and 6; wave 1: pattern 3).  

2. Subgroups on intermittent missingness (patterns 1 to 3 as 3 different 

subgroups, grouping patterns 4 to 7 as the intermittent subgroup), which 

is of interest when one is keen to know whether students with intermittent 

missingness differ from their peers.  

3. Subgroups on the number of missing data points (none: pattern 1; 1 

missing data point: patterns 2, 4 and 5; and two missing data points: 

patterns 3, 6 and 7). Using this division into subgroups sheds light on 

whether students with more missing data due to non-response differ from 

their peers. 

 

Keeping the research questions in mind when choosing between the options is 

clearly important, as is the size of the subgroups. For study 1, the H&G model 

contrasted students with complete data, with those having incomplete data. For 

the models with identifying restrictions we chose the third option, given that the 
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effect of missingness due to non-response was under study. The three groups 

were thus: students with complete data (subgroup 1); students with one non-

response (subgroup 2); and those with two missing data points (subgroup 3). For 

the third subgroup, identifying restrictions had to be put into place in order for 

the growth model to be estimated. In the complete case restriction, the change 

over time for the third group was set equal to subgroup 1 (those with complete 

data, see 6.5 for the annotated syntax). In the neighbouring case restriction, their 

change over time was restricted to that of subgroup 2. For the available case 

restriction, the weighted average of the growth estimates for subgroups 1 and 2 

is used.  

 

In study 2, we relied upon administrative data to discern subgroups of attrition. 

For the H&G model, students progressing normally throughout their three years 

of study (N=395) were contrasted with their peers who did not progress 

normally (N=677). For the identifying restriction models, we discerned three 

subgroups: students in a non-delayed trajectory (1, N=395); those registered up 

to second year (2, N=184); and those registered only in the first year (3, N=493). 

Here, it is evident that the growth of subgroup 3 cannot be estimated. Therefore, 

in the complete case, the growth for subgroup 3 was constrained to the growth of 

subgroup 1. In the neighbouring case, it was restrained to the growth of 

subgroup 2. Lastly, with the available case restriction, we used the weighted 

average of subgroups 1 and 2.  
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 Results 6.3

 Study 1 6.3.1

The first study examined the effects of excluding or including students with non-

response. Prior to this, using independent samples t-tests, the MCAR assumption 

was falsified. For the memorizing and analysing scale, no significant differences 

were detected between students from the longitudinal group and those with 

incomplete data. For the lack of regulation scale, students, from the longitudinal 

group, scored significantly lower in the second wave than their colleagues 

(t(116.12)=3.567, p<.01, Cohen’s d=.36). For this scale, the MCAR assumption was 

thus rejected.  

 

Table 6.7 presents the results of the latent growth models using nine different 

missing data techniques for the memorizing, lack of regulation, and analysing 

scales. Looking at the results for the memorizing scale, the analysis, using LD, 

suggests that, during higher education, students reduce their reliance on this 

processing strategy. We noted variance in the intercept but not in the slopes. 

Next, models assuming MAR (ML, MI, MLaux and MIaux) indicated very 

similar estimates on the average and differential growth. The results from the 

models assuming MNAR were in line as well. For the memorizing scale, the 

results from the nine missing data techniques were thus very comparable.  
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For the lack of regulation scale, the LD estimates suggest a significant decrease 

over time. Regarding the variances, we noted significant intercept variance, 

whilst the results indicated no differential growth over time. The MAR models 

estimated the intercept somewhat larger than the LD model, but the 95% 

confidence intervals (CI) overlap14. The slope parameter was comparable to the 

one from the listwise deleted sample. Regarding differential growth, the MAR 

models estimated a larger variance in the intercept, although they reached the 

significance level only for the MLaux and MIaux (CI LD 0.29-0.42; CI MLaux 

0.43-0.53; CI MIaux 0.43-0.56)15. The models including auxiliary variables, also 

suggested a significant slope variance. Examining the MNAR models revealed 

that the intercept and slope were comparable to the MAR models. In line with 

MIaux, the MNAR models indicated slope variance. In summary, all models 

confirmed the general decreasing trend in lack of regulation. However, the 

models differed in the magnitude of the intercept variance and in their 

assessment of differential growth over time.  

 

The results for the analysing scale were straightforward. The MCAR, MAR and 

MNAR models provided comparable estimates for the intercept, slope and the 

two variance parameters. For students progressing normally through higher 

                                              

14 The 95% CI for an intercept is not provided in the Mplus output but is easily calculated as follows: intercept ± 

1.96*standard error of the intercept. The standard error of the intercept is calculated as the √intercept 

variance/√number of respondents in the dataset. For example, for the LD sample the standard error of the intercept= 

√0.350/√225=0.0394. The CI is then 2.569 ± 1.96*0.0394. 

15 The 95% CI around variance parameters is not provided in the Mplus output but can be computed using for 

example R. It requires information on the cumulative probability of the Chi² distribution, which can be in R with the 

qchisq function. Calculate the variance’s lower limit as ((N-1)*variance)/qchisq(.975,N-1); the upper limit at ((N-

1)*variance)/qchisq(.025,N-1). For example, for the MIaux results the lower limit is (394*0.488)/450.88=0.427 and the 

upper limit is (394*0.488)/340.89=0.564.  
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education, all models confirmed a constant trend over time. Students were found 

to vary significantly in their degree of analysing at the first wave, but not in their 

change over time.  

 Study 2 6.3.2

In study 2, to investigate the effect of both non-response and attrition on the 

results, we made use of all available data. Students who dropped out of their 

studies are thus included in the analysis. First, the MCAR assumption was 

verified. The results of independent samples t-tests for the memorizing scale 

indicated no significant differences between students from the longitudinal 

group and their peers with incomplete data. Concerning the lack of regulation 

scale, students, from the longitudinal group, scored significantly lower in both 

the first and second waves (t(1027)=5.973, p<.001, Cohen’s d=.45; t(440)=4.950, 

p<.001, Cohen’s d=.47). Students from the longitudinal group also scored 

significantly higher on analysing in both the first and second waves (t(1023)=-

3.295, p<.01, Cohen’s d=.25; t(438)=-2.680, p<.01, Cohen’s d=.26). Therefore, we 

rejected the MCAR assumption for the lack of regulation and analysing scale. 
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Table 6.8 presents the results from the sensitivity analyses. For the memorizing 

scale, the models, assuming either MCAR or MAR, indicated a significant 

decrease over time, combined with variance in intercepts but not in slopes. 

However, the models, assuming MNAR, did not confirm a declining trend over 

time. The H&G model estimated that the general trend was insignificant due to 

the fact that students, who dropped out of their studies at a certain time or fell 

behind, were found to remain constant on this learning strategy scale (b=.043, 

se=.055, p=.43; not in table). The estimates from the neighbouring and available 

case models also suggested absence of change over time. In summary, the 

models, relying on different assumptions regarding missingness, disagreed on 

whether or not there was average growth.  

 

Concerning the lack of regulation scale, the intercept was estimated to be 

significantly higher for the MAR and MNAR models compared to the MCAR 

model (CI LD 2.44-2.65; CI ML 2.83-2.91). The estimate of the slope did not differ 

significantly between the models. Compared to the MCAR model, and although 

significant only for the MLaux and MIaux models (CI LD .29-.42; CI MLaux .43-

.49; CI MIaux .49-.55), the intercept variance was estimated to be higher in the 

MAR and MNAR models. Whilst the MCAR model did not detect slope 

variance, the estimates for the ML model were at the verge of significance (var 

slope=.051, se=.027, p=.054) and those of the MI, MLaux and MIaux models 

reached significance (see Table 6.8). However, the MNAR models did not 

confirm this differential growth. Consequently, the MCAR models differed from 

the MAR models on the intercept and on the slope variance, whilst the MNAR 

and MAR models disagreed regarding this last parameter. 
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For the third scale, analysing, we noted that the MAR and MNAR models 

estimated the intercept significantly lower compared to the MCAR model (CI 

LD: 2.98-3.13; CI ML: 2.85-2.93). The trend over time was estimated to be 

constant using the LD, MI, MLaux and MIaux techniques and MNAR models. 

On the other hand, the ML estimates suggested an increase over time. 

Concerning the intercept variance, we found no differences between the models. 

However, unlike the MCAR and MAR models, the MNAR models detected a 

significant variance in slopes. 

 Discussion 6.4

Invariably, longitudinal studies have missing data; some respondents drop-out 

of the study (attrition), miss a wave (wave non-response), or leave some items 

unanswered (item non-response). In practice, this missing data is ignored, mostly 

by applying LD, which assumes MCAR (see Table 6.1, Marsh & Hau, 2007). On 

the other hand, methodologists recommended that a sensitivity analysis be 

conducted by estimating models that assume missingness was related to either 

the study’s variables (MAR) or to the value, which would have been observed, 

had the student provided data (MNAR). However, in educational research, there 

were few practical examples of such sensitivity analysis, and these studies 

focused (predominantly) on MNAR selection models (Foster et al., 2004; Xu & 

Blozis, 2011). By using a non-simulated dataset, this study exemplified the 

estimation of growth in three learning strategies (memorizing, analysing and 

lack of regulation) during higher education by using nine missing data 

techniques, which assumed respectively MCAR, MAR and MNAR (see Table 

6.1). 
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 Reporting on the findings from study 1 6.4.1

In study 1, only students who we knew had followed a non-delayed trajectory in 

higher education were included. This allowed us to investigate whether or not 

taking missingness due to non-response into account, influenced the results and 

conclusions. Put differently, can results from students with complete data (using 

LD) be generalised to all students progressing normally during higher 

education? Examining the summarized results provided in Table 6.9 indicates 

that for the memorizing and analysing scale, results did not differ between 

models assuming MCAR, MAR and MNAR. In other words, using LD, correct 

results for these two scales were obtained.  

 

For the lack of regulation scale, for which the MCAR assumption had been 

disproven, results did indicate two differences. First, the intercept variance 

differed in strength between the models (see Table 6.9: LD<MLaux & MIaux), 

being estimated larger in the MLaux and MIaux models than in the LD model. 

More importantly, models assuming different missing data mechanisms differed 

on the significance slope variance (see Table 6.9: Significant: MLaux, MIaux, 

MNAR models; Not significant: LD, ML and MI). The MIaux and MNAR models 

indicated that students vary in their change in lack of regulation over time, 

whilst the LD, ML and MI models suggested that students followed a 

comparable growth trajectory over time. Thus, for the lack of regulation scale, 

how non-response is modelled does lead to substantively different conclusions. 
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On an aside, we note that for the lack of regulation scale, the results of the 

models assuming MAR (ML, MI, MLaux and MIaux) did not confirm one 

another; the slope variance was significant only for the MLaux and MIaux. This 

finding confirmed that including auxiliary variables can yield different 

parameter estimates and/or standard errors (Collins et al., 2001). However, this 

finding was at odds with literature suggesting the correlations between the 

auxiliary variable and the variable containing missing data, needed to be quite 

high to matter (81%, Collins et al., 2001; 49%-81%, Johnson & Young, 2011). In 

our data, only 13.5% to 20.9% of the variance in lack of regulation was explained 

by the auxiliary variables (see Table 6.5). Nevertheless, given that the MIaux 

estimates were in line with MNAR models, the auxiliary variables may have 

reduced bias (Collins et al., 2001) and rendered missingness more ignorable 

(Allison, 2009; Yoo, 2009). Given that simulation studies did not find harm in 

including auxiliary variables, which were little related (or unrelated) to the 

variables under study (Collins et al., 2001), the finding suggests that auxiliary 

variables should be included when they are available.  

 

How can the findings of the sensitivity analysis for the three scales of study 1 be 

reported? Table 6.10 summarizes some guidelines that the literature presented 

(Enders, 2010; Foster et al., 2004; Graham & Schafer, 1999; Jeličić, Phelps, & 

Lerner, 2010; Muthén et al., 2011).  

 

For the analysing and memorizing scales, showing no differences in average or 

differential growth between the models (see Table 6.10, option 1), we suggest 

reporting the results from models assuming MAR. Next, it is worth noting that 
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models, assuming MNAR, did not contradict these findings. For the lack of 

regulation scale, the results from the MLaux and MIaux model differed from 

those of the ML and MI models. Moreover, the results from the MIaux model 

were in line with those of models assuming MNAR (see Table 6.10, option 3). 

Consequently, it is recommended to present all models assuming MAR and 

MNAR. Next, a researcher has to choose the model based upon the assumptions 

with which he/she is most comfortable (Enders, 2010; Foster et al., 2004; Muthén 

et al., 2011). Here, we would opt to follow the MNAR models and those 

including auxiliary variables, and thus conclude that students do vary in their 

growth over time with regard to lack of regulation.  

 

 Reporting on the findings from study 2 6.4.2

Study 2 investigated whether taking missingness, due to both attrition and non-

response into account, influences the results and the conclusions reached. Put 

differently, can one, relying on a listwise deleted sample, generalize to all 

students in higher education? The results of study 2 are summarized in Table 6.9. 

For the memorizing scale, independent samples t-tests did not indicate 

differences between students from the longitudinal group and their peers with 

incomplete data. Nonetheless, the models suggested substantively different 

Table 6.10: Guidelines for reporting the results from sensitivity analysis 

Result How to report? 

Models assuming MAR ≈ Models 

assuming MNAR 

MAR models in detail  

Add: Not contradicted by MNAR  

Models assuming MAR ≠ Models 

assuming MNAR 

Present MAR and MNAR models 

Cautiously choose  

ML & MI ≠ MLaux, MIaux & MNAR Present MAR & MNAR models 

Cautiously choose 

ML ≠ MI, MLaux, MIaux & MNAR Present MAR & MNAR models 

Opt for the MI, MLaux, MIaux & MNAR results 
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results; the LD model and the MAR models indicated a significant decline in 

memorizing over time, while the models assuming MNAR did not confirm this.  

 

To report these results (Table 6.10, option 2), it is recommended to present both 

the MAR and MNAR estimates. Methodological literature suggests choosing 

cautiously. Here, we would opt to refrain from stating that students decrease 

their degree of memorizing. Rather we conclude that students continuing in 

higher education do reduce their reliance on memorizing strategies, whilst those 

dropping out after the second wave, retain a constant degree of memorizing.  

 

Concerning the lack of regulation scale, two parameter estimates differed 

between the models. Firstly, LD underestimated the intercept; this was in line 

with the rejection of the MCAR assumption for this scale at the first wave. 

Secondly, the LD and models assuming MNAR did not detect significant slope 

variance, whilst the models assuming MAR did (see Table 6.10, option 2). In this 

case we would present both models assuming MAR and MNAR, and we would 

refrain from concluding that there was slope variance. 

 

Lastly, for the analysing scale, three differences were noted. First, given that 

MCAR assumption was disproven at the first wave, LD overestimated the 

intercept. Second, the ML results suggested a significant slope whilst those from 

MI, MIaux and MLaux did not (see Table 6.10, option 4). Although Jeličić at al. 

(2010) reported on a comparable finding, the difference between the ML and MI 

estimates is disconcerting. If the set of cases and the used variables is the same, 

and if the number of imputed datasets is sufficiently large (here, m=100), the ML 
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and MI models should produce equivalent parameter estimates (Collins et al., 

2001; Peugh & Enders, 2004). Yet, increasing the number of imputed datasets to 

2,000 did not annul the difference between the ML and MI results.  

 

One possible explanation was a violation of the multivariate normal distribution 

to which ML was found to be more sensitive than MI (Graham & Schafer, 1999; 

Jeličić et al., 2010). However, there is a lack of guidelines as to whether, in this 

case, ML or MI is to be trusted more (Jeličić et al., 2010). Therefore, a practical 

suggestion could be to estimate all four MAR models when auxiliary variables 

are available and both the ML and MI models when they are unavailable. 

Reporting on these findings (see Table 6.10, option 4), results from models 

assuming MAR or MNAR are to be presented. Those from the MI, MLaux, 

MIaux and MNAR models seem here more plausible given that they confirmed 

one another.  

 

A third difference in the results of the analysing scale concerns the slope 

variance. The MNAR models indicated differential growth, while the MAR 

models did not (see Table 6.10, option 2). Again, the estimates of both models 

should be reported. Here, we would, from a conservative point of view, opt for 

the results of the models assuming MAR (no slope variance), to avoid type I 

error (i.e., stating there is differential growth over time, while in reality there is 

not). 
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 Implications for analysis of longitudinal data  6.4.3

Two implications for analysis of longitudinal data overarched the two studies. 

Firstly, the various models assuming different missing data mechanisms (MCAR, 

MAR and MNAR) led to substantively different conclusions. This was true for 

both study 1 (missingness due to only non-response, generalizing to the 

persisting students) and 2 (missingness due to attrition and non-response, 

generalizing to all students), though it was more outspoken for the latter. For 

practice, this implies that sensitivity analysis proved valuable for both studies: 

whenever there is missing data, either due to non-response or due to attrition, 

estimating multiple missing data models - assuming MAR and MNAR – is 

recommended.  

 

Second, the LD approach often generated different estimates than the models 

assuming MAR or MNAR. When the MCAR assumption was disproved for the 

first wave, the intercept was either over- or underestimated. Next to this, and in 

line with prior findings (Wothke, 2000; Xu & Blozis, 2011), for some learning 

strategy scales, the intercept and slope variance was underestimated. As shown 

repeatedly in simulation studies (Enders, 2001; Enders & Bandalos, 2001; 

Wothke, 2000), the results from the LD missing data technique were “inadequate 

at best, misleading at worst” (Jeličić et al., 2010, p. 819). LD should therefore be 

refrained from, in favour of models assuming MAR (Marsh & Hau, 2007). 

 Limitations 6.4.4

It has to be acknowledged that there were a number of limitations of this study. 

Firstly, item non-response was treated as wave non-response, given that there 
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was no easy solution for the item non-response issue (Jeličić et al., 2010). There is 

a call for further methodological research on dealing with item non-response 

(Johnson & Young, 2011). Although the amount of missing data, due to item non-

response, was very limited (e.g., 6 of 1,031 students were missing for the 

analysing scale in the first wave, see Table 6.3), excluding cases with item non-

response may have decreased statistical power. However, this influence is 

known to be more substantial when there are a large number of items in a scale 

(Enders, 2010), which was not the case in our study (all three scales were based 

upon 4 items, see Table 6.2).  

 

Secondly, the results from this study cannot be generalized to other longitudinal 

studies or, specifically, to studies on the change in learning strategies during 

higher education. The issue of missing data is characteristic to each study and to 

each dataset. Consequently, each study warrants sensitivity analysis to assess the 

effect of missing data, related to the outcome under study, on the longitudinal 

change. 

 

Thirdly, administrative data provided us with information on the registration of 

students in each of three academic years. This allowed us to discern the students 

who progressed in a non-delayed manner (study 1). Moreover, in study 2, true 

drop-out patterns could be relied upon. When this data is not available, 

researchers need to construct plausible drop-out patterns on the observed data. 

However, as missing data is a mixture of non-response and attrition, it can be 

difficult to discern if and when a student has dropped out. 

 



Chapter 6 

215 

 

Notwithstanding this study’s constraints, we hope to have provided a clear and 

practical case of applying sensitivity analysis when missing data is part of 

modelling change over time. It is apparent from the results that the choice of 

missing data technique influences the results and the substantive conclusions 

achieved. This underscores the need to conduct sensitivity analysis when 

missing data may be related to the outcome under study.  

 Mplus 6.1 syntaxes for the memorizing scale in study 2 6.5

based on Enders (2010) 

For each model, the syntax is provided along with explanation. This explanation 

is preceded by the “!” symbol, since Mplus does not read lines which start with 

“!”.  

 MCAR assumption 6.5.1

A. Growth model using LD 

! The listwise deleted sample is selected beforehand and converted to a csv-file  

 

DATA: file = 

C:\Users\Desktop\Missingness\Memorizing\MemorizingLDsample.csv; 

! description of the variables in the dataset, in this case the students’ id !number 

and their score at 

! the three waves 

VARIABLE: 

names = id y1 y2 y3; 

! indicate which variables you will use in the analysis 

usevariables = y1 y2 y3; 

! the actual analysis model, here a growth model with unequal time !intervals 

(here, 14 months between wave 1 and 2 and 12 months between !wave 2 and 3) 
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MODEL: 

icept linear | y1@0 y2@1.16 y3@2.16; 

! ask for the TECH4 output which you can consult if there are problems with the 

model 

OUTPUT: TECH4; 

! Note: you do not need to define that the analysis needs to use maximum 

likelihood as it !is the default in Mplus for this analysis 

 MAR assumption 6.5.2

B. Maximum Likelihood 

! The differences with the growth model on a listwise deleted sample (see A.) are 

that the !dataset now contains respondents with missing values, !and that the 

syntax contains a MISSING statement. 

DATA: file =  

C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsample.csv; 

VARIABLE: 

names = id y1 y2 y3; 

usevariables = y1 y2 y3; 

! indicate how Mplus can detect whether data are missing, you can define !the 

value yourself (see 6.6) 

missing = all (999); 

MODEL: 

icept linear | y1@0 y2@1.16 y3@2.16; 

OUTPUT: TECH4; 

C. Multiple imputation 

STEP 1: IMPUTATION 

DATA: file = 

C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsample.csv; 

VARIABLE:         

names =  id y1 y2 y3; 

usevariables = y1 y2 y3; 

missing = ALL(999); 
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! in the Data imputation command you state that variables y1-y3 need to be 

imputed and !that you require 100 imputed datasets  

DATA IMPUTATION: 

impute = y1-y3 ; 

ndatasets = 100; 

save = memoimp*.dat; 

ANALYSIS:        TYPE = BASIC; 

OUTPUT:        TECH8; 

 

STEP 2: ANALYSIS & POOLING 

! The memoimplist.dat file, made in step 1, is now used for the analysis 

DATA:  FILE = C:\Users\  

Desktop\Missingness\Memorizing\memoimplist.dat; 

TYPE = IMPUTATION; 

VARIABLE: 

names =  y1 y2 y3 ; 

usevariables = y1 y2 y3; 

ANALYSIS:        ESTIMATOR = ML; 

MODEL:        i s | y1@0 y2@1.16 y3@2.16; 

OUTPUT:        TECH1 TECH4; 

D. Maximum likelihood with auxiliary variables 

! For this model, you need the auxiliary variables in your csv-file 

DATA: file = 

C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsamplewithauxil

iary.csv; 

VARIABLE: 

names are id y1 y2 y3 aux1 aux2 aux3 aux4 aux5 aux6 aux7 aux8 aux9 aux10 

aux11 aux12 aux13 aux14 aux15; 

usevariables are y1 y2 y3; 

auxiliary = (m) aux1 aux2 aux3 aux4 aux5 aux6 aux7 aux8 aux9 aux10 aux11 

aux12 aux13 aux14 aux15; 

missing are all (999); 

MODEL: icept linear | y1@0 y2@1.16 y3@2.16; 

OUTPUT: TECH4; 
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E. Multiple imputation with auxiliary variables 

STEP 1: IMPUTATION 

! For this model, you need the auxiliary variables in your csv-file 

DATA: file =  

C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsamplewithauxil

iary.csv; 

VARIABLE:         

NAMES =  id y1 y2 y3 aux1 aux2 aux3 aux4 aux5 aux6 aux7 aux8 aux9 aux10 

aux11 aux12 aux13 aux14 aux15; 

usevariables are y1 y2 y3; 

MISSING = ALL(999); 

AUXILIARY= aux1 aux2 aux3 aux4 aux5 aux6 aux7 aux8 aux9 aux10 aux11 

aux12 aux13 aux14 aux15;  

DATA IMPUTATION: 

impute = y1-y3 ; 

ndatasets = 100 

save = memoimp*.dat; 

ANALYSIS: TYPE = BASIC; 

OUTPUT: TECH8; 

 

STEP 2: ANALYSIS & POOLING 

The same as in C. Multiple imputation 

 MNAR assumption 6.5.3

F. Hedeker & Gibbons 

! For this model, you need a dummy in your csv file discerning 2 groups. Here, 

the !dropout variable indicates whether a student progressed normally 

throughout their 3 !years of study (0, completers) or not (1, dropout, see 6.2.4. 

Plan of Analysis, last paragraph) 

 

DATA: file =  
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C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsamplewithdrop

out.csv; 

VARIABLE: 

names are id y1 y2 y3 dropout; 

! Mplus makes a copy of the dropout variable  

usevariables are y1 y2 y3 dropout dropout2; 

missing are all (999); 

nominal are dropout2; 

define:  dropout2 = dropout; 

ANALYSIS: 

estimator = ml; 

MODEL:  model: 

icept slope | y1@0 y2@1.16 y3@2.16; 

y1-y3 (1); 

[icept] (b00); 

[slope] (b10); 

icept on dropout (b02); 

slope on dropout (b12); 

[dropout2#1] (logit); 

MODEL CONSTRAINT: 

! first, you define new parameters 

new(pic pid iceptc slopec iceptd sloped iceptavg slopeavg ); 

! computing pattern proportions 

pic = exp(logit)/(exp(0) + exp(logit)); 

pid = exp(0)/(exp(0) + exp(logit)); 

! the estimates for the completers 

iceptc = b00; 

slopec = b10; 

! the estimates for the dropouts 

iceptd = b00 + b02; 

sloped = b10 + b12; 

! calculating the average estimates across patterns, it are these average estimates 

that you report 

iceptavg = pic*iceptc + pid*iceptd; 

slopeavg = pic*slopec + pid*sloped; 

OUTPUT:  sampstat; 
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G. Model with complete case restriction 

! For this model, you need a variable in your csv-file discerning 3 groups (see 

6.2.4. Plan of !Analysis, last paragraph). Here, the pattern variable indicates 

whether a student was in a !non-delayed trajectory (pattern 1), registered up to 

the second year (pattern 2, dropout !after wave 2) or registered only in the first 

year (pattern 3, dropout after wave 1) 

DATA: file =  

C:\Users\Desktop\Missingness\Memorizing\MemorizingALLsamplewithpatt

ern.csv; 

VARIABLE: 

names are id y1 y2 y3 pattern; 

usevariables are y1 y2 y3 ; 

missing are all (999); 

! missing data patterns are defined as three known classes 

classes = patt(3); 

knownclass = patt(pattern = 1 pattern = 2 pattern = 3); 

ANALYSIS: 

! given you have different classes, you need mixture modeling 

type = mixture; 

 

MODEL: 

icept slope | y1@0 y2@1.16 y3@2.16; 

y1-y3 (1); 

[patt#1] (p1logit); 

[patt#2] (p2logit); 

 

! models per pattern   

! pattern 1 

[icept] (p1i); 

[slope] (p1s); 

! pattern 2 

[icept] (p2i); 

[slope] (p2s);   

! pattern 3  

[icept] (p3i); 

[slope] (p3s); 
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MODEL CONSTRAINT: 

! restraining the slope for the group with only 1 datapoint (pattern 3) to the slope 

of those !in a non- delayed trajectory  

p3s = p1s; 

 

! calculating the iceptavg and slopeavg, which are reported 

new(c1prop c2prop c3prop iceptavg slopeavg ); 

c1prop = exp(p1logit)/(exp(0) + exp(p1logit) + exp(p2logit)); 

c2prop = exp(p2logit)/(exp(0) + exp(p1logit) + exp(p2logit)); 

c3prop = exp(0)/(exp(0) + exp(p1logit) + exp(p2logit)); 

iceptavg = c1prop*p1i + c2prop*p2i + c3prop*p3i; 

slopeavg = c1prop*p1s + c2prop*p2s + c3prop*p3s; 

 

OUTPUT:  sampstat; 

H. Model with neighbouring case restriction 

! compared to model G. complete case restriction, only the restriction in the model 

constraint !section differs 

MODEL CONSTRAINT: 

! restraining the slope for the group with only 1 datapoint (pattern 3) to the slope 

of the !students who are registered up to the second year !(pattern 2) 

p3s = p2s; 

I. Model with available case restriction 

! compared to model G. and H., only the restriction in the model !constraint 

section differs 

MODEL CONSTRAINT: 

! restraining the slope for the group with only 1 datapoint (pattern 3) to the 

weighted !average of the slopes for pattern 1 and 2. To do so, you need the 

number of students !showing pattern 1 and 2 (here, respectively 395 and 184) 

p3s = (395/(395+184))*p1s + (184/(395+184))*p2s ; 

 





 

 

 

 

 

 

 

 

 

 

 

 

 

7. Conclusion and discussion 
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Preparing students for lifelong learning is an important challenge for education. 

To be able to continue learning after graduation, students require a set of skills 

for lifelong learning. Two frequently mentioned skills are critical thinking and 

self-regulation. Given that deep, self-regulated learning strategies are required 

for the development of these skills, education should aim to foster these learning 

strategies.  

 

Studies investigating whether education meets this aim are however 

characterized by two main shortcomings. First, studies conducted up to the 

present are all in the context of higher education, thereby possibly clouding our 

view of how learning strategies change over time. Longitudinal studies focusing 

on transitional phases, such as the transition from secondary to higher education, 

can help us to understand whether growth in learning strategies is an unstable 

rather than gradual trend. In addition to examining average growth, a limited 

number of studies have looked at differential growth and detected, for some 

scales, decreasing variability between students over time. The question of 

whether trend holds true when differential growth is assessed during a period of 

change in an educational context remains. 

 

Second, the statistical choices made in current research may compromise the 

accuracy of estimates and possibly the validity of the conclusions drawn from 

them. The first issue is the neglect of the measurement model underlying scale 

scores. This means that measurement error remains unaccounted for. A second 

element is that, given longitudinal measurement invariance is untested for, 

change over time may be confounded with measurement variance. A third 
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element concerns omission of respondents with missing data prior to analysis. 

This can hamper the accuracy of results due to a reduction in statistical power as 

well as due to selection bias in the remaining sample of respondents with 

complete data.  

 

For each of these three statistical choices, statistical literature provides sound 

alternatives. Use of these alternatives in the students’ approaches to learning 

(SAL) domain is however hampered by an absence of studies detailing whether 

and how growth trend estimates may be influenced by accounting for the 

measurement model, by testing for longitudinal measurement invariance and by 

including missing data into the analysis. Therefore, the present dissertation aims 

to model the growth in learning strategies during and after the transition to 

higher education and to explore how statistical choices impact the growth trend 

estimates.  

 

In doing so, seven learning strategy scales of the Inventory of Learning Styles – 

Short Version (ILS-SV) are used (see 1.1.2). Four of these scales map cognitive 

processing strategies. The scales used to assess critical processing and, relating 

and structuring are measuring deep processing, while those assessing 

memorizing and analysing map stepwise processing. The other three scales - 

self-regulation, external regulation, and lack of regulation - capture how student 

learning is guided.     

 

In the next sections, I will first discuss the results of each of the five research 

questions. In each instance, directions for future research will be linked to the 
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findings. Afterwards, limitations and more general and broad pathways for 

further research are detailed. Finally, the implications of the present work for 

research practice on the one hand and for policy and practice on the other hand 

are discussed.  

7.1. Average change in learning strategies during and after the 

transition to higher education 

Two studies in this dissertation focused on how students’ learning strategies 

evolve on average during the transition from secondary to higher education and 

throughout higher education. Chapter four describes the results in a second 

longitudinal sample, in which one cohort of students was followed up over their 

three years at a University College. The analysis was performed on a sample of 

245 students who provided complete data during each of the three measurement 

waves. Chapter five explores growth in the learning strategies of students 

making the transition from secondary to higher education (sample 1). Growth 

analysis was performed on the 630 students who declared to be studying in 

higher education during the 18 months following graduation from secondary 

education. For the external regulation scale in this sample, growth could not be 

modelled due to insufficient reliability. For the other learning strategy scales, 

Figure 7.1 visualizes the average growth trajectory from sample 1 (continuous 

line) and sample 2 (broken line).  
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(SE=Secondary education; HE=Higher education) 

 

Figure 7.1: Average growth per learning strategy for sample 1 (continuous line) 

and sample 2 (broken line) 
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When the degree of processing and regulation from the start of the last year of 

secondary education is compared to the end of the third year of higher 

education, students’ learning strategies appear, on average, to evolve in the 

direction of deep and self-regulated learning. From the viewpoint of lifelong 

learning in which self-regulatory skills and strategies for deep understanding are 

pivotal, this is a positive finding: during the period from the last year of 

secondary education to the end of higher education students appear to become 

more proficient in these crucial aspects of lifelong learning.  

 

For memorizing, there is a decrease when the level at the start of the last year of 

secondary education is compared to the end of the third year. During higher 

education, a decrease in externally regulated learning was also found. Given that 

these learning strategies are judged - at the conceptual level – to be less beneficial 

for lifelong learning (see Table 1.2., Vermunt & Vermetten, 2004), this is a 

positive finding. Similarly, the results from the analysing scale and the lack of 

regulation scale show that the level at the end of the third year in higher 

education is higher than during the last year in secondary education. 

Conceptually, these learning strategies are judged less adequate in regards to 

lifelong learning, and thus, preferably, these learning strategies had not 

increased over time.  

 

For both scales, the findings are also at odds with previous research concluding 

on a constant trend in analysing (Donche et al., 2010; Severiens et al., 2001; 

Vanthournout, 2011) while being inconclusive between a constant trend 

(Severiens et al., 2001; Van der Veken et al., 2009) or a decrease (Donche et al., 



Conclusion and discussion 

232 

 

2010; Vanthournout, 2011) for the lack of regulation scale. This may be due to the 

timing of the measurement waves. As shown in Figure 7.1, for both scales the 

increase occurs when students start higher education. If the first data collection 

takes place when students are already in higher education, as is the case for 

previous research, this effect can be missed. In sum, the contradictory findings 

can be explained by the fact that the present research includes the transitional 

period, while previous research did not.  

 

The findings also show that it does not make sense to view development as a 

gradual trend. Rather, the results suggest that growth in learning strategies 

varies across a series of stages. The first stage concerns the last year of secondary 

education when, for most scales, a constant trend is noted: critical processing as 

well as self-regulation does not increase and students’ degree of lack of 

regulation also remains constant. Possibly, an explanation can be found in the 

interplay between teacher-regulation and student-regulation of learning 

(Vermunt & Verloop, 1999). Perhaps, over time in secondary education, both 

elements became compatible (i.e., congruence). A consequence of this is that 

students were not incited to change their learning strategies during the last year 

of secondary education.   

 

A second stage concerns the transition period from secondary to higher 

education, when all learning strategies show – compared to the stage before and 

after - a strong increase, labelled a ‘transition jump’. The increase in both deep 

and stepwise processing strategies can be related to the both-high profile 

detected by Lindblom-Ylänne and Lonka (1999). These researchers concluded 
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that, in contrast to more advanced peers, novice medical and psychology 

students most frequently scored high on both meaning- and reproduction-

oriented orientation.  

 

In the SAL literature, two contrasting hypotheses have been put forward to 

explain students’ reactions when confronted with a new educational context. The 

first states that a new educational context makes students rely more strongly on 

their usual way of going about learning (Cliff, 2000; Segers et al., 2006). The 

second suggests that a new educational context induces a period of friction, 

which stimulates students to adjust their learning strategies (Lindblom-Ylänne, 

2003; Vermunt & Vermetten, 2004). The transition jump appears to confirm the 

second hypothesis. Possibly, due to the larger variety of courses compared to in 

secondary education, the first year in higher education demands more deep and 

self-regulated learning in addition to greater reliance on analysing and learning 

some content by heart.  

 

However, if the first year in higher education requires students to rely more on 

memorizing than in secondary education, we would expect the high level of 

memorizing to be maintained throughout the first year. This is not the case (see 

Figure 7.1): after the initial encounter with higher education, memorizing 

decreases anew. In addition, the friction hypothesis is, in my view, not sufficient 

to explain the transition jump in the lack of regulation scale. It can hardly be 

argued that the first year in higher education demands more undirected learning 

from students.  
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An alternative explanation may be anxiety, which has previously been found to 

be associated with student learning (e.g., Tooth, Tonge, & McManus, 1989). 

Possibly, uncertainty and stress about the learning required in the new 

educational context, as described in qualitative research (Christie et al., 2008; 

Cree et al., 2009), may leave students experiencing a greater lack of regulation in 

their learning. The uncertainty may also have motivated students to maximize 

their chances by augmenting their use of both deep and stepwise processing 

activities. In summary, to clarify the transition jump in all processing and 

regulation strategies, including in lack of regulation, uncertainty and stress 

generated by the new educational context appears to be a more suitable 

explanation than the friction hypothesis.  

 

After the relative stability during the last year of secondary education (stage 1) 

and the transition jump (stage 2), the third stage (the remainder of the first year) 

is characterised by a relative stand-still. Students maintain their relating and 

structuring, critical processing and self-regulation strategies constant. Students’ 

lack of regulation continues to increase however, plausibly because until the first 

year has been passed, uncertainty about whether one can cope with the demands 

of the new educational context remains. From the perspective of lifelong 

learning, at the conceptual level, the only positive trend is for the memorizing 

scale, showing a decrease during this time frame.  

 

In a fourth stage, from the end of the first year of higher education to halfway 

through the second year of higher education, the change in learning depicts a 

new change in the direction of deep and self-regulated learning. This appears at 
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the detriment of memorizing and lack of regulation. These trends are continued 

throughout higher education, as shown by results of the second longitudinal 

sample, in which students were followed during their three years at a University 

College (see broken lines in Figure 7.1).  

 

To summarise, from the last year of secondary education to the last year of 

higher education, on average, students do evolve in the direction of deep and 

self-regulated learning, to the detriment of memorizing. By extending this study 

beyond the educational context to include the transitional phase from secondary 

to higher education, there is evidenced that change in learning strategies is non-

linear, with periods of stability (e.g., the last year of secondary education) 

alternating with periods of change (e.g., the transition jump).  

 

Further research would benefit from exploring why students’ learning strategies 

remain, on average, stable during one phase and change during another. 

Following students during this transition and throughout the first year of higher 

education using qualitative methods can reveal the reasons for the transition 

jump as well as for the relative resistance to change during the rest of the first 

year in higher education.  

 

Another way to enhance understanding is by studying predictors of growth. 

Here, literature exploring fit in the teaching/learning environment (T/LE) 

between secondary and higher education is of value. Research by Torenbeek and 

colleagues (2010) suggests that students benefit from learning environments not 

to dissimilar from those that they are already acquainted with in secondary 
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education. If the resemblance in T/LE is high, students need less time to adjust 

(Torenbeek et al., 2010). Similarly, it has been found that when the T/LE is in line 

with students’ expectations, students engaged more in learning (Stevenson, 

Sander, & Naylor, 1996). It is worthwhile examining whether the degree of 

similarity of the T/LE to secondary education or with students’ expectations is 

related to growth in their learning strategies over time, and, more specifically, to 

the strength of the transition jump.  

 

However, including such predictors for growth is only relevant if students differ 

in their growth over time (Byrne, 2010). The next section details the findings on 

differential growth.  

7.2. Differential change in learning strategies during and after the 

transition to higher education 

In addition to average growth in learning strategies, differential growth is also of 

interest: does education incite deep and self-regulated learning in all students? 

The fifth chapter examines this differential growth during the transition from 

secondary to higher education; the fourth chapter looks at this element during 

higher education. The results from both studies are summarized in Table 7.1. 

 

Two overall findings emerge from these results: (1) the absence of differential 

growth in the second sample, and, (2) a decreasing variability over time for three 

scales in the first sample. Regarding the former finding, results indicate no 

differential growth in the second sample across all scales. This finding is at odds 



Chapter 7 

237 

 

with the results from the first sample and contradicts previous findings 

(Vanthournout, 2011).  

 

 

A first explanation for this outcome may be that, by mapping the growth of only 

those students with complete data (listwise deleted sample) there was 

insufficient statistical power to reject the null hypothesis. Analysing the data in 

an alternative fashion, allowing for missing data, altered the results for the self-

regulation scale only: students were found to vary in their growth over time. For 

the other 6 scales, conclusions remained unchanged. In summary, removing 

students with missing data from the analysis does not provide an adequate 

explanation for the absence of differential growth in the second sample.  

 

Table 7.1: Overview of findings on differential growth 

 Sample 1: Transition from secondary 

education to higher education 

Sample 2: higher education 

Relating and 

structuring 

Slope variance: significant 

Covariance: significant and negative  

Slope variance: not significant 

Critical 

processing 

Slope variance: significant 

Covariance: significant and negative  

Slope variance: not significant 

Memorizing Slope variance: not significant Slope variance: not significant 

Analysing Slope variance: significant 

Covariance: significant and negative 

Slope variance: not 

significant 

Self-regulation Slope variance: significant 

Covariance: not significant 

Slope variance: not significant 

External 

regulation 

/ Slope variance: not significant 

Lack of 

regulation 

Covariance intercept & linear: significant 

and negative 

Covariance intercept and quadratic 

growth parameter: not significant 

Covariance linear and quadratic 

parameter: (almost) significant and 

negative 

Slope variance: not significant 
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A second explanation can be found in the number of waves. The study by 

Vanthournout (2011) and the first sample included four and five waves 

respectively, while in the second sample three waves of data are included. As 

noted by Wu et al. (2010) and by Muthén and Curran (1997), in comparison to a 

four wave sample, a three wave sample has less power. As a result, if four or 

more waves of data had been included, differential growth may have been 

shown.  

 

The second overall finding concerns that, when growth is related to students’ 

initial level, students tend to score more alike over time. In the first sample, for 

the relating and structuring, critical processing, and analysing scales, an average 

positive growth trend is combined with negative covariance. This implies that 

during the transition from secondary to higher education, students scoring lower 

on these scales increase at a faster pace (and vice versa). Put differently, for the 

deep processing scales, students with poorer initial learning skills in terms of 

lifelong learning, catch up to their peers. This is remarkable given that students 

were studying in relatively homogeneous settings in secondary education and 

subsequently spread out over different study domains in higher education. If 

these domains affect students’ learning strategies, more variation between 

students rather than less is expected.  

 

The finding of decreasing variability is in line with results from Vanthournout 

(2011). Broadening the search to longitudinal studies in the SAL domain, 

negative covariance is also reported (Phan, 2011). Although covariance can be 

dependent upon the time point chosen for the intercept (Biesanz et al., 2004; 
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Gottman, 1995), the predominance of negative covariance in studies in the SAL 

domain may suggest an alternative explanation is required, namely regression to 

the mean. 

 

Regression to the mean is a statistical artefact caused by random error captured 

when measuring a concept (Barnett, van der Pols, & Dobson, 2005; Burt & 

Obradović, 2013). “On any given occasion, high scores will tend to have more 

positive random error pushing them up, whereas low scores will tend to have 

more negative random error pushing them down. On the same measure at a later 

time, (…) the random error is less likely to be so extreme, so the observed score 

(the same true score plus less extreme random error) will be less extreme” 

(Shadish et al., 2002, p. 55). For pretest posttest designs with manifest scale 

scores, the risk of and possible ways to correct for regression to the mean have 

been extensively described (e.g., Barnett et al., 2005; Rocconi & Ethington, 2009). 

 

However, I am convinced that the negative covariance found here is not due to 

regression to the mean for two reasons. First, reducing error helps to reduce 

regression to the mean. One recommendation to reduce error is to use latent 

variable modelling (Shadish et al., 2002). This recommendation was followed in 

chapter 5: a multi-indicator latent growth (MILG) model was used, which 

explicitly modelled measurement error.  

 

Second, to reduce regression to the mean it is recommended to increase the 

number of measurement waves (Shadish et al., 2002). In the present case, rather 

than measuring learning strategies at the last year of secondary education and 
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halfway the second year of higher education (i.e., a pretest posttest design), 

growth was estimated over five waves. As such, regression to the mean would 

already have occurred from wave 1 to 2. By including an additional three waves, 

a student’s growth over time is therefore assessed more reliably. In summary, it 

is implausible to use the explanation of regression to the mean to explain the 

decreasing variability between students over time given the latent variable 

modeling approach and the inclusion of five waves. 

 

With this, the question then arises on a substantive explanation for this 

decreasing variability over time in critical processing, relating and structuring 

and analysing. Regarding the first two scales, plausibly, by choosing the study 

domain of their interest, students that initially score lower have greater interest 

in the content of their learning when compared to their secondary education. 

This can have motivated them towards deeper processing. Student who initially 

score lower can also experience constructive friction, encouraging them to 

increase their reliance on deep processing strategies (Vermunt & Verloop, 1999). 

For students already scoring higher on deep processing, there is congruence 

between their learning strategies and the demands of the T/LE. Related to this is 

the finding of a positive association between deep processing strategies and 

study success during higher education (Richardson et al., 2012). Therefore, 

students who already rely strongly on these learning strategies are more likely to 

experience study success and thus be less incited to change their deep processing 

strategies. As such, differences between students can decrease over time. 
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Regarding the analysing scale, a substantive explanation is less clear. This 

component of stepwise processing measures the degree to which students 

examine the learning material from start to finish and is judged less beneficial 

from the viewpoint of lifelong learning (see Table 1.2 and Vermunt & Vermetten, 

2004). However, certainly when compared to the memorizing strategy of 

stepwise processing, the inadequacy of this strategy may be called into question. 

It has also been found predictive of study success (Donche & Van Petegem, 2011; 

Vermunt, 2005). As such, and in line with the reasoning made for the deep 

processing scales, students scoring initially lower may experience constructive 

friction, inciting them to increase their degree of analysing to a greater extent.  

 

The decreasing variability over time is partially contradicted by the lack of 

regulation scale. The negative covariance between the intercept and the slope 

parameter indicates that, over the last year of secondary education, differences 

between students’ lack of regulation diminish. Combined with the constant trend 

during this stage, this is good news: students scoring higher on lack of regulation 

decrease their reliance to a greater degree. However, in addition to this, the 

covariance between the linear and the quadratic growth parameter is borderline 

significant and negative. If interpreted as significant, this implies that students 

who diminished their reliance on this scale more during the last year of 

secondary education increase at a faster rate during the first year of higher 

education. As such, during the actual transition and the first year of higher 

education, students’ scores on the lack of regulation scale become less 

comparable over time.  
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Given that lack of regulation has previously been found to be related to drop-out 

(Vanthournout et al., 2012), this finding gives reason for concern. Students, who 

made good progress decreasing their lack of regulation during the last year of 

secondary education, contradict this progress during their transition to higher 

education. There may possibly be a subgroup of students for whom learning 

strategies were less crystallized at the end of secondary education, making them 

more vulnerable to stress and uncertainty due to the change in T/LE when 

transitioning to higher education.  

 

This can be further examined using growth mixture modelling (Duncan et al., 

2006; Jung & Wickrama, 2008), which explores whether there are latent classes in 

growth over time. If found, class membership can then be used as a predictor for 

drop-out and academic achievement. This can help the answer the question of 

which change trajectories lead to a higher probability of drop-out and which 

growth trends are associated with higher academic achievement.   

 

Moreover, membership of these classes can be predicted by student 

characteristics (e.g., gender), personality traits and more malleable personal 

factors (e.g., motivation). At present, there is an extensive research base to show 

a correlation between these factors and students learning strategies at a given 

moment (e.g., Donche, De Maeyer, Coertjens, van Daal, & Van Petegem, 2013; 

Severiens & Ten Dam, 1998; Vermunt & Vermetten, 2004). However, evidence on 

how these elements influence the change in learning strategies over time is, to my 

knowledge, absent.   
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In mapping average and differential growth in learning strategies, the 

measurement model underlying scale scores was taken into account and 

longitudinal measurement invariance was tested for. The next two sections 

discuss the impact of these statistical choices on growth trend estimates.  

7.3. Do the estimates of the growth trend differ when the measurement 

model is taken into account?   

To determine whether taking the measurement model into account impacts on 

growth trend estimates, the growth in learning strategies in the first sample was 

analyzed using repeated-measures ANOVA, multilevel analysis and MILG 

analysis (see chapter 2). As shown in Table 7.2, all three statistical techniques 

map average growth, but only the last one takes the measurement model into 

account. Regarding differential growth, the results from the multilevel analysis 

can be compared with those from the MILG. The fourth chapter presents a re-

analysis of the second sample, which had previously been examined using 

repeated measures ANOVA (Donche et al., 2010). As such, the differences in 

average growth can be compared. Three of these scales were re-analysed in 

chapter six. Due to constraints of more advanced growth models allowing for 

missing data, manifest scale scores had to be relied upon. The results of the 

model using listwise deletion (LD) in this sixth chapter can be compared to those 

from the MILG in chapter four: in both instances, a growth model was used, but 

the measurement model is only included in the MILG analysis.  
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Regarding average growth, the findings from the repeated measures ANOVA, 

multilevel analysis, MILG and the latent growth (LG) model on manifest scale 

scores were found to converge regarding the significance of the growth trend. 

For two out of the seven scales, the multilevel analysis and MILG analysis on 

sample 1 differed in terms of the strength of this growth. For the external 

regulation scale, MILG analysis shows a steeper slope than multilevel analysis, 

while for the lack of regulation scale, the slope is estimated to be shallower. In 

summary, for average growth and for the two samples under study here, taking 

the measurement model into account or modelling change in manifest scale 

scores did not alter the conclusions concerning average growth.  

 

Regarding differential growth, findings for both sample 1 and 2 suggest that for 

the intercept variance (i.e., the degree to which students vary at the first wave), 

results converge regarding significance. However, for four scales in sample 1 and 

for one scale in sample 2, results diverge in relation to strength. Concerning the 

slope variance, in sample 2, results on slope variance are similar for the MILG 

and LG model on manifest scale scores. In the first sample however, for four 

scales, the MILG model detected both a significant slope variance and negative 

covariance, while the multilevel model did not. In sum, concerning differential 

growth, results did not differ regarding the significance of effects but did differ 

in regards to strength for some scales.  

 

One can view the similarities in results between the different analysis techniques 

as disappointing (e.g., why bother to take the measurement model into account?) 

or can misinterpret them as a reason for using more traditional statistical 
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techniques (e.g., rely on repeated measures ANOVA given that it was found to 

lead to the same substantive conclusions as the MILG model). However, as noted 

by Marsh and Hau (2007, p. 519), “whereas the incorporation of multiple 

indicators into these latent variable models may not always alter the substantive 

interpretations, this can only be determined if the multiple indicators are 

included”. In other words, in a different sample, taking the measurement model 

into account may affect the estimates on growth as well as the substantive 

conclusions regarding growth. As a result, to avoid biased estimates, it is 

recommended that the measurement model be accounted while estimating 

growth over time.  

 

Results also indicate a remarkable difference between estimates from the 

multilevel model and the MILG: the strength of the slope differs between the two 

techniques and it appears that MILG is more powerful in detecting differential 

growth than multilevel models. At first sight, these results appear to contradict 

the statement that “under a broad set of conditions SEM and MLM longitudinal 

“growth curve” models are analytically and empirically identical” (Curran, 2003, 

p. 529).  However, the studies underpinning this statement were performed 

using LG models on manifest scale scores instead of MILG models (e.g., Hox, 

2000; Raudenbush, 2001b). To further persuade educational researchers of the 

benefits of taking the measurement model into account, clearly more simulation 

studies are needed to clarify under which conditions MILG leads to slopes with 

differing strength or has relatively more power to detect differential growth (e.g. 

degree of measurement error and strength of the true change over time).  
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When the measurement model is taken into account, longitudinal measurement 

invariance (LMI) can be also tested (Curran, 2003; Stoel & van Den Wittenboer, 

2003). The next section explores whether such LMI can affect results regarding 

change in learning strategies.  

7.4. Can measurement variance over time affect the growth trend 

estimates?  

For the two samples used in this dissertation (see 1.4), LMI is examined, 

verifying the stability in factor loadings as well as in item-difficulty over time. 

Chapter 3 describes the procedure for LMI testing and illustrates this for the 

second sample for the change in learning strategies during higher education. The 

fifth chapter details the results for LMI for the first sample during the transition 

from secondary to higher education. Note that LMI was not tested for in relation 

to the external regulation scale in the first sample, due to insufficient reliability 

during two of the five waves.  

 

Concerning the second sample, for five learning strategy scales, results 

confirmed complete longitudinal measurement invariance. With regard to the 

external regulation and analysing scales in sample 2, one and two thresholds, 

respectively, failed to reveal equivalence over measurement waves. Concerning 

the first sample, on the transition from secondary to higher education, complete 

LMI was confirmed for the analysing and critical processing scales. For the 

memorizing, relating and structuring and lack of regulation scales, the difficulty 

level of one item varied over measurement moments. For the self-regulation 

scale, the difficulty level of two items was found to be non-equivalent over time.  
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For the scales in which complete measurement invariance was detected, a 

repeated measures ANOVA using manifest scale scores would not be biased by a 

changing interpretation of items (Steinmetz et al., 2009; Vandenberg & Lance, 

2000). Note, however, that the results from repeated measurement ANOVA can 

still be biased due to neglect of the measurement model (see 7.3) or due to the 

omission of students with missing data points (see 7.5).  

 

Over the two samples, for six scales, partial measurement invariance was 

observed: the factor loadings were comparable over time but the difficulty level 

of one or two items varied over the waves. This can hamper comparison of 

manifest scale scores, since it is difficult to disentangle genuine changes in the 

underlying latent variable from nuisance due to shifts in the difficulty level (Burt 

& Obradović, 2013; Chueng & Rensvold, 2002; Steinmetz et al., 2009). 

Fortunately, for each of the scales, the minimum of two items with invariant 

difficulty level was reached (Steinmetz et al., 2009). As such, estimating change 

over time is still possible but preferably – to improve accuracy - these small 

variations should be taken into account when modelling growth, for example 

using MILG (Marsh & Grayson, 1994; Vandenberg & Lance, 2000). 

 

Given that no variances in factor loadings were detected and the variance in 

item-difficulty proved rather small (i.e. maximum 2 items affected), the “why 

bother” question surfaces: if LMI did not prove problematic in these two 

samples, and is unlikely to have altered the substantive conclusions reached, 

should one bother with testing for it in future samples? The argument given 

above, that we only know this through verification (Marsh & Hau, 2007), holds 
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true here as well. LMI is specific for each sample (Guttmannova et al., 2008), 

implying that other samples or populations may show more measurement 

variance than observed here. In this case, if the measurement invariance 

assumption is neglected, the validity of conclusions reached from analysis of 

change may be compromised (Marsh & Hau, 2007; van de Schoot et al., 2012).  

 

In addition to neglecting the measurement model underlying scale scores and 

ignoring the LMI hypothesis, research on the change in learning strategies is also 

characterized by exclusion of students with missing data points. The next section 

will focus to whether this practice can affect growth trend estimates.  

7.5. Do growth estimates differ according to the missing data 

technique adopted?  

In the present work, LD was used in chapters 2, 3 and 4. However, in chapter 4, 

to verify whether the absence of slope variance was due to the listwise deleted 

sample, the dataset with missing values was re-analysed using maximum 

likelihood (ML). This technique assumes that data is missing at random (MAR): 

the probability of missing data is associated with one or several variables in the 

study. An example is when students who have a higher score on lack of 

regulation during the first wave also have a higher chance of dropping out of 

higher education, and are therefore absent in the second wave. The ML 

technique is used in the fifth chapter as well.  

 

The sixth chapter goes a step further by presenting the range of modern missing-

data techniques assuming MAR as well as techniques that assume that data is 
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missing not at random (MNAR). This assumption holds if students who 

decreased their deep processing from wave one to wave two were also more 

prone to drop out of higher education prior to wave two. The (unobserved) 

change over time in deep processing would then predict the chance of missing 

data. In the sixth chapter, the sensitivity of the estimates to the missing data 

techniques used, assuming MAR or MNAR, is examined.  

 

A number of conclusions link the findings of these chapters. Regarding average 

growth, compared to techniques assuming MAR or MNAR, LD was found to 

provide different estimates for the intercept when the longitudinal sample did 

not show a random subset of starters (i.e., the assumption of missing completely 

at random – MCAR - was rejected). Regarding the significance of the slope, there 

were differences between the MAR and MNAR models. Thus, the choice of 

missing data technique led to different conclusions.  

 

Concerning differential change, LD was found to give a lower estimate of the 

intercept variance. Regarding the slope variance, in chapter 4, all seven scales 

had a non-significant slope variance using LD. However, when missing data 

were included using ML, for one of the seven scales, the slope variance was 

significant. In chapter 6, differences were also noted between the missing data 

techniques for this slope variance: the models assuming MAR and MNAR led to 

different conclusions.  

 

The fact that different conclusions may be drawn depending on the missing data 

technique used underlines the need for sensitivity analysis. By estimating 
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multiple missing data models, assuming MAR and MNAR (Enders, 2011; 

Molenberghs & Fitzmaurice, 2009), it becomes clear where disagreements 

between models lie, and hence where caution in interpretation and 

generalization is required. On the other hand, the findings regarding which the 

models agree can be considered trustworthy.   

7.6. Limitations and general directions for further research   

This dissertation is subject to a number of constraints. The first concerns the fact 

that only three waves of data were included in the second sample, thereby only 

allowing constant and linear growth trajectories to be estimated. As such, 

discerning stages of faster or slower growth was not possible (Metha et al., 2004; 

Wu et al., 2010), and so limits our understanding of how learning strategies 

change during the second and third years in higher education. Moreover, as 

mentioned in 7.2., this may also have hampered estimation of differential growth 

over time.  

 

A second limitation concerns the estimation of required sample size (N) or 

power obtained given a certain sample size. This has not been thoroughly 

addressed in this dissertation. Questions remain as to what is the minimum 

sample required to test for longitudinal measurement invariance, to model 

growth over time or to examine non-linear growth. Also unclear is the power 

obtained given a certain sample size. 

 

It is clear that these questions do not have a straightforward answer; a researcher 

seldom finds recommendations regarding their specific case in simulation 
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studies. For example, one can find suggestions on how to adjust cut-offs for fit 

indices for LG models to the sample size and number of waves (De Roche, 2009), 

but for MILG model such simulation studies are to my knowledge absent. Other 

elements which can affect power include the number of items per factor, number 

of Likert points, the non-normality of the item scores and the amount of missing 

data.  

 

This has led researchers to state that “because requisite sample size is closely tied 

to the specific model and data of a given study, general rules of thumb are of 

limited utility” (Brown, 2006, p. 389). Instead, it is recommended that a Monte 

Carlo simulation is used to calculate the required N. When data has already been 

collected, such simulation techniques can be used to determine power (Brown, 

2006; Burt & Obradović, 2013; Muthén & Muthén, 2009a). For researchers relying 

on Likert-type self-report questionnaires to map longitudinal change, an example 

of such Monte Carlo simulation would without doubt be of interest.   

 

A third limitation that needs to be acknowledged concerns the fact that each 

learning strategy scale was modelled separately. Given that learning strategies 

are related to one another (Vermunt & Vermetten, 2004), a number of 

substantively relevant research questions remain unexplored. For example, is the 

correlation between two scales invariant over time? Or, are these concepts more 

strongly associated at a certain stage than at other stages?  

 

Moreover, in the learning pattern model, regulation strategies are viewed as 

antecedents of processing strategies (Vermunt, 1998). This implies that, for 
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example, students’ degree of self-regulation at a given time should predict their 

change in deep processing. Alternatively, to confirm such a theoretically 

expected relationship, students’ level of deep processing should not predict 

growth in self-regulation. In summary, by relating growth in learning strategy 

scales to one another, the theoretical relation put forward by Vermunt (1998) can 

be tested.    

 

In addition the limitations of the present work, a number of general directions 

for further research can be offered. These can be grouped into substantive and 

methodological challenges. Regarding the former, more insight into links 

between learning strategies during higher education and lifelong learning is 

demanded. In the present work, the average growth trend is toward deep and 

self-regulated learning. According to Vermunt and Vermetten (2004), at the 

conceptual level (see Table 1.2.), a stronger reliance on deep and self-regulated 

learning is beneficial in terms of lifelong learning. Empirical studies have shown 

that students’ habitual ways of learning in higher education are predictive of 

subsequent learning in the workplace (McManus, Keeling, & Paice, 2004) and 

that a deep learning strategy is beneficial for career success (Hoeksema et al., 

1997). It is however clear that more empirical work is needed to evidence this 

claim. 

 

Conceptually, memorizing, analysing, external regulation and lack of regulation 

have all previously been judged as less beneficial for lifelong learning (Vermunt 

& Vermetten, 2004). There is also evidence that rote learning hampers career 

success (Hoeksema et al., 1997). For the other learning strategies, empirical proof 
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of added value for lifelong learning appears lacking. As detailed in section 7.2., 

in my view and possibly depending on the context, the analysing learning 

strategy may be beneficial for lifelong learning. Aside from the context, the 

sequence in learning strategies may also be relevant. For example, does the 

added value of rote learning at the workplace increase when it is followed by 

deep learning? In summary, the SAL field would strongly benefit from further 

empirical evidence exploring the link between students’ learning strategies 

during higher education and lifelong learning.  

 

To do so, longitudinal research is required that follows students during 

secondary education, higher education and during a part of their working life. 

Such datasets would also allow exploration of the transitional phase from 

(higher) education to working. To do so in an in-depth fashion, a multi-method 

design seems most appropriate. Interviews exploring change in learning 

strategies can provide a complementary picture to quantitative data.  

 

Longitudinal study from secondary education through to working life would 

require an extensive time frame (e.g., McManus et al., 2004). Using a sequential 

cohort or accelerated design, in which different groups are followed up over 

overlapping time frames, can make such data gathering practical, whilst also 

allowing for growth modelling (Duncan et al., 2006; McArdle & Nesselroade, 

2013; Muthén & Muthén, 2010; Tomarken & Waller, 2005). A pitfall in this 

research can be that no one questionnaire is apt for all contexts (e.g., a learning 

strategy questionnaire focusing on a higher education setting versus a work 

setting). Consulting the methodological literature may provide a solution: by 
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allowing for overlap of some items over two consecutive waves while varying 

others, learning strategies can be modelled over changing contexts (Muthén & 

Muthén, 2010).  

 

Regarding methodological directions for future research, two important points 

can be discerned. First, measures of effect size are lacking in relation to LG 

models (Richardson, 2013). We can discern whether students change their 

reliance on a certain learning strategy on average and we can compare this 

growth rate over learning strategy scales, but cannot yet determine how 

meaningful this change is. For example, in section 7.1., we noted that for a 

number of scales, the change in learning strategies is stronger during the 

transition to higher education than afterwards. But, should we view this as a 

strong increase followed by a small increase or rather as a small one followed by 

a negligible one? Given the importance of effect sizes for applied research and 

practice, methodological research on measures of effect size for LG and MILG 

models is required.  

 

A second point regards the operationalization of learning strategies. The present 

work focused on how statistical choices can threaten validity when estimating 

growth in learning strategies using self-report questionnaires. In addition, the 

predominance of data from self-report questionnaires can constitute a threat to 

validity as well. When most studies on learning strategies use self-report 

inventories, this method can affect the results obtained regarding these concepts, 

which is labelled a mono-method bias (Shadish et al., 2002). For example, 

respondents can choose the same Likert point but for different reasons (Baxter 
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Magolda, 1998). Or, over time, there can be qualitative change. Even when the 

same questionnaire is used over the different waves and longitudinal 

measurement invariance holds, the meaning given to the constructs can vary 

over time (Wu et al., 2010).  

 

Here, techniques other than self-report questionnaires can be beneficial to our 

understanding. Though there have been studies complementing self-report 

questionnaires with interviews or structured learning reports (e.g., Endedijk & 

Vermunt, 2013; Schatteman et al., 1997), more are welcomed. Moreover, other 

methods also appear promising, such as think aloud in which students are asked 

to verbalize their learning strategies while executing a study task (Ericsson & 

Simon, 1993). Another is eye tracking followed by cued recall, which consists of 

recording where a student looks and for how long during a study task. Then, by 

visualizing the eye movement, the student is prompted to report which learning 

strategies were used during the task (cued recall) (Azevedo, Moos, Johnson, & 

Chauncey, 2010). In sum, to avoid a mono-method bias, future research should 

focus on applying different techniques and integrating findings from each.  

7.7. Implications for research practice 

A number of implications for research practice can be put forward based on the 

present work. We note that these implications are not only restricted to 

researchers in the SAL domain, but are relevant for researchers investigating 

longitudinal change using self-report Likert-type questionnaires, regardless of 

the research topic.  
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A first recommendation is to include the measurement model underlying a scale 

score when estimating growth over time using a MILG model. As such, the error 

associated with items is partitioned out from the true score. To account for the 

correlation between errors over time, these correlations should be modelled 

explicitly. How this can be done in Mplus is shown in section 3.5. By modelling 

error and correlated error over time, the estimates of average and differential 

growth are more accurate. Certainly, when the concept under study has lower 

reliability levels (e.g. Cronbach’s alpha below .80), modelling error at the item 

level is important when estimating growth (Shadish et al., 2002).  

 

A second recommendation is to test for LMI prior to modeling growth over time, 

in order not to confound change in measurement with true change. The 

consequences of longitudinal measurement variance depend on the type and 

severity of the variance detected. If variance in factor loading is detected, 

modelling growth should be avoided (Steinmetz et al., 2009). In such instances, 

one can consider excluding the item in question and re-testing for LMI. When 

this procedure is not possible due to a limited number of items per scale (e.g., 

most scales from the ILS-SV have 4 items, which can be considered a minimum), 

modelling growth over time was not possible due to longitudinal measurement 

variance.  

 

When the factor loadings prove invariant over time, but item difficulty level 

varies over time, longitudinal analysis is not always impeded. Here, it is 

recommended that the difficulty level of at least two items is invariant over time 

(Steinmetz et al., 2009). If this minimum is reached, estimating change over time 
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is still possible if variations are explicitly modelled in a MILG (Marsh & Grayson, 

1994; Vandenberg & Lance, 2000).  

 

What sample size is required to estimate this MILG model? This question does 

not have a straightforward answer, and, to my knowledge there is no simulation 

study explicitly addressing this issue. Ideally, as mentioned, the required sample 

size is estimated through Monte Carlo simulation routines (see 7.6, Muthén & 

Muthén, 2009a). What does appear from methodological literature are rough 

ideas on minimum sample size.  

 

Broadening the search to LG models (on manifest scale scores, De Roche, 2009) 

and to confirmatory factor analysis (Flora & Curran, 2004), it seems that the 

smallest sample size for which these have been studied is N=100. These studies 

were also on complete data. Therefore, though including respondents with 

missing data points can increase power, it is recommended to have at the very 

least 100 respondents with complete data. However, I expect convergence 

problems to occur with this sample size. These can make it impossible to assess 

anything other than very simple models. In sum, to make re-analysis of an 

existing dataset using MILG worthwhile, 100 respondents with complete data 

appears a minimum. 

 

However, when planning a longitudinal data analysis, a sample size larger than 

one hundred should clearly be targeted. Simulation studies frequently include 

small sample sizes of 200 (Muthén et al., 1997) and 250 (Beauducel & Herzberg, 

2006; De Roche, 2009; Nussbeck, Eid, & Lischetzke, 2006). If variables under 
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study are not too skewed, such sample size can be sufficient (Muthén et al., 

1997). DiStefano and Hess (2005) detail how the severity of skewness can be 

determined. Thus, when setting out a longitudinal study, aiming for 200 or more 

respondents with complete data is recommended (Byrne, 2010). When non-

normality is to be expected for Likert-type items, for example based on 

information from previous data collections, the sample size should be increased 

to maintain a sufficient level of power (Muthén & Curran, 1997).  

 

Please note that the stated sample sizes refer to when the longitudinal data 

collection has finished. Longitudinal data collections almost always have missing 

data. Moreover, the percentage of missing data is likely to increase with the time 

frame of the longitudinal study. To estimate how much larger a sample needs to 

be to retain power despite drop out and non-response, one can examine the 

missing data rates in studies with comparable respondents spanning similar time 

frame.  

 

A third area in which recommendations regarding statistical methods can be 

formulated concerns the handling of missing data. A first recommendation is to 

refrain from LD but rather include respondents with missing data. This can be 

done using the ML or using multiple imputation (MI; Enders, 2010; Marsh & 

Hau, 2007). Nowadays, both techniques are available using a number of software 

packages (e.g. R or Mplus). A researcher can choose either one. In most cases, the 

results for both techniques will be very similar.  

 



Conclusion and discussion 

260 

 

By and large, when making the effort to contact respondents at multiple points 

over time, we do not restrict ourselves to measuring just one concept. Data on 

other concepts are usually gathered as well (e.g. gender, predictors for the 

concept under study or possible consequences of the concept under study – here, 

for example study success). These variables can be very helpful in estimating the 

missing data points as auxiliary variables. Given that simulation studies have 

shown that including auxiliary variables that were minimally related or even 

unrelated to the variables under study did not bias the results obtained (Collins 

et al., 2001), it is recommended that auxiliary variables are included in ML or MI 

whenever they are available. 

 

When it is plausible to assume that missing data is related to the unobserved 

change in the concept of interest over time (outcome-related missing data, 

MNAR, e.g., students that decrease their reliance on memorizing have a higher 

chance of persisting in higher education), it is recommended to estimate multiple 

missing data models - assuming MAR and MNAR (Enders, 2011; Molenberghs & 

Fitzmaurice, 2009). Such sensitivity analysis will reveal more solid findings, 

when the MAR and MNAR models converge, and less solid findings, when 

estimates differ and lead to substantively different conclusions. 

 

To my knowledge, models assuming MNAR have only been described for 

manifest scale scores. Taking the measurement model and small measurement 

variance into account when estimating models assuming MNAR is not possible 

given current statistical software. For this reason, preferably, scales included in 

the comparison of MAR and MNAR techniques should show complete 
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measurement invariance over time. If they show partial measurement invariance, 

a first comparison should be made between models assuming MAR 

acknowledging the measurement model on the one hand and a model assuming 

MAR but relying on manifest scale scores on the other hand. As such, the effect 

of the inequivalence over time on the growth estimates can be gauged prior to 

assessing the effect of different MAR and MNAR missing data techniques.  

 

A last recommendation concerns the number of data collections. When planning 

a longitudinal design, I recommend including four or more waves of data. 

Compared to three waves, this provides more power in detecting differential 

growth over time (Wu et al., 2010). Moreover, when non-linear growth is 

expected or possible, this can only be explored using four or more waves of data 

(Muthén & Muthén, 2010).  

 

When choosing the timing for the data collections, relative stability or variability 

should be considered. During periods where more change in the construct under 

study is to be expected, the time interval between waves should preferably be 

shorter and vice versa (Singer & Willet, 2003). To be able to connect findings on 

growth, all studies, including those considering linear growth, should detail 

timing of waves. If not, it remains difficult to discern whether results confirm or 

rather contradict prior findings when non-linear change is found. 

 

To conclude, we list the eight recommendations put forward:  

1. Include the measurement model underlying the scale scores and explicitly 

model correlations between the errors over time;   
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2. Test for LMI and only proceed to model growth for a scale if all factor 

loadings are equivalent over time and the difficulty level for at least two 

items;  

3. If the item difficulty varies over time, model this explicitly when estimating 

growth over time; 

4. Target at least 200 to 250 respondents with complete data at the end of the 

longitudinal data collection period; 

5. Include respondents with missing data using ML or MI instead of LD; 

6. Include auxiliary variables in the ML or MI technique whenever available; 

7. When outcome-related missing data is plausible, test for the sensitivity of 

results to missing data technique by estimating models assuming MAR and 

MNAR; 

8. Include four or more waves of data and shorten the time interval between 

them during periods in which more change is expected.  

7.8. Implications for policy and practice  

The present work modelled growth in learning strategies during and after 

transition to higher education and explored how statistical choices can affect 

growth estimates. From this endeavour, three implications for policy and 

practice are outlined.  

 

First, the transition jump detected during the change from secondary to higher 

education has important implications for student guidance. Though, as noted, 

more in-depth insight into this transition jump is crucial, the period during 

which students encounter their new educational context of higher education 
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appears ideal for remedial action. Firstly, increased malleability in learning 

strategies during this period can be used to direct students towards more 

qualitative and efficient learning strategies. Secondly, students were found to 

increase learning strategies detrimental to lifelong learning skills as well. The 

reliance on memorizing and reports on lack of regulation also increase during 

this stage. This should not be viewed as a temporary upsurge: on average, by 

halfway through the second year of higher education, the degree of memorizing 

and lack of regulation is still higher compared to at the end of secondary 

education. In summary, to take advantage of increased malleability and halt 

detrimental changes in learning strategies, study skills guidance should be 

scheduled to tie in with the onset of the first year of higher education.  

 

A second implication for practice regards student drop-out or its inverse, student 

retention. A recent Eurydice report (European Commission/EACEA/Eurydice, 

2014) identified this retention to be a key performance indicator for higher 

education, given the psychological, financial and emotional costs associated with 

drop-out. As a result, this report makes a plea for more evidence-based means of 

targeting of at-risk students. The report notes that “typically guidance and 

counselling services are too stretched by increased demand to be able to target 

and reach those most in need” (European Commission/EACEA/Eurydice, 2014, 

p. 11).  

 

Research indicates that student characteristics at a given moment in time (e.g., 

upon entry to higher education) are associated with persistence in higher 

education (e.g., Mäkinen, Olkinuora, & Lonka, 2004; Vanthournout et al., 2012). 
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The results from the present dissertation indicate that an absence of change in 

learning strategies can also be predictive of drop-out. For the memorizing scale, 

students persisting in higher education reduced their reliance on memorizing 

strategies from the first to the second wave of data collection, whilst those 

dropping out after the second wave kept their degree of memorizing constant. 

Comparably, Lonka et al. (2004) reasoned that, in contrast to the first year, third 

year students required more organizational skills. When students fail to develop 

these skills from the first to the third year, they will have trouble succeeding. 

 

When attempting to develop evidence-based and targeted guidance services, a 

thorough analysis of which students have a higher probability of dropping out is 

required. The present findings suggest to include in this analysis the change over 

time in malleable student characteristics (such as learning strategies) in addition 

to student characteristics at a given moment (e.g. start of the first year).  

 

A third implication regards the content of learning strategies guidance. The 

present work measured growth in students’ learning strategies, but it remains 

unclear whether students themselves were conscious about those changes. In 

addition, it remains unclear whether students are conscious of desirable learning 

strategies and their association with drop-out and academic achievement. An 

important step in guiding students towards adopting learning strategies more 

beneficial for lifelong learning thus appears to be in raising their awareness by 

presenting them with results obtained from repeated measurement of their 

learning strategies over time and contrasting these to results from research on 

student drop-out and study success.   
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When setting up coaching initiatives, the importance of taking into account 

student preferences and expectations has been raised (Sander, Stevenson, King, 

& Coates, 2000). Concerning learning strategies, initial evidence indeed suggests 

that students’ preferences for feedback on their learning strategies depends on 

their self-efficacy and regulatory strategies (Donche, Coertjens, Vanthournout, & 

Van Petegem, 2012). For example, students scoring high on lack of regulation 

and having a low self-efficacy, tend to prefer external sources for feedback, such 

as guidance by a mentor or following a course. Conversely, high efficacious and 

regulated learners, show a stronger preference for self-improvement. In sum, to 

set up effective guidance on learning strategies, it is recommended to tailor 

initiatives to students’ varying preferences for feedback. 

 

To conclude, I take the liberty of updating the two quotes given at the start of 

this dissertation. 

“An important finding is that the growth in learning strategies during and after the 

transition to higher education is in the direction of deep and self-regulated learning. But, 

by including the transitional phase from secondary to higher education, it is evidenced 

that this is not a one-way, gradual process in which students become more self-regulated, 

deep-level learners. Rather, it is a capricious pattern, with periods of stability followed by 

periods of change. Furthermore, it is not a “one growth trend for all”-process: students 

differ in their developmental patterns over time.” 

 

“It is not only unfortunate that the methods by which longitudinal data regarding 

average and differential change in learning strategies are often analysed are not 

commensurate with the level of effort involved in their collection. These statistical choices 

can also affect the growth estimates, thus hampering our understanding of change in 

learning strategies. As such, it is recommended that the measurement model underlying 

scale scores is taken into account, longitudinal measurement invariance is tested for prior 

to modelling growth and that respondents with missing data are included in the 

analysis.” 
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Dutch summary / Nederlandstalige samenvatting 

Verandering in leerstrategieën tijdens en na de overstap van het secundair onderwijs 

naar het hoger onderwijs: Hoe beïnvloeden statistische keuzes de parameterschattingen? 

 

Studenten voorbereiden op levenslang leren is een belangrijke uitdaging voor 

het onderwijs. Zelfregulatie en diepe verwerkingsstrategieën zijn belangrijke 

vaardigheden om dit levenslang leren te bevorderen. Om deze reden evolueert 

de manier waarop studenten gewoonlijk het leren aanpakken, ofwel hun 

‘leerstrategieën’, idealiter in de richting van diepere verwerking en meer zelf-

gereguleerd leren. Dit proefschrift beschrijft hoe leerstrategieën veranderen 

tijdens en na de overstap van het secundair onderwijs naar het hoger onderwijs 

en gaat na hoe statistische keuzes de parameterschattingen van die verandering 

beïnvloeden.  

  

Inleiding 

Enkele studies focusten reeds op hoe de leerstrategieën van studenten 

veranderen doorheen de tijd. Er zijn echter twee grote tekortkomingen aan deze 

studies. Ten eerste werden ze allen uitgevoerd bij studenten in het hoger 

onderwijs. Echter, de evolutie van leerstrategieën bekijken binnen één stabiele 

onderwijscontext vertekent mogelijk het beeld van de veranderlijkheid in 

leerstrategieën. Onderzoek naar de evolutie in leerstrategieën tijdens de overstap 

van secundair naar hoger onderwijs kan meer inzicht geven in hoe 

leerstrategieën evolueren doorheen de tijd: zijn er periodes waarin 

leerstrategieën redelijk stabiel blijven of waarin de verandering van 

leerstrategieën in een stroomversnelling zit? 



Dutch summary 

290 

 

Verder wordt er in eerder onderzoek naar de verandering in leerstrategieën vaak 

gebruik gemaakt van zelfrapportage vragenlijsten. Leerstrategieën worden hierin 

bevraagd aan de hand van een aantal items met een Likert antwoordschaal. 

Wanneer de verandering in leerstrategieën doorheen de tijd wordt onderzocht, 

moet bij de analyse van de longitudinale data een aantal statistische keuzes 

worden gemaakt. Hierin schuilt een tweede tekortkoming van de huidige 

studies. Zo wordt er in eerder onderzoek gewerkt met somscores in plaats van 

de items die een schaal uitmaken expliciet mee te nemen in de analyse. Bij gevolg 

wordt de error of ruis genegeerd die een item onvermijdelijk meet naast het 

eigenlijke concept.  

 

Daarnaast vereist het in kaart brengen van verandering longitudinale 

meetinvariantie. Deze assumptie stelt dat het meetinstrument op verschillende 

dataverzamelingsmomenten op een vergelijkbare manier meet. Deze assumptie 

wordt echter niet getoetst in reeds gevoerd onderzoek, waardoor verandering in 

de meetlat mogelijk wordt verward met verandering in de leerstrategie. 

 

Een laatste element betreft de studenten die uitvallen of niet antwoorden. Zij 

worden meestal niet opgenomen in de analyse, wat de bekomen resultaten kan 

vertekenen. Voor elk van deze drie statistische keuzes zijn er meer gepaste 

alternatieve keuzes beschreven in methodologische literatuur en beschikbaar in 

statistische software. Wat echter ontbreekt in de literatuur over het leren van 

studenten, is onderzoek dat deze alternatieve keuzes afzet tegen de gangbare 

aanpak en illustreert welke invloed ze hebben op de parameterschattingen. 
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Focus van het onderzoek 

Het doel van dit proefschrift is tweeledig. Enerzijds brengt het in kaart hoe de 

leerstrategieën van studenten veranderen tijdens de overstap naar het hoger 

onderwijs en tijdens het hoger onderwijs. Dit komt aan bod in hoofdstukken 4 en 

5. Anderzijds wordt inzicht gegeven in hoe de drie statistische keuzes de 

parameterschattingen van de verandering kunnen beïnvloeden. Hoofdstuk 2 

bekijkt het effect van het meenemen van de items in de analyse als alternatief 

voor het gebruik van somscores. In hoofdstuk 3 wordt toegelicht hoe de 

assumptie van longitudinale meetinvariantie kan getoetst worden. Hoofdstuk 6, 

tenslotte, beschrijft de impact van de keuze van techniek om met ontbrekende 

data om te gaan op de schattingen over verandering in leerstrategieën.  

 

Voor dit proefschrift werd gebruik gemaakt van de Leer- en Motivatie (LEMO) 

vragenlijst. Onderstaande tabel verduidelijkt de betekenis van de zeven 

leerstrategieën uit deze vragenlijst.  De LEMO brengt vier verwerkings-

strategieën in kaart, namelijk relateren en structureren en kritisch verwerken, die 

beide diepe verwerkingsstrategie vatten, en memoriseren en analyseren, die een 

stapsgewijze manier van verwerken van de leerstof meten. Daarnaast brengen 

drie schalen in kaart hoe het leren van studenten wordt aangestuurd 

(regulatiestrategieën): zelfregulatie, externe regulatie en stuurloos leergedrag.  
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Tabel 1: Leerstrategieën uit de LEMO en hun betekenis 

 

 

In het licht van de onderzoeksdoelen werden twee longitudinale datasets 

geanalyseerd. In een eerste steekproef werden studenten gevolgd vanaf het 

laatste jaar secundair onderwijs tot halverwege het tweede jaar hoger onderwijs. 

Zoals weergegeven in onderstaande figuur, werd de LEMO vragenlijst op vijf 

meetmomenten afgenomen. Een tweede steekproef volgde een cohort studenten 

tijdens hun professionele bacheloropleiding aan een hogeschool. Zij werden 

bevraagd op drie meetmomenten gedurende de drie jaren in het hoger 

onderwijs. 

Schaal Betekenis 

Verwerkingsstrategieën  

Diepe verwerking  

Relateren en structureren Mate waarin studenten naar verbanden zoeken in de 

leerinhoud  

Kritisch verwerken Mate waarin studenten kritisch staan tegenover de leerinhoud 

Stapsgewijze verwerking  

Memoriseren Mate waarin studenten bij het studeren gebruik maken van 

‘van buiten leren’ 

Analyseren Mate waarin studenten bij het studeren methodisch te werk 

gaan 

Regulatiestrategieën   

Zelfregulatie Mate waarin studenten het leerproces zelf willen aansturen 

Externe regulatie Mate waarin studenten op de docent/lector of het 

leermateriaal vertrouwen om het leerproces aan te sturen 

Stuurloos leergedrag Onduidelijkheid over hoe studenten hun leerproces moeten 

aansturen 
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Figuur 1: Overzicht van de meetmoment voor de twee steekproeven (SO= 

secundair onderwijs; HO= hoger onderwijs; MM= meetmoment) 

 

Resultaten 

De resultaten van dit proefschrift geven aan dat studenten evolueren in de 

richting van diep en zelf-gereguleerd leren. Daarnaast blijkt dat deze evolutie in 

leerstrategieën verschilt doorheen verschillende fases. Tijdens het laatste jaar in 

het secundair onderwijs blijven leerstrategieën redelijk stabiel. Tijdens de 

eigenlijke overstap naar het hoger onderwijs daarentegen is er een 

transitiesprong waarbij alle verwerkings- en regulatiestrategieën toenemen. 

Tijdens deze transitie stijgt dus ook de mate waarin studenten de leerstof van 

buiten leren (memoriseren) en het stuurloos leergedrag. Na de transitie, is er een 

dalende trend in beide leerstrategieën.  

 

Naast het bekijken van hoe studenten gemiddeld evolueren, werd in dit 

proefschrift ook nagegaan of studenten verschillen in hun groei doorheen de tijd 



Dutch summary 

294 

 

(differentiële verandering). Met andere woorden, volgen de meeste studenten 

het gemiddelde traject of zijn er studenten die een snellere of tragere verandering 

doormaken in hun leerstrategieën? Met betrekking tot de eerste steekproef geven 

de resultaten aan dat studenten voor alle schalen verschillend evolueren 

doorheen de tijd, behalve voor de schaal memoriseren. Voor de schalen relateren 

en structureren, kritisch verwerken en analyseren is in deze differentiële groei 

ook een patroon zichtbaar: studenten die hoger scoren op het eerste 

meetmoment (november 6 SO) groeien minder sterk doorheen de tijd. Studenten 

die dus initieel lager scoren op deze drie leerstrategieën, maken een 

inhaalbeweging.  

  

Vanuit de bevindingen met betrekking tot het tweede onderzoeksdoel - nagaan 

hoe drie statistische keuzes de parameterschattingen van de verandering 

beïnvloeden - formuleert dit onderzoek enkele aanbevelingen. Deze 

aanbevelingen zijn gericht aan onderzoekers die leerstrategieën of andere 

concepten in kaart brengen aan de hand van zelf-rapportage vragenlijsten met 

Likert-schalen. Ten eerste, strekt het tot aanbeveling om de items zelf mee te 

nemen in de analyse in plaats van gebruik te maken van somscores. Op die 

manier wordt de ruis of error gescheiden van de eigenlijke verandering in 

leerstrategieën die we wensen in kaart te brengen. Ten tweede, wordt 

aangeraden om de assumptie van longitudinale meetinvariantie na te gaan en 

enkel verandering in een leerstrategieschaal te schatten indien deze assumptie 

niet te sterk wordt geschonden. Met name, wanneer ten minste alle 

factorladingen gelijk zijn gedurende de meetperiode en de moeilijkheidsgraad 

van minstens twee items per schaal. Ten derde, tonen de resultaten aan dat de 

manier waarop met ontbrekende data wordt omgegaan, de 
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parameterschattingen en de conclusies hieruit kan beïnvloeden. Daarom wordt 

aangeraden om de ontbrekende data mee te nemen in de analyse eerder dan de 

respondenten met één of meer ontbrekende waarden te verwijderen. 

 

Vervolgonderzoek 

In het proefschrift worden verschillende suggesties geformuleerd voor 

vervolgonderzoek. Zo is het inzicht uitgebreid in hoe leerstrategieën evolueren 

tijdens en na de overstap van het secundair naar het hoger onderwijs. Maar het 

begrip over waarom studenten tijdens de ene periode redelijk stabiel blijven en 

tijdens een andere periode sterk veranderen, dient verder verkend te worden in 

vervolgonderzoek. Toekomstig onderzoek kan zich richten op het verklaren van 

verandering. Bijvoorbeeld, door na te gaan of studenten die de leeromgeving in 

het hoger onderwijs ervaren als sterk verschillend van de leeromgeving in het 

secundair onderwijs, een sterkere toename in leerstrategieën rapporteren tijdens 

de transitieperiode. Ten slotte richt vervolgonderzoek zich bij voorkeur ook op 

de overstap van hoger onderwijs naar de arbeidsmarkt. Door 

laatstejaarsstudenten uit het hoger onderwijs op te volgen in hun overstap naar 

de arbeidsmarkt, kan worden nagegaan worden of deze overstap opnieuw zorgt 

voor een transitiesprong in leerstrategieën en welke leerstrategieën 

afgestudeerden het meest nodig hebben om levenslang te leren.  

 

Implicaties voor de onderwijspraktijk 

De bevindingen in dit proefschrift hebben eveneens implicaties voor de 

onderwijspraktijk. De resultaten dit onderzoek beschrijven hoe leerstrategieën 

veranderen tijdens en na de overstap van het secundair onderwijs naar het hoger 

onderwijs, maar het is onduidelijk in welke mate de studenten die deelnamen 
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aan dit onderzoek zich bewust waren van deze verandering. Daarom is een 

belangrijk element in initiatieven rond leerbegeleiding het informeren van 

studenten over de verandering in hun leerstrategieën en over hoe leerstrategieën 

gelinkt zijn aan uitval en studiesucces.  

 

Een tweede implicatie voor de praktijk heeft betrekking op de transitiesprong 

tijdens de eerste maanden in het hoger onderwijs. Diepe verwerking en 

zelfregulatie nemen toe, maar ook de mate waarin studenten de leerstof 

memoriseren stijgt, evenals de stuurloos leergedrag. Deze toename is niet van 

tijdelijke aard. Halverwege het tweede jaar in het hoger onderwijs scoren 

studenten nog steeds hoger op memoriseren en stuurloos leergedrag dan aan het 

einde van het zesde jaar secundair onderwijs. Daarom is het van belang om 

initiatieven rond leerbegeleiding zo vroeg mogelijk in het eerste jaar hoger 

onderwijs in te bedden. Dit om in te spelen op de veranderlijkheid in 

leerstrategieën tijdens de eerste maanden in het hoger onderwijs en om 

tegelijkertijd de minder wenselijke verandering in memoriseren en stuurloos 

leergedrag tegen te gaan. 

 

Conclusie 

Dit proefschrift levert een belangrijke bijdrage aan het onderzoek naar de 

verandering in leerstrategieën van studenten. Zo werd de verandering in 

leerstrategieën meer accuraat in kaart gebracht, door rekening te houden met 

error, door het testen van de assumptie van longitudinale meetinvariantie en 

door studenten met ontbrekende data mee te nemen in de analyse. De 

bevindingen over de invloed van de statistische keuzes op de 

parameterschattingen en de aanbevelingen daarover zijn relevant voor 
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onderzoekers, ook voor zij die longitudinale verandering in kaart brengen in 

andere concepten dan leerstrategieën. Daarnaast biedt dit proefschrift verdieping 

op eerder onderzoek door de evolutie in leerstrategieën na te gaan tijdens de 

overstap van secundair naar hoger onderwijs. Hieruit blijkt dat in bepaalde 

periodes leerstrategieën redelijk stabiel blijven (bijvoorbeeld het laatste jaar van 

het secundair onderwijs) en in andere periodes zij meer veranderen 

(bijvoorbeeld, tijdens de eerste maanden in het hoger onderwijs).  



 

 

 

 




