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#### Abstract

Many approaches can be found in the literature for the realization of two-dimensional recursive digital filters using both ordinary $[\mathbf{1 2}, \mathbf{1 7}, \mathbf{1 8}]$ and branched continued fraction expansions $[\mathbf{3}, \mathbf{4}]$. In this paper we introduce a new type of branched continued fraction expansion which has specific advantages when considering the model reduction problem. The form of the new BCF is such that, when the expansion is constructed for the transfer function of a stable system, convergents of the BCF expansion automatically satisfy one part of the Huang stability theorem $[\mathbf{6}, \mathbf{9}]$. In Section 1 we shall first briefly review the one-dimensional case, and in Section 2 we shall give the algorithm for the new BCF expansion and indicate how the simplification of the stability test for the "reduced" systems follows in a natural way. We conclude Section 2 with an example.


1. One-dimensional recursive systems. Consider a onedimensional linear shift-invariant (LSI) recursive system $T$ satisfying a finite difference-equation of the form

$$
\begin{equation*}
y_{n}=\sum_{k=0}^{N} a_{k} x_{n-k}-\sum_{k=1}^{M} b_{k} y_{n-k} \tag{1}
\end{equation*}
$$

Then it is well known [15] that the transfer function $H(z)$ of the system is a rational function given by

$$
\begin{equation*}
H(z)=\frac{\sum_{k=0}^{N} a_{k} z^{-k}}{\sum_{k=0}^{M} b_{k} z^{-k}}, \quad b_{0}=1 \tag{2a}
\end{equation*}
$$

[^0]If we let $w=z^{-1}$, also in the sequel of the text, we can write

$$
\begin{equation*}
H(z)=H\left(w^{-1}\right)=\frac{\sum_{k=0}^{N} a_{k} w^{k}}{\sum_{k=0}^{M} b_{k} w^{k}}=\frac{A(w)}{B(w)} \tag{2b}
\end{equation*}
$$

A system is said to be bounded input-bounded output (BIBO) stable if and only if, for any bounded input sequence, the output sequence is bounded:

$$
\forall n,|x(n)| \leq B \quad \Longrightarrow \quad \exists B^{\prime}, \forall n,|y(n)| \leq B^{\prime}
$$

Theorem 1 gives a necessary and sufficient condition for BIBO stability in case one is dealing with systems described by (1).

Theorem 1 [15]. Let $T$ be an LSI recursive system whose transfer function $H(z)$ is given by (2). Then the following statements are equivalent:
(i) $T$ is BIBO stable.
(ii) $B(w) \neq 0$ for $|w| \leq 1$.

In the sequel of the text, when referring to a stable system, we mean that it satisfies the condition for BIBO stability. The next theorem gives a relation between stable LSI recursive systems and continued fractions. First, we introduce the notation $R_{m}(w, t)$ to denote a Schur continued fraction [10]:

$$
R_{m}(w, t):=\gamma_{0}+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w \mid}{\mid \bar{\gamma}_{0} w}+\sum_{k=1}^{m-1}\left(\frac{1 \mid}{\mid \gamma_{k}}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w \mid}{\mid \bar{\gamma}_{k} w}\right)+\frac{1 \mid}{\mid t}
$$

If the Schur coefficients $\gamma_{k}$ satisfy $\left|\gamma_{k}\right|<1$, for $k=0,1, \ldots$, and if $\gamma_{0} \in \mathbf{R}$, then the continued fraction $R_{m}(w, t)$ is called a positive Schur fraction.

Theorem 2 [11]. (i) Let $T$ be an LSI recursive system whose transfer function $H(z)$ is given by

$$
H(z)=\alpha R_{m}\left(z^{-1}, \gamma_{m}\right)
$$

with $\left|\gamma_{k}\right|<1$, for $k=0,1, \ldots, m-1,\left|\gamma_{m}\right|=1$ and $\alpha$ an arbitrary complex number. Then $T$ is a stable system.
(ii) Let $T$ be a recursive and stable system, and let $H(z)$ denote its transfer function.

Then one of the following statements holds: Either there exists uniquely a finite sequence $\gamma_{0}, \ldots, \gamma_{m}$ with $\left|\gamma_{k}\right|<1$, for $k=0, \ldots, m-1$, $\left|\gamma_{m}\right|=1$ and a positive constant $\beta$ such that

$$
\begin{equation*}
H(z)=\beta R_{m}\left(z^{-1}, \gamma_{m}\right) \tag{3}
\end{equation*}
$$

or there exists uniquely an infinite sequence $\left\{\gamma_{k}\right\}$ with $\left|\gamma_{k}\right|<1$, for $k=0,1, \ldots$ and a positive constant $\beta$ such that

$$
\begin{equation*}
H(z)=\beta \lim _{k \rightarrow \infty} R_{k}\left(z^{-1}, 1\right) \quad \text { for }|z|>1 \tag{4}
\end{equation*}
$$

For each $r$ with $0<r<1$, the convergence is uniform on $|z| \geq 1 / r$.

Remark. From the proof given in [11], it is easy to verify that we can choose the constant $\beta$ by

$$
\beta= \begin{cases}1, & \text { if } \max _{|w| \leq 1}\left|H\left(w^{-1}\right)\right| \leq 1  \tag{5}\\ \max _{|w| \leq 1}\left|H\left(w^{-1}\right)\right|, & \text { if } \max _{|w| \leq 1}\left|H\left(w^{-1}\right)\right|>1\end{cases}
$$

Although Theorem 2 is not of real practical use if one wants to test the stability of the system, it turns out to be useful if one is interested in the model reduction problem defined in [2] as: given some information about a rational transfer function (of a high degree), find a system with a lower degree rational transfer function that in some sense approximates the original system. Moreover, the reduced system should as much as possible satisfy the same properties as the original system.

Let us assume from now on that the original system $T$ is an LSI recursive and stable system. Then we know from Theorem 2 that its transfer function $H(z)$ can be written in the form (3) or (4). If we construct the approximate system in such a way that its transfer function $\tilde{H}(z)$ is a modified convergent of (3) or (4), i.e.,

$$
\begin{equation*}
\tilde{H}(z)=\beta R_{n}\left(z^{-1}, 1\right) \tag{6}
\end{equation*}
$$

where $n<m$ if $H(z)$ is given by (3), then the following theorem summarizes the properties of the approximate system.

Theorem 3. Let $H(z)$ be the transfer function of a stable LSI recursive system. If $\tilde{H}(z)$ is given by (6), then:
(i) $\tilde{H}(z)$ is a rational function of degree $[n / n]$;
(ii) $H(z)-\tilde{H}(z)=O\left(z^{-n}\right)$;
(iii) $\tilde{H}(z)$ is the transfer function of a stable system.

Proof. Statement (i) can very easily be verified (see also [10]). In order to prove the correspondence result (ii), we introduce the notation $C_{k} / D_{k}, k=0,1, \ldots$, for successive convergents of the continued fraction (4) and $\tilde{C}_{k} / \tilde{D}_{k}, k=0,1, \ldots, 2 n$, for successive convergents of $\tilde{H}(z)$ given by (6). In this way, $\tilde{H}(z)=\tilde{C}_{2 n} / \tilde{D}_{2 n}$. It is easy to see that

$$
\begin{aligned}
C_{k} & =\tilde{C}_{k}, \quad D_{k}=\tilde{D}_{k}, \quad k=0, \ldots, 2 n-1 \\
C_{2 n} & =\gamma_{n} C_{2 n-1}+C_{2 n-2} \\
D_{2 n} & =\gamma_{n} D_{2 n-1}+D_{2 n-2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \tilde{C}_{2 n}=C_{2 n-1}+C_{2 n-2}=\left(1-\gamma_{n}\right) C_{2 n-1}+C_{2 n} \\
& \tilde{D}_{2 n}=D_{2 n-1}+D_{2 n-2}=\left(1-\gamma_{n}\right) D_{2 n-1}+D_{2 n}
\end{aligned}
$$

We now have

$$
\begin{align*}
& H(z)-\tilde{H}(z)  \tag{7}\\
& \qquad \begin{array}{l}
\quad\left(H(z)-\frac{C_{2 n}}{D_{2 n}}\right)-\left(\frac{\tilde{C}_{2 n}}{\tilde{D}_{2 n}}-\frac{C_{2 n}}{D_{2 n}}\right) \\
\quad=H(z)-\frac{C_{2 n}}{D_{2 n}}-\left(1-\gamma_{n}\right) \frac{C_{2 n-1} D_{2 n}-C_{2 n} D_{2 n-1}}{D_{2 n} \tilde{D}_{2 n}} \\
\quad=H(z)-\frac{C_{2 n}}{D_{2 n}}-\left(1-\gamma_{n}\right) \frac{\left(1-\left|\gamma_{0}\right|^{2}\right) \cdots\left(1-\left|\gamma_{n-1}\right|^{2}\right) z^{-n}}{D_{2 n} \tilde{D}_{2 n}}
\end{array} .
\end{align*}
$$

From [10] we know that the order of correspondence of the even convergents $C_{2 n} / D_{2 n}$ to $H(z)$ is

$$
\begin{equation*}
H(z)-\frac{C_{2 n}}{D_{2 n}}=O\left(z^{-(n+1)}\right) \tag{8}
\end{equation*}
$$

while it is easily verified that

$$
D_{2 n} \tilde{D}_{2 n}=1+\cdots+\bar{\gamma}_{0}^{2} \gamma_{n} z^{-2 n}
$$

This, together with (7) and (8), proves statement (ii). For part (ii) of the theorem, we point out that, since $H(z)$ is the transfer function of a stable system, the coefficients $\gamma_{k}$ in (6) satisfy $\left|\gamma_{k}\right|<1$ for $k=0, \ldots, n-1$. Statement (iii) now immediately follows from Theorem 2.

The above theorem states that if the original system is stable, choosing the approximate transfer function $\tilde{H}(z)$ to be a modified convergent of the Schur continued fraction expansion of the original transfer function, guarantees that the approximate system is stable. However, the degree of correspondence to the original transfer function is lower than the degree one would obtain by constructing a Padé approximant with the same numerator and denominator degree for $H(z)$. The drawback of using Padé approximants is that there is no guarantee that the constructed Padé approximant will realize a stable system. The way to compute the Schur continued fraction for $H(z)$, and, hence, the approximate transfer function $\tilde{H}(z)$, depends on the information given. If the rational transfer function $H(z)$ is given explicitly, then the Schur coefficients $\gamma_{k}$ can be computed by means of the algorithm as given in [10]:

$$
\begin{aligned}
f_{0}(w) & =\frac{H\left(w^{-1}\right)}{\beta} \\
f_{k+1}(w) & =\frac{1}{w} \frac{f_{k}(w)-\gamma_{k}}{1-\bar{\gamma}_{k} f_{k}(w)}, \quad \gamma_{k}=f_{k}(0), k \geq 0
\end{aligned}
$$

If, on the other hand, $H\left(w^{-1}\right)$ is given by its Taylor series, another way to compute the coefficients $\gamma_{k}$ is to start a Viscovatov-type algorithm. Let

$$
\frac{H\left(w^{-1}\right)}{\beta}=f(w)=\sum_{i=0}^{\infty} c_{i} w^{i}
$$

and put

$$
\begin{align*}
\gamma_{0} & =c_{0} \\
f_{0}(w) & =f(w)-\gamma_{0}  \tag{9a}\\
f_{1}(w) & =\left(1-\left|\gamma_{0}\right|^{2}\right) w-\bar{\gamma}_{0} w f_{0}(w)
\end{align*}
$$

In this way, we have

$$
\begin{aligned}
& f_{0}(w)=w \sum_{i=0}^{\infty} c_{i}^{(0)} w^{i} \\
& f_{1}(w)=w \sum_{i=0}^{\infty} c_{i}^{(1)} w^{i}
\end{aligned}
$$

with

$$
\begin{align*}
& c_{i}^{(0)}=c_{i+1}, \quad i \geq 0 \\
& c_{0}^{(1)}=1-\left|\gamma_{0}\right|^{2},  \tag{9b}\\
& c_{i}^{(1)}=-\bar{\gamma}_{0} c_{i-1}^{(0)}, \quad i \geq 1
\end{align*}
$$

In a similar way, choose, for $k \geq 1$,

$$
\begin{align*}
\gamma_{k} & =\frac{c_{0}^{(2 k-2)}}{c_{0}^{(2 k-1)}}  \tag{9c}\\
f_{2 k}(w) & =f_{2 k-2}(w)-\gamma_{k} f_{2 k-1}(w) \\
f_{2 k+1}(w) & =\left(1-\left|\gamma_{k}\right|^{2}\right) w f_{2 k-1}(w)-\bar{\gamma}_{k} w f_{2 k}(w)
\end{align*}
$$

Then

$$
\begin{aligned}
f_{2 k}(w) & =w^{k+1} \sum_{i=0}^{\infty} c_{i}^{(2 k)} w^{i} \\
f_{2 k+1}(w) & =w^{k+1} \sum_{i=0}^{\infty} c_{i}^{(2 k+1)} w^{i}
\end{aligned}
$$

with

$$
\begin{align*}
c_{i}^{(2 k)} & =c_{i+1}^{(2 k-2)}-\gamma_{k} c_{i+1}^{(2 k-1)}, \quad i \geq 0, \\
c_{0}^{(2 k+1)} & =\left(1-\left|\gamma_{k}\right|^{2}\right) c_{0}^{(2 k-1)}  \tag{9d}\\
c_{i}^{(2 k+1)} & =\left(1-\left|\gamma_{k}\right|^{2}\right) c_{i}^{(2 k-1)}-\bar{\gamma}_{k} c_{i-1}^{(2 k)}, \quad i \geq 1
\end{align*}
$$

Finally we obtain, if $c_{0}^{(2 k-1)} \neq 0$ in $(9 \mathrm{c})$, the Schur continued fraction of the form

$$
\begin{equation*}
\gamma_{0}+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w \mid}{\mid \bar{\gamma}_{0} w}+\sum_{k=1}^{\infty}\left(\frac{1 \mid}{\mid \gamma_{k}}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w \mid}{\mid \bar{\gamma}_{k} w}\right) \tag{10}
\end{equation*}
$$

Denoting the successive convergents of the continued fraction (10) by $C_{k} / D_{k}$, it is easy to see that [13]

$$
\frac{H\left(w^{-1}\right)}{\beta} D_{k}-C_{k}=f(w) D_{k}-C_{k}=(-1)^{k} f_{k}(w)
$$

It is easily verified (see also $[\mathbf{1 0}]$ ) that, for $k=0,1, \ldots$,

$$
\begin{aligned}
D_{2 k} & =1+\cdots+\bar{\gamma}_{0} \gamma_{k} w^{k} \\
D_{2 k+1} & =\bar{\gamma}_{k} w+\cdots+\bar{\gamma}_{0} w^{k+1}
\end{aligned}
$$

Hence, (10) corresponds to $H\left(w^{-1}\right) / \beta$ in the sense that

$$
\frac{H\left(w^{-1}\right)}{\beta}-\frac{C_{2 k}}{D_{2 k}}=O\left(w^{k+1}\right)
$$

and, when $\left|\gamma_{k}\right| \neq 0$ for $k \geq 0$,

$$
\frac{H\left(w^{-1}\right)}{\beta}-\frac{C_{2 k+1}}{D_{2 k+1}}=O\left(w^{k}\right)
$$

Using this correspondence result it is also easy to prove that if (10) exists, it is unique. In order to see that the formulas (9) can always be applied if $H(z)$ is the transfer function of a stable system, it is sufficient to note from (9) that

$$
\begin{aligned}
c_{0}^{(1)} & =1-\left|\gamma_{0}\right|^{2}, \\
c_{0}^{(2 k+1)} & =\left(1-\left|\gamma_{k}\right|^{2}\right) c_{0}^{(2 k-1)}
\end{aligned}
$$

and to make use of the results of Theorem 2: either $\exists m$ with $\left|\gamma_{m}\right|=1$, in which case the Schur fraction for $H(z)$ is finite and there is no need to compute $\gamma_{m+1}$ from (9c), or, $\forall k,\left|\gamma_{k}\right|<1$, and, hence, $c_{0}^{(2 k-1)} \neq 0$ for all $k$. It is the Viscovatov-type algorithm (9) that we will generalize to the two-dimensional case.
2. Two-dimensional systems. As in the one-dimensional case, we will consider two-dimensional first-quadrant LSI recursive systems
satisfying a finite difference equation of the form

$$
\begin{align*}
y\left(n_{1}, n_{2}\right)= & \sum_{\substack{\left(k_{1}, k_{2}\right) \in N \\
N \subset \mathbf{N}^{2}}} a\left(k_{1}, k_{2}\right) x\left(n_{1}-k_{1}, n_{2}-k_{2}\right)  \tag{11}\\
& -\sum_{\substack{\left(k_{1}, k_{2}\right) \in M \\
M \subset \mathbf{N}^{2} \backslash\{(0,0)\}}} b\left(k_{1}, k_{2}\right) y\left(n_{1}-k_{1}, n_{2}-k_{2}\right) .
\end{align*}
$$

The transfer function of the system (11) is then given by [7]:

$$
\begin{aligned}
H\left(z_{1}, z_{2}\right) & =\frac{\sum_{\left(k_{1}, k_{2}\right) \in N} a\left(k_{1}, k_{2}\right) z_{1}^{-k_{1}} z_{2}^{-k_{2}}}{1+\sum_{\left(k_{1}, k_{2}\right) \in M} b\left(k_{1}, k_{2}\right) z_{1}^{-k_{1}} z_{2}^{-k_{2}}} \\
& =\frac{\sum_{\left(k_{1}, k_{2}\right) \in N} a\left(k_{1}, k_{2}\right) z_{1}^{-k_{1}} z_{2}^{-k_{2}}}{\sum_{\left(k_{1}, k_{2}\right) \in M \cup\{(0,0)\}} b\left(k_{1}, k_{2}\right) z_{1}^{-k_{1}} z_{2}^{-k_{2}}} .
\end{aligned}
$$

where we have set $b(0,0)=1$. Using the notation $w_{1}=z_{1}^{-1}$ and $w_{2}=z_{2}^{-1}$, one can write

$$
\begin{align*}
H\left(z_{1}, z_{2}\right) & =H\left(w_{1}^{-1}, w_{2}^{-1}\right) \\
& =\frac{\sum_{\left(k_{1}, k_{2}\right) \in N} a\left(k_{1}, k_{2}\right) w_{1}^{k_{1}} w_{2}^{k_{2}}}{\sum_{\left(k_{1}, k_{2}\right) \in M \cup\{(0,0)\}} b\left(k_{1}, k_{2}\right) w_{1}^{k_{1}} w_{2}^{k_{2}}}  \tag{12}\\
& =\frac{A\left(w_{1}, w_{2}\right)}{B\left(w_{1}, w_{2}\right)}
\end{align*}
$$

A two-dimensional system is said to be BIBO stable if the output signal corresponding to a bounded input signal is bounded. As in the one-dimensional case, this definition of stability can be reformulated in terms of the transfer function of the system. The following theorem summarizes some of the existing results.

Theorem $4[\mathbf{7}, \mathbf{1 4}]$. Let $T$ be a two-dimensional first-quadrant LSI system with a rational transfer function given by (12) and having no nonessential singularities of the second kind on the unit bicircle. Then the system is stable if and only if
(i) $B\left(w_{1}, w_{2}\right) \neq 0$ for $\left|w_{1}\right| \leq 1,\left|w_{2}\right| \leq 1$ if and only if
(ii)(a) $B\left(w_{1}, w_{2}\right) \neq 0$ for $\left|w_{1}\right| \leq 1,\left|w_{2}\right|=1$
(b) $B\left(w_{1}, w_{2}\right) \neq 0$ for $\left|w_{1}\right|=1,\left|w_{2}\right| \leq 1$ if and only if
(iii)(a) $B\left(w_{1}, w_{2}\right) \neq 0$ for $\left|w_{1}\right|=1,\left|w_{2}\right| \leq 1$,
(b) $B\left(w_{1}, 0\right) \neq 0$ for $\left|w_{1}\right| \leq 1$ if and only if
(iv)(a) $B\left(w_{1}, w_{2}\right) \neq 0$ for $\left|w_{1}\right| \leq 1,\left|w_{2}\right|=1$,
(b) $B\left(0, w_{2}\right) \neq 0$ for $\left|w_{2}\right| \leq 1$.

Proof. For the proof of the theorem, we refer to $[\mathbf{6}, \mathbf{9}, \mathbf{1 6}]$. व

We remark that conditions (iii-iv) consist on one hand of a onedimensional condition ((iii)(b),(iv)(b)), while the other part is twodimensional in nature. In $[\mathbf{1}, \mathbf{8}]$ it was shown how the two-dimensional condition (iii)(a) (or (iv)(a)) can be tested, while condition (iii)(b) (respectively, (iv)(b)) states that the projected system with transfer function $H_{1}\left(w^{-1}\right)=A(w, 0) / B(w, 0)$ (respectively, $H_{2}\left(w^{-1}\right)=$ $A(0, w) / B(0, w))$ should be stable. With this theorem and the results of Section 1 in mind, we propose to construct a BCF expansion for a bivariate function $f\left(w_{1}, w_{2}\right)$ as follows. In view of simplifying conditions (iii), the proposed BCF will be of the form

$$
\begin{align*}
\left(\gamma_{0}\right. & \left.+\sum_{i=1}^{\infty} \frac{\delta_{i 0}^{(0)} w_{2} \mid}{\mid 1}\right)+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{0} w_{1}} \\
& +\sum_{k=1}^{\infty}\left(\frac{1}{\left\lvert\, \gamma_{k}+\sum_{i=1}^{\infty} \frac{\delta_{i 0}^{(k)} w_{2} \mid}{1}\right.}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right) \tag{13a}
\end{align*}
$$

such that, after projection $\left(w_{2}=0\right)$, the BCF reduces to a Schur fraction in $w_{1}$. When considering conditions (iv) the roles of $w_{1}$ and
$w_{2}$ are interchanged and the BCF will be of the form

$$
\begin{align*}
& \left(\gamma_{0}+\sum_{i=1}^{\infty} \frac{\delta_{i 0}^{(0)} w_{1} \mid}{1}\right)+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{2} \mid}{\mid \bar{\gamma}_{0} w_{2}} \\
& \quad+\sum_{k=1}^{\infty}\left(\frac{1}{\left\lvert\, \gamma_{k}+\sum_{i=1}^{\infty} \frac{\delta_{i 0}^{(k)} w_{1} \mid}{1}\right.}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{2} \mid}{\mid \bar{\gamma}_{k} w_{2}}\right) \tag{13b}
\end{align*}
$$

In both BCF forms the even partial denominators are themselves continued fractions in $w_{2}$, respectively $w_{1}$. In the sequel of the text, we shall restrict ourselves to the form (13a). Results for the other form can be obtained in a completely analogous way. The coefficients in the BCF (13a) can be computed from the Taylor series expansion for $f\left(w_{1}, w_{2}\right)$ as follows. Let

$$
\begin{align*}
f\left(w_{1}, w_{2}\right) & =\sum_{i=0}^{\infty}\left(\sum_{j=0}^{\infty} c_{i j} w_{2}^{j}\right) w_{1}^{i} \\
\gamma_{0} & =c_{00} \\
h_{0}\left(w_{2}\right) & =\sum_{j=0}^{\infty} c_{0 j} w_{2}^{j}=\gamma_{0}+\sum_{j=1}^{\infty} c_{0 j} w_{2}^{j}  \tag{14a}\\
f_{0}\left(w_{1}, w_{2}\right) & =f\left(w_{1}, w_{2}\right)-h_{0}\left(w_{2}\right) \\
f_{1}\left(w_{1}, w_{2}\right) & =\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1}-\bar{\gamma}_{0} w_{1} f_{0}\left(w_{1}, w_{2}\right)
\end{align*}
$$

In this way

$$
\begin{aligned}
& f_{0}\left(w_{1}, w_{2}\right)=w_{1} \sum_{i=0}^{\infty}\left(\sum_{j=0}^{\infty} c_{i j}^{(0)} w_{2}^{j}\right) w_{1}^{i} \\
& f_{1}\left(w_{1}, w_{2}\right)=w_{1} \sum_{i=0}^{\infty}\left(\sum_{j=0}^{\infty} c_{i j}^{(1)} w_{2}^{j}\right) w_{1}^{i}
\end{aligned}
$$

with

$$
\begin{align*}
& c_{i j}^{(0)}=c_{i+1, j}, \quad i \geq 0, j \geq 0 \\
& c_{00}^{(1)}=1-\left|\gamma_{0}\right|^{2}, \\
& c_{0 j}^{(1)}=0, \quad j \geq 1,  \tag{14b}\\
& c_{i j}^{(1)}=-\bar{\gamma}_{0} c_{i-1, j}^{(0)}, \quad i \geq 1, j \geq 0 .
\end{align*}
$$

In a similar way choose, for $k \geq 1$,

$$
\begin{aligned}
h_{k}\left(w_{2}\right) & =\sum_{j=0}^{\infty} d_{j}^{(k)} w_{2}^{j}=\gamma_{k}+\sum_{j=1}^{\infty} d_{j}^{(k)} w_{2}^{j} \\
f_{2 k}\left(w_{1}, w_{2}\right) & =f_{2 k-2}\left(w_{1}, w_{2}\right)-h_{k}\left(w_{2}\right) f_{2 k-1}\left(w_{1}, w_{2}\right) \\
f_{2 k+1}\left(w_{1}, w_{2}\right) & =\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} f_{2 k-1}\left(w_{1}, w_{2}\right)-\bar{\gamma}_{k} w_{1} f_{2 k}\left(w_{1}, w_{2}\right)
\end{aligned}
$$

where the $d_{j}^{(k)}$ are obtained by equating coefficients of equal powers of $w_{2}$ in

$$
\sum_{j=0}^{\infty} c_{0 j}^{(2 k-2)} w_{2}^{j}-\sum_{j=0}^{\infty} d_{j}^{(k)} w_{2}^{j} \sum_{j=0}^{\infty} c_{0 j}^{(2 k-1)} w_{2}^{j}=0
$$

or, explicitly,

$$
\begin{align*}
d_{0}^{(k)} & =\gamma_{k}=\frac{c_{00}^{(2 k-2)}}{c_{00}^{(2 k-1)}}  \tag{14c}\\
d_{j}^{(k)} & =\frac{1}{c_{00}^{(2 k-1)}}\left(c_{0 j}^{(2 k-2)}-\sum_{i=0}^{j-1} c_{0, j-i}^{(2 k-1)} d_{i}^{(k)}\right), \quad j>0
\end{align*}
$$

Then

$$
\begin{gathered}
f_{2 k}\left(w_{1}, w_{2}\right)=w_{1}^{k+1} \sum_{i=0}^{\infty}\left(\sum_{j=0}^{\infty} c_{i j}^{(2 k)} w_{2}^{j}\right) w_{1}^{i} \\
f_{2 k+1}\left(w_{1}, w_{2}\right)=w_{1}^{k+1} \sum_{i=0}^{\infty}\left(\sum_{j=0}^{\infty} c_{i j}^{(2 k+1)} w_{2}^{j}\right) w_{1}^{i}
\end{gathered}
$$

with

$$
\begin{align*}
c_{i j}^{(2 k)} & =c_{i+1, j}^{(2 k-2)}-\sum_{l=0}^{j} d_{l}^{(k)} c_{i+1, j-l}^{(2 k-1)}, \quad i \geq 0, j \geq 0, \\
c_{0 j}^{(2 k+1)} & =\left(1-\left|\gamma_{k}\right|^{2}\right) c_{0 j}^{(2 k-1)}, \quad j \geq 0,  \tag{14d}\\
c_{i j}^{(2 k+1)} & =\left(1-\left|\gamma_{k}\right|^{2}\right) c_{i j}^{(2 k-1)}-\bar{\gamma}_{k} c_{i-1, j}^{(2 k)}, \quad i \geq 1, j \geq 0 .
\end{align*}
$$

For uniformity of notation we set $c_{0 j}=d_{j}^{(0)}$ in $h_{0}\left(w_{2}\right)$ so that, for each $k \geq 0$, the coefficients $d_{j}^{(k)}$ are associated with $h_{k}\left(w_{2}\right)$ and always $d_{0}^{(k)}=\gamma_{k}$.

We remark that if we set $w_{2}=0$ in algorithm (14) it reduces to the one-dimensional algorithm (9) applied to $f\left(w_{1}, 0\right)$ and the BCF (13a) reduces to the Schur continued fraction (10). Hence, the coefficients $\gamma_{k}$ in (14) are equal to the Schur coefficients $\gamma_{k}$ for $f\left(w_{1}, 0\right)$.

Assuming that all $c_{00}^{(2 k-1)} \neq 0$ in (14c), we can use the formulas (14) to construct a BCF of the form

$$
\begin{equation*}
h_{0}\left(w_{2}\right)+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{0} w_{1}}+\sum_{k=1}^{\infty}\left(\frac{1}{\mid h_{k}\left(w_{2}\right)}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right) . \tag{15}
\end{equation*}
$$

If we denote by $C_{k} / D_{k}$ the $k^{\text {th }}$ convergent of (15), where the even partial denominators are the infinite expressions $h_{k}\left(w_{2}\right)$, then, in analogy with the univariate case,

$$
\begin{equation*}
f\left(w_{1}, w_{2}\right)-\frac{C_{2 k}}{D_{2 k}}=\frac{f_{2 k}\left(w_{1}, w_{2}\right)}{D_{2 k}}=O\left(w_{1}^{k+1} w_{2}^{l}, l \geq 0\right) \tag{16}
\end{equation*}
$$

where $O\left(w_{1}^{k+1} w_{2}^{l}, l \geq 0\right)$ means that the only terms occurring are of the form $w_{1}^{k+1+i} w_{2}^{j}$ with $i \geq 0$ and $j \geq 0$. We shall now show that if the BCF (15) for $f\left(w_{1}, w_{2}\right)$ exists, it is unique. Assume we can write

$$
\begin{align*}
f\left(w_{1}, w_{2}\right)=h_{0}\left(w_{2}\right) & +\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{0} w_{2}} \\
& +\sum_{k=1}^{\infty}\left(\frac{1 \mid}{\mid h_{k}\left(w_{2}\right)}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right) \tag{17a}
\end{align*}
$$

and

$$
\begin{align*}
f\left(w_{1}, w_{2}\right)=g_{0}\left(w_{2}\right) & +\frac{\left(1-\left|\eta_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\eta}_{0} w_{1}} \\
& +\sum_{k=1}^{\infty}\left(\frac{1}{\mid g_{k}\left(w_{2}\right)}+\frac{\left(1-\left|\eta_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\eta}_{k} w_{1}}\right) \tag{17b}
\end{align*}
$$

We use the notation $\tilde{C}_{k} / \tilde{D}_{k}$ for the $k^{\text {th }}$ convergent of ( 17 b ), where the even partial denominators are the infinite expressions $g_{k}\left(w_{2}\right)$. Setting $w_{1}=0$ in (17a)-(17b) it follows immediately that $g_{0}\left(w_{2}\right)=h_{0}\left(w_{2}\right)$. Now, assuming that $h_{k}\left(w_{2}\right)=g_{k}\left(w_{2}\right)$, and hence also $\gamma_{k}=\eta_{k}$ for $k=0, \ldots, m-1$, we shall show that this also holds for $k=m$. By induction,

$$
\begin{aligned}
\frac{C_{2 m}}{D_{2 m}}-\frac{\tilde{C}_{2 m}}{\tilde{D}_{2 m}} & =\left(h_{m}\left(w_{2}\right)-g_{m}\left(w_{2}\right)\right) \frac{\left(C_{2 m-1} D_{2 m-2}-C_{2 m-2} D_{2 m-1}\right)}{D_{2 m} \tilde{D}_{2 m}} \\
& =\left(h_{m}\left(w_{2}\right)-g_{m}\left(w_{2}\right)\right) \frac{\left(1-\left|\gamma_{0}\right|^{2}\right) \cdots\left(1-\left|\gamma_{m-1}\right|^{2}\right) w_{1}^{m}}{D_{2 m} \tilde{D}_{2 m}}
\end{aligned}
$$

On the other hand, we know from (16) that

$$
\frac{C_{2 m}}{D_{2 m}}-\frac{\tilde{C}_{2 m}}{\tilde{D}_{2 m}}=\frac{O\left(w_{1}^{m+1} w_{2}^{l}, l \geq 0\right)}{D_{2 m} \tilde{D}_{2 m}}
$$

This proves the uniqueness of the BCF (15). We still need to indicate how the coefficients $\delta_{j 0}^{(k)}$ in (13a) can be computed from the coefficients $d_{j}^{(k)}$ in the Taylor series of $h_{k}\left(w_{2}\right)$. This can be done by means of the well-known univariate Viscovatov scheme [5]:

$$
\begin{align*}
\delta_{00}^{(k)} & =1 \\
\delta_{0 i}^{(k)} & =0, \quad i \geq 1 \\
\delta_{1 i}^{(k)} & =d_{i+1}^{(k)}, \quad i \geq 0  \tag{18}\\
\delta_{j i}^{(k)} & =\delta_{j-2, i+1}^{(k)}-\frac{\delta_{j-2,0}^{(k)}}{\delta_{j-1,0}^{(k)}} \delta_{j-1, i+1}^{(k)}, \quad i \geq 0, j \geq 2
\end{align*}
$$

From (14) and the Viscovatov algorithm (18) it is clear that a sufficient condition for the existence of the BCF (13a) is that, for $k=0,1, \ldots$,

$$
\begin{aligned}
& c_{00}^{(2 k+1)} \neq 0, \\
& \delta_{j 0}^{(k)} \neq 0, \quad j=1,2, \ldots
\end{aligned}
$$

We now go back to the model reduction problem. Let $H\left(z_{1}, z_{2}\right)$ be the transfer function of a stable system for which we want to find a
reduced model. We shall indicate how modified convergents of the BCF (13a) for $H\left(z_{1}, z_{2}\right)$ all satisfy condition (iii)(b) of the stability Theorem 4. Hence, checking the stability of two-dimensional systems represented by modified convergents of (13a) is reduced to checking condition (iii)(a), and this can be done as described in [1, 8]. We shall also indicate the degree of correspondence of the modified convergents of (13a) to $H\left(z_{1}, z_{2}\right)$.

Let $H\left(z_{1}, z_{2}\right)$, given by (12), represent a stable digital filter. As before, we assume that $H\left(z_{1}, z_{2}\right)$ has no nonessential singularities of the second kind on the unit bicircle. As in the univariate case, we shall construct a BCF (13a) for $H\left(z_{1}, z_{2}\right) / \beta$ instead of for $H\left(z_{1}, z_{2}\right)$ itself, where it will become clear in a moment how the positive constant $\beta$ should be chosen. In order to construct the BCF (13a) for $H\left(z_{1}, z_{2}\right) / \beta$, we first compute the Taylor series expansion

$$
\frac{H\left(z_{1}, z_{2}\right)}{\beta}=\frac{H\left(w_{1}^{-1}, w_{2}^{-1}\right)}{\beta}=\frac{1}{\beta} \frac{A\left(w_{1}, w_{2}\right)}{B\left(w_{1}, w_{2}\right)}=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} c_{i j} w_{1}^{i} w_{2}^{j}
$$

and then apply the Viscovatov-type algorithms (14) and (18). We have mentioned above that the coefficients $\gamma_{k}$ in (14) when applied to

$$
\frac{1}{\beta} \frac{A\left(w_{1}, w_{2}\right)}{B\left(w_{1}, w_{2}\right)}
$$

are equal to the Schur coefficients for $A\left(w_{1}, 0\right) /\left(\beta B\left(w_{1}, 0\right)\right)$. Now, since $H\left(z_{1}, z_{2}\right)$ represents a stable two-dimensional system, we know from Theorem 4 that $A\left(w_{1}, 0\right) / B\left(w_{1}, 0\right)$ is the transfer function of a stable one-dimensional system. Let us choose $\beta$ according to (5) by

$$
B= \begin{cases}1, & \text { if } \max _{\left|w_{1}\right| \leq 1}\left|\frac{A\left(w_{1}, 0\right)}{B\left(w_{1}, 0\right)}\right| \leq 1  \tag{19}\\ \max _{\left|w_{1}\right| \leq 1}\left|\frac{A\left(w_{1}, 0\right)}{B\left(w_{1}, 0\right)}\right|, & \text { if } \max _{\left|w_{1}\right| \leq 1}\left|\frac{A\left(w_{1}, 0\right)}{B\left(w_{1}, 0\right)}\right|>1\end{cases}
$$

Then, using Theorem 2 we know that the Schur coefficients $\gamma_{k}$ for $A\left(w_{1}, 0\right) /\left(\beta B\left(w_{1}, 0\right)\right)$ either satisfy $\exists l$ with $\left|\gamma_{k}\right|<1$, for $k=0, \ldots, l-1$ and $\left|\gamma_{l}\right|=1$, or, $\forall k,\left|\gamma_{k}\right|<1$. In this last case we set $l=\infty$. In any case, we have $\left|\gamma_{k}\right|<1$ for $k<l$. Hence, it is now clear from formulas (14b)-(14d) that we can apply the Viscovatov-type algorithm (14) to
$A\left(w_{1}, w_{2}\right) /\left(\beta B\left(w_{1}, w_{2}\right)\right)$, with $\beta$ given by (19), to construct

$$
\begin{aligned}
R_{n, m}\left(w_{1}, w_{2}, t\right)= & \left(\gamma_{0}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(0)} w_{2} \mid}{1}\right)+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{0} w_{1}} \\
& +\sum_{k=1}^{n-1}\left(\frac{1}{\left\lvert\, \gamma_{k}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(k)} w_{2} \mid}{1}\right.}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right)+\frac{1 \mid}{\mid t}
\end{aligned}
$$

where, clearly, $n \leq l$ and where we have assumed that the onedimensional Viscovatov algorithm can be applied to each of the functions $h_{k}\left(w_{2}\right)$, for $k=0, \ldots, n-1$. The rational functions $R_{n, m}\left(w_{1}, w_{2}, t\right)$ are modified convergents of the BCF expansion (13a) for $H\left(w_{1}^{-1}, w_{2}^{-1}\right) / \beta$. If we choose the reduced system to have a transfer function $\tilde{H}\left(z_{1}, z_{2}\right)$ given by

$$
\begin{equation*}
\tilde{H}\left(z_{1}, z_{2}\right)=\beta R_{n, m}\left(z_{1}^{-1}, z_{2}^{-1}, 1\right) \tag{20}
\end{equation*}
$$

then the following holds. For simplicity, but without loss of generality, we set $\beta=1$ in the sequel of the text.

Theorem 5. Let $H\left(z_{1}, z_{2}\right)$ represent a stable two-dimensional firstquadrant LSI recursive system having no nonessential singularities of the second kind on the unit bicircle. The following statements hold for

$$
\tilde{H}\left(z_{1}, z_{2}\right)=R_{n, m}\left(z_{1}^{-1}, z_{2}^{-1}, 1\right)
$$

(i) $\tilde{H}\left(z_{1}, z_{2}\right)$ is a rational function of the form

$$
\tilde{H}\left(z_{1}, z_{2}\right)=\tilde{H}\left(w_{1}^{-1}, w_{2}^{-1}\right)=\frac{\tilde{A}\left(w_{1}, w_{2}\right)}{\tilde{B}\left(w_{1}, w_{2}\right)}
$$

where

$$
\begin{aligned}
& \tilde{A}\left(w_{1}, w_{2}\right)=\sum_{i=0}^{n} \sum_{j=0}^{n\left\lfloor\frac{m+1}{2}\right\rfloor} \tilde{a}(i, j) w_{1}^{i} w_{2}^{j}, \\
& \tilde{B}\left(w_{1}, w_{2}\right)=\sum_{i=0}^{n} \sum_{j=0}^{(n-1)\left\lfloor\frac{m+1}{2}\right\rfloor+\left\lfloor\frac{m}{2}\right\rfloor} \tilde{b}(i, j) w_{1}^{i} w_{2}^{j},
\end{aligned}
$$

with $\lfloor\cdot\rfloor$ denoting the integer part of its argument.
(ii) $H\left(z_{1}, z_{2}\right)-\tilde{H}\left(z_{1}, z_{2}\right)=O\left(z_{1}^{-n} z_{2}^{-j}, z_{1}^{-j} z_{2}^{-(m+1)}, j \geq 0\right)$.
(iii) Given that $\tilde{H}\left(z_{1}, z_{2}\right)$ has no nonessential singularities of the second kind on the unit bicircle, $\tilde{H}\left(z_{1}, z_{2}\right)$ is the transfer function of a stable system if and only if

$$
\tilde{B}\left(w_{1}, w_{2}\right) \neq 0, \text { for }\left|w_{1}\right|=1,\left|w_{2}\right| \leq 1
$$

Proof. The proof of (i) is by induction on $n$. For $n=1$, it is clear that

Now assume that

$$
\begin{aligned}
\left(\gamma_{1}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(1)} w_{2} \mid}{\mid 1}\right) & +\frac{\left(1-\left|\gamma_{1}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{1} w_{1}} \\
& \left.+\sum_{k=2}^{n-2}\left(\frac{1}{\left|\gamma_{k}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(k)} w_{2} \mid}{\mid}\right|}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right)+\frac{1 \mid}{\mid 1}\right) \\
& =\frac{\sum_{i=0}^{n-1}(n-2)\left\lfloor\frac{\sum_{j=0}^{n+1}}{\left.\sum_{j=0}^{2}\right\rfloor+\left\lfloor\frac{m}{2}\right\rfloor} c(i, j) w_{1}^{i} w_{2}^{j}\right.}{\sum_{i=0}^{n-1)\left\lfloor\frac{m+1}{2}\right\rfloor}} .
\end{aligned}
$$

Then, clearly,

$$
\begin{aligned}
\tilde{H}\left(w_{1}^{-1}, w_{2}^{-1}\right)= & \left(\gamma_{0}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(0)} w_{2} \mid}{1}\right)+\frac{\left(1-\left|\gamma_{0}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{0} w_{1}} \\
& +\frac{\sum_{i=0}^{n-1} \sum_{j=0}^{(n-2)\left\lfloor\frac{m+1}{2}\right\rfloor+\left\lfloor\frac{m}{2}\right\rfloor} d(i, j) w_{1}^{i} w_{2}^{j}}{\sum_{i=0}^{n-1} \sum_{j=0}^{(n-1)\left\lfloor\frac{m+1}{2}\right\rfloor} c(i, j) w_{1}^{i} w_{2}^{j}} \\
= & \frac{\sum_{i=0}^{n} \frac{\sum_{j=0}^{n\left\lfloor\frac{m+1}{2}\right\rfloor} \tilde{a}(i, j) w_{1}^{i} w_{2}^{j}}{\sum_{i=0}^{(n-1)\left\lfloor\frac{m+1}{2}\right\rfloor+\left\lfloor\frac{m}{2}\right\rfloor} \tilde{b}(i, j) w_{1}^{i} w_{2}^{j}}}{j=0}
\end{aligned}
$$

which proves statement (i). From (16) it is easy to see that

$$
\begin{aligned}
H\left(z_{1}, z_{2}\right)-R_{n, m} & \left(z_{1}^{-1}, z_{2}^{-1}, \gamma_{n}+\sum_{i=1}^{m} \frac{\delta_{i 0}^{(n)} w_{2} \mid}{1}\right) \\
& =O\left(z_{1}^{-(n+1)} z_{2}^{-j}, z_{1}^{-j} z_{2}^{-(m+1)}, j \geq 0\right)
\end{aligned}
$$

Using this result, the proof of the correspondence result (ii) is completely analogous to the one given in Theorem 3. To prove (iii) it is sufficient to show, according to Theorem 4 , that $\tilde{A}\left(w_{1}, 0\right) / \tilde{B}\left(w_{1}, 0\right)$ represents a stable one-dimensional system. We have

$$
\frac{\tilde{A}\left(w_{1}, 0\right)}{\tilde{B}\left(w_{1}, 0\right)}=\gamma_{0}+\frac{\left(1-\left|\gamma_{0}\right|^{2} w_{1} \mid\right.}{\mid \bar{\gamma}_{0} w_{1}}+\sum_{k=1}^{n-1}\left(\frac{1 \mid}{\mid \gamma_{k}}+\frac{\left(1-\left|\gamma_{k}\right|^{2}\right) w_{1} \mid}{\mid \bar{\gamma}_{k} w_{1}}\right)+\frac{1 \mid}{\mid 1}
$$

We have already pointed out that, since $H\left(z_{1}, z_{2}\right)$ represents a stable two-dimensional system, $\left|\gamma_{k}\right|<1$ for $k=0, \ldots, l-1$. This, together with Theorem 2, guarantees the stability of $\tilde{A}\left(w_{1}, 0\right) / \tilde{B}\left(w_{1}, 0\right)$.

We shall conclude this section with an example, but first we recall the definition of root map which, as indicated in [7], can be quite useful to investigate the stability of a two-dimensional LSI system. We
shall write $B\left[w_{1}\right]\left(w_{2}\right)$ to indicate that we interpret the two-dimensional polynomial $B\left(w_{1}, w_{2}\right)$ as a one-dimensional polynomial of the variable $w_{2}$ with coefficients which are themselves one-dimensional polynomials of the variable $w_{1}$. The root map of $B\left(w_{1}, w_{2}\right)$ consists of two root images-one root image shows the loci of the roots of $B\left[w_{1}\right]\left(w_{2}\right)$ as the parameter $w_{1}$ traverses the unit circle $w_{1}=e^{i \varphi}$ for $-\pi \leq \varphi_{1} \leq \pi$. The other root image shows the loci of the roots of $B\left[w_{2}\right]\left(w_{1}\right)$ as the parameter $w_{2}$ traverses the unit circle $w_{2}=e^{i \varphi_{2}}$. We remark that the conditions (ii) of Theorem 4 will be satisfied if both root images of $B\left(w_{1}, w_{2}\right)$ lie outside the respective unit circles.

Now consider the LSI system given by the transfer function

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{1}{B\left(z_{1}^{-1}, z_{2}^{-1}\right)} \tag{21a}
\end{equation*}
$$

where
(21b)

$$
\begin{aligned}
B\left(w_{1}, w_{2}\right) & =\left(w_{2}-w_{1}+3\right)\left(w_{2}-w_{1}-3\right)\left(w_{2}+w_{1}+3\right)\left(w_{2}+w_{1}-3\right) \\
& \times\left(w_{2}-w_{1}+4\right)\left(w_{2}-w_{1}-4\right)\left(w_{2}+w_{1}+4\right)\left(w_{2}+w_{1}-4\right) \\
& \times\left(w_{2}-w_{1}+5\right)\left(w_{2}-w_{1}-5\right)\left(w_{2}+w_{1}+5\right)\left(w_{2}+w_{1}-5\right)
\end{aligned}
$$

The root image of $B\left[w_{2}\right]\left(w_{1}\right)$ is given in Figure 1. Note that since $B\left(w_{1}, w_{2}\right)=B\left(w_{2}, w_{1}\right)$, the root image of $B\left[w_{1}\right]\left(w_{2}\right)$ is identical to the one given in Figure 1. From the root map given in Figure 1 and Theorem 4(ii) it immediately follows that (21) represents a stable system.

In order to construct a reduced model for (21), we compute the BCF (13a) for $H\left(z_{1}, z_{2}\right) / \beta$, where $\beta$ is given by (19). It is easy to check that

$$
\max _{\left|w_{1}\right| \leq 1}\left|\frac{1}{B\left(w_{1}, 0\right)}\right| \leq 1
$$

and, hence, we have $\beta=1$. The Taylor series expansion of $H\left(z_{1}, z_{2}\right)=$ $1 / B\left(z_{1}^{-1}, z_{2}^{-1}\right)$ is given by

$$
\begin{aligned}
\frac{1}{B\left(w_{1}, w_{2}\right)}= & \frac{1}{(3 \cdot 4 \cdot 5)^{4}}+\frac{1538}{.60^{6}} w_{2}^{2}+O\left(w_{2}^{4}\right) \\
& +w_{1}^{2}\left(\frac{1538}{60^{6}}+\frac{3753610}{60^{8}} w_{2}^{2}+O\left(w_{2}^{4}\right)\right)+O\left(w_{1}^{4} w_{2}^{j}, j \geq 0\right)
\end{aligned}
$$
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We can now apply the formulas (14) to compute the BCF (15) for $1 / B\left(w_{1}, w_{2}\right)$. This gives

$$
\begin{array}{rlrlr}
\gamma_{0} & =\frac{1}{60^{4}} & & & \\
d_{0}^{(0)} & =\gamma_{0} & d_{1}^{(0)}=0 & d_{2}^{(0)}=\frac{1538}{60^{6}} & \ldots \\
c_{00}^{(0)} & =0 & c_{01}^{(0)}=0 & c_{02}^{(0)}=0 & \ldots \\
c_{10}^{(0)} & =\frac{1538}{60^{6}} & c_{11}^{(0)}=0 & c_{12}^{(0)}=\frac{3753610}{60^{8}} & \ldots \\
\vdots & & & & \\
c_{00}^{(1)} & =1-\frac{1}{60^{8}} & c_{01}^{(1)}=0 & c_{02}^{(1)}=0 & \ldots \\
c_{10}^{(1)} & =0 & c_{11}^{(1)}=0 & c_{12}^{(1)}=0 & \ldots \\
c_{20}^{(1)} & =-\frac{1538}{60^{10}} & c_{21}^{(1)}=0 & c_{22}^{(2)}=-\frac{3753610}{60^{12}} & \cdots
\end{array}
$$

For $k=1$ in (14), we find

$$
\begin{aligned}
\gamma_{1} & =0 \\
d_{0}^{(1)} & =\gamma_{1}, \quad d_{j}^{(1)}=0, \quad j \geq 0
\end{aligned}
$$

and so

$$
\begin{aligned}
c_{i j}^{(2)} & =c_{i+1, j}^{(0)} \\
c_{i j}^{(3)} & =c_{i j}^{(1)}
\end{aligned}
$$

while, for $k=2$,

$$
\begin{aligned}
\gamma_{2} & =\frac{5536800}{60^{8}-1} \\
d_{0}^{(2)} & =\gamma_{2} \quad d_{1}^{(2)}=0 \quad d_{2}^{(2)}=\frac{3753610}{60^{8}-1} \quad \cdots .
\end{aligned}
$$

Grouping these results we find that the BCF (15) for $1 / B\left(w_{1}, w_{2}\right)$ becomes

$$
\begin{align*}
& \frac{1}{60^{4}}+\frac{1538}{60^{6}} w_{2}^{2}+\cdots+\frac{\left.\left(1-\frac{1}{60^{8}}\right) w_{1} \right\rvert\,}{\left\lvert\, \frac{1}{60^{4}} w_{1}\right.}+\frac{1 \mid}{\mid 0}+\frac{w_{1} \mid}{\mid 0}  \tag{22}\\
& +\frac{1}{\left\lvert\, \frac{5536800}{60^{8}-1}+\frac{3753610}{60^{8}-1} w_{2}^{2}+\cdots\right.}+\frac{\left.\left(1-\left(\frac{5536800}{60^{8}-1}\right)^{2}\right) w_{1} \right\rvert\,}{\left\lvert\, \frac{5536800}{60^{8}-1} w_{1}\right.}+\frac{1 \mid}{\mid \cdots}
\end{align*}
$$

Note that, in this case, applying the formulas (18) to $h_{0}\left(w_{2}\right)$ and $h_{2}\left(w_{2}\right)$, gives that $\delta_{10}^{(0)}=\delta_{10}^{(2)}=0$. This implies that we have to apply the "singular rules" of the Viscovatov-scheme [5, p. 55] to $h_{0}\left(w_{2}\right)$ and $h_{2}\left(w_{2}\right)$. Doing this leaves (22) unchanged. In order to obtain reduced models for the system represented by (21), consider modified convergents of the BCF (22). If we take $n=3$ and $m=2$ in (20), we find that the transfer function of the reduced system is given by

$$
\begin{align*}
& \tilde{H}\left(z_{1}, z_{2}\right)=R_{3,2}\left(z_{1}^{-1}, z_{2}^{-1}, 1\right)=\frac{\tilde{A}\left(w_{1}, w_{2}\right)}{\tilde{B}\left(w_{1}, w_{2}\right)}  \tag{23}\\
& \quad=\frac{1}{60^{4}}+\frac{1538}{60^{6}} w_{2}^{2}+\left(1-\frac{1}{60^{8}}\right) \\
& \quad \times \frac{\frac{5536800}{60^{8}-1} w_{1}^{2}+w_{1}^{3}+\frac{3753610}{60^{8}-1} w_{1}^{2} w_{1}^{2}\left(1+\frac{5536800}{60^{8}-1} w_{1}\right)}{1+\frac{5536800}{60^{8}-1} w_{1}+\frac{5538000}{60^{4}\left(60^{8}-1\right)} w_{1}^{2}+\frac{1}{60^{4}} w_{1}^{3}+\frac{3753660}{60^{4}\left(60^{8}-1\right)} w_{1}^{2} w_{2}^{2}\left(1+\frac{5536800}{60^{8}-1} w_{1}\right)} .
\end{align*}
$$

Since the conditions of Theorem 5 are satisfied, we can conclude the following for the reduced system (23). The order of correspondence of $\tilde{H}\left(z_{1}, z_{2}\right)$ to $H\left(z_{1}, z_{2}\right)$ is

$$
H\left(z_{1}, z_{2}\right)-\tilde{H}\left(z_{1}, z_{2}\right)=O\left(z_{1}^{-3} z_{2}^{-j}, z_{1}^{-j}, z_{2}^{-3}, j \geq 0\right)
$$

and, whereas the number of terms in the numerator and denominator polynomial of the original transfer function equals 92 , for $\tilde{H}\left(z_{1}, z_{2}\right)$, this number amounts to 16 . From the theorem it also follows that $\tilde{A}\left(w_{1}, 0\right) / \tilde{B}\left(w_{1}, 0\right)$ represents a stable one-dimensional system, and, hence, testing the stability of $\tilde{H}\left(z_{1}, z_{2}\right)$ is reduced to verifying that

$$
\begin{equation*}
\tilde{B}\left(w_{1}, w_{2}\right) \neq 0, \quad\left|w_{1}\right|=1,\left|w_{2}\right| \leq 1 \tag{24}
\end{equation*}
$$

As mentioned above, this condition can be checked using the technique described in $[\mathbf{1}, \mathbf{8}]$. We have not used this technique here but instead consider the root image of $\tilde{B}\left[w_{1}\right]\left(w_{2}\right)$ as $w_{1}$ traverses the unit circle. Condition (24) will be satisfied if this root image lies outside the unit circle in the complex $w_{2}$-plane. From (23) we have that the roots of $\tilde{B}\left[w_{1}\right]\left(w_{2}\right)$ as a function of $w_{1}$ are given by

$$
w_{2}^{2}=-\frac{60^{4}\left(60^{8}-1\right)}{3753610} \cdot \frac{1+\frac{536800}{60^{8}-1} w_{1}+\frac{536800}{60^{4}\left(60^{8}-1\right)} w_{1}^{2}+\frac{1}{60^{4}} w_{1}^{3}}{w_{1}^{2}\left(1+\frac{536800}{60^{8}-1} w_{1}\right)}
$$

If we set $w_{1}=e^{i \varphi_{1}}$ in the above expression, it can easily be verified that the corresponding values of $w_{2}$ satisfy $\left|w_{2}\right|>10^{6}$. Hence, it is clear that the root image of $\tilde{B}\left[w_{1}\right]\left(w_{2}\right)$ lies outside the unit circle and we can conclude that $\tilde{H}\left(z_{1}, z_{2}\right)$ given by (23) represents a stable reduced system for the system (21).

## REFERENCES

1. N.K. Bose, Implementation of a new stability test for two-dimensional filters, IEEE Trans. Acoust., Speech, Signal Processing ASSP-24 (1976), 87-89.
2. A. Bultheel and M. van Barel, Padé techniques for model reduction in linear system theory, J. Comput. Appl. Math. 14 (1986), 401-438.
3. A. Cichocki, Generalized continued fraction expansion of multidimensional rational functions and its applications in synthesis, Proc. ECCTD (1980), 286-291.
4. —, Modelling of $n$-dimensional functions using multibranch continued fractions, Proc. ECCTD (1980), 331-336.
5. A. Cuyt and L. Wuytack, Nonlinear methods in numerical analysis, NorthHolland, Amsterdam, 1987.
6. D. Davis, A correct proof of Huang's stability theorem, IEEE Trans. Acoust., Speech, Signal Processing ASSP-24 (1976), 425-426.
7. D. Dudgeon and R. Mersereau, Multidimensional digital signal processing, Prentice-Hall, Englewood Cliffs, 1984.
8. R. Gnanasekaran, A note on new 1-D and 2-D stability theorems for discrete systems, IEEE Trans. Acoust., Speech, Signal Processing ASSP-29 (1981), 1211-1212.
9. D. Goodman, An alternate proof of Huang's stability theorem, IEEE Trans. Acoust., Speech, Signal Processing ASSP-24 (1976), 426-427.
10. W.B. Jones, O. Njåstad and W.J. Thron, Schur fractions, PerronCarathéodory fractions and Szegö polynomials, a survey, in Analytic Theory of Continued Fractions II (W.J. Thron, ed.), LNM 1199, Springer, 1986, 127-158.
11. W.B. Jones and A. Steinhardt, Digital filters and continued fractions, in Analytic Theory of Continued Fractions (W.B. Jones, W.J. Thron and H. Waadeland, eds.), LNM 932 (1982), 129-151, Springer.
12. S.K. Mitra, A.D. Sagar and N.A. Pendergrass, Realizations of two-dimensional recursive digital filters, IEEE Trans. Circ. Syst. CAS-22 (1975), 177-184.
13. J. Murphy and M. O'Donohue, Some properties of continued fractions with applications in Markov processes, J. Inst. Math. Appl. 16 (1975), 57-71.
14. B.T. O'Connor and Th.S. Huang, Stability of general two-dimensional recursive digital filters, IEEE Trans. Acoust., Speech Signal Processing ASSP-26 (1978), 550-560.
15. A.V. Oppenheim and R.W. Schafer, Digital signal processing, Prentice-Hall, Englewood Cliffs, New Jersey, 1975.
16. J.L. Shanks, T. Sven and J.H. Justice, Stability and synthesis of twodimensional recursive filters, IEEE Trans. Audio and Electroacoustics AU-20 (1972), 115-128.
17. Rao G. Subba, P. Karivaratharajan and K.P. Rajappan, A general form of continued fraction expansion for two-dimensional recursive digital filters, IEEE Trans. Sign. Proc. (1977), 198-200.
18. -_ and -_ On realization of two-dimensional digital filter structures, IEEE Trans. Circ. Syst. CAS-23 (1976), 479.


[^0]:    1 This research was done while the first and third authors were visiting the University of Colorado, Boulder.
    2 Research Associate NFWO.
    3 Research supported in part by the U.S. National Science Foundation under Grant Number DMS-8700498.

    Received by the editors on August 1, 1988, and in revised form on December 9, 1989.

