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Glow discharge modelling: from basic understanding
towards applications
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We have developed a comprehensive modelling network for glow discharge plasmas used for analytical
spectroscopy in order to obtain better insight into the plasma characteristics that are desirable for good
analytical practice. The modelling network consists of Monte-Carlo, fluid and collisional-radiative models,
as well as a heat transfer model and a computational fluid dynamics code, to describe the behaviour of the
various plasma species. Typical calculation results include the electrical characteristics (current, voltage,
pressure relations), the electric field distribution, the densities, fluxes and energies of the various plasma
species, information about the various collisions in the plasma and about cathode sputtering, optical
emission intensities, etc. In this paper we focus on results that are of direct analytical interest, such as
crater profiles and erosion rates due to sputtering, implantation profiles, glow discharge source design,
optical emission intensities and the effect of hydrogen addition. Copyright  2003 John Wiley & Sons, Ltd.
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INTRODUCTION

Glow discharges are used in various application fields,1

ranging from the semiconductor industry and materials tech-
nology (deposition of thin films, etching and modification
of surfaces) to lasers, light sources, plasma display panels,
environmental and biomedical applications and analytical
chemistry.2 – 4 In the latter application the material to be
analysed is typically a solid sample, although it is worth
mentioning that increasing interest also exists for analysing
samples in the liquid or gas phase.5

The glow discharge plasma is created by applying a
potential difference between two electrodes that are placed
in a cell (or they form the cell walls) filled with a gas. For
analytical applications, argon is the most commonly used
discharge gas at a pressure in the range 50–500 Pa. The
potential difference is either constant in time (d.c. mode) or
it can vary as a function of time (r.f. mode) or in the form
of pulses (pulsed mode), and it is typically of the order of
1 kV. For the analysis of solid samples, the material to be
analysed is typically used as the cathode (or r.f.-powered
electrode) of the glow discharge, whereas the other cell walls
are usually grounded. The argon glow discharge plasma
consists of many different species, i.e. a large fraction of
neutral atoms, as well as positive ions, electrons and excited
species. The positive ions, as well as fast argon atoms created
from argon ions, bombard the cathode and release atoms of
the material to be analysed, which is called ‘sputtering’. The
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sputtered, analytically important, atoms arrive in the plasma,
where they are subject to collisions (mainly excitation and
ionization) with the other plasma species. The ionization
collisions create ions of the material to be analysed, which
can be measured with a mass spectrometer (glow discharge
mass spectrometry, GDMS), whereas the excitation collisions
create excited species that emit characteristic photons that
can be detected with glow discharge optical emission
spectroscopy (GDOES). Furthermore, the sputtered atoms
can be probed directly with external light sources for
atomic absorption or fluorescence spectrometry (GDAAS
and GDAFS), although these techniques are less common
than GDMS and GDOES.

To improve the analytical capabilities of glow discharge
sources, good insight into the plasma behaviour is desirable.
We try to obtain this by numerical modelling. In the past
decade we have developed a set of models to describe the
behaviour of the various plasma species in an argon glow
discharge with a copper cathode in d.c., r.f. and pulsed modes
(see Refs 6–10 and references therein). In the present paper,
we will give only a brief overview of the different models
and then focus on the modelling results, which are of most
analytical interest.

DESCRIPTION OF THE MODELING NETWORK

The analytical glow discharge under study operates in argon
(Ar) as the discharge gas and the cathode (sample) is made
of copper (Cu). The species assumed to be present in the
glow discharge plasma include the (thermal) Ar gas atoms,
fast Ar atoms, Ar atoms in various excited levels, ArC ions,
sputtered Cu atoms and the corresponding CuC ions (in the
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ground state and in various excited levels) and electrons.
These species are described with a set of Monte-Carlo, fluid
and collisional-radiative models, as well as a heat transfer
model and a computational fluid dynamics code. The choice
of the different models is based on the kinds of species to
be described and their energy. Monte-Carlo models, which
are very accurate but rather time consuming, are used for
fast (energetic) plasma species that are not in equilibrium
with the electric field (i.e. gain more energy from the electric
field than they lose by collisions). Fluid models, which are
faster but based on some approximations for hydrodynamic
equilibrium, are applied for slow species for which these
approximations are more or less valid. Collisional-radiative
models are chosen for species in excited levels. Finally, a
heat transfer model and a computational fluid dynamics
code have been used for the Ar gas atoms. In the following, a
brief overview of the different models will be given. We will
not go into detail about the formulae used because they can
be found in the cited references.

Fast electrons: Monte-Carlo model
The electrons are split into two groups, depending on their
energy. The fast electrons, i.e. with total (sum of potential and
kinetic) energy above the threshold for inelastic collisions,
are treated with a Monte-Carlo model. Their trajectory,
under the influence of the electric field, is calculated
with Newton’s laws during successive time-steps. Their
collisions (occurrence of a collision, kind of collision and
new energy and direction after collision) are treated with
random numbers. A large number of individual electrons are
followed in this way to obtain statistically meaningful results.
More information about this model (formulae, collisions
taken into account, cross-sections used, etc.) can be found
in Refs 11 and 12. The electrons are followed until they are
absorbed by the cell walls or until their energy drops below
the threshold for inelastic collisions. In the latter case, the
electrons are transferred to the slow electron group, to be
treated with a fluid model (see below). Indeed, these slow
electrons cannot give rise to inelastic collisions anymore;
their only role is to carry electrical current and to provide
negative space charge, which can be described also in a fluid
model.

Slow electrons and Ar+ ions: fluid model
The slow electrons are described in the fluid model with
a continuity equation and a transport equation, based on
diffusion and migration in the electric field. These two
equations are coupled to similar continuity and transport
equations for the ArC ions, as well as to Poisson’s equation.
In this way, the electric field is calculated self-consistently,
i.e. from the densities of the charged species calculated with
the continuity equations. All these equations are strongly
coupled, and solving this model is not a straightforward
task. The solution method that we used is based on
the Scharfetter–Gummel exponential scheme. For more
information about this model (equations, input data, solution
method, etc.) see Refs 12 and 13.

Note that usually we take only ArC ions into account as
positive ions, although we have developed a model in which

the Ar2
C and Ar2C ions were described.14 Moreover, recently

we have investigated the effect of H2 on Ar glow discharges,
and for this purpose the fluid model also takes the ArHC,
HC, H2

C and H3
C ions into account as well as the ArC ions.15

Fast Ar+ ions and Ar atoms in the cathode dark
space (CDS): Monte-Carlo model
Because the ArC ions are in fact not in equilibrium with the
electric field present in the cathode dark space (CDS), i.e.
the region close to the cathode characterized by a strong
electric field, they are described in this region not only with a
fluid model but also with a Monte-Carlo model. Both models
are in fact complementary, i.e. the fluid model calculates
the ArC ion densities self-consistently with the electric field
distribution, whereas the Monte-Carlo model simulates the
microscopic behaviour (e.g. collisions) of the ions and yields,
among others, also the flux energy distribution needed to
calculate sputtering at the cathode (see below). Note that it
has been checked that both models yield the same calculation
results for the fluxes and densities.

Apart from the ArC ions, the fast Ar atoms created from
the ArC ions by collisions (i.e. energy transfer) with the
Ar gas atoms are described with a Monte-Carlo model in
the CDS. Indeed, it has been shown that the fast Ar atoms
near the cathode play an important role in the analytical
glow discharge, i.e. for sputtering and for ionization and
excitation of the Ar gas.11,16 These Monte-Carlo models for
fast ArC ions and Ar atoms in the CDS are described in detail
in.11,16

Argon atoms in various excited levels:
collisional-radiative model
The behaviour and populations of the Ar excited levels
are calculated with a collisional-radiative model. Sixty-four
excited levels are considered, most of them ‘effective’ levels
consisting of several individual levels with similar quantum
numbers and excitation energy. However, the four lowest
levels (i.e. the 4s levels) are treated separately, because they
play an important role in the analytical glow discharge.
Indeed, two of them are metastable, i.e. they cannot decay
radiatively to lower levels and therefore have a rather high
population density and are very important for Penning
ionization of the sputtered atoms. The other two levels
can decay radiatively to the ground state but the emitted
radiation is easily reabsorbed, leading again to excitation to
the same 4s level. Hence, the two non-metastable 4s levels
are also characterized by a rather high population density.

All excited levels are described with a balance equation,
with various production and loss terms. The production
and loss processes taken into account are all based on
collisional and radiative mechanisms, hence the name of this
model. They include excitation, de-excitation and ionization
(from all levels) by collisions with electrons, ArC ions and
Ar atoms, electron–ion recombination to the excited atom
levels, radiative decay between all levels, Hornbeck–Molnar
associative ionization from the excited levels (yielding Ar2

C�
and some extra processes for the 4s levels (such as Penning
ionization of the sputtered atoms, collisions between two
4s levels, two-body and three-body collisions with Ar gas
atoms and transport by diffusion). All 64 balance equations
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are coupled and solved simultaneously. More details about
this model (e.g. processes considered, cross-sections used,
etc.) are presented in Ref. 17.

Sputtering of the Cu cathode: empirical formula
Obviously, of most interest for analytical glow discharges
is the sputtered material. The flux of sputtered Cu atoms is
calculated by an empirical formula for the sputter yield as
a function of bombarding energy,18 multiplied by the flux
energy distributions of the energetic species bombarding the
cathode (i.e. ArC ions, fast Ar atoms and CuC ions), calculated
in the Monte-Carlo models (see above and below).

Thermalization of the sputtered Cu atoms:
Monte-Carlo model
When the Cu atoms are sputtered, they have typical
energies of a few electron-volts. They lose this energy,
however, rapidly by collisions with the Ar gas atoms
until they are thermalized. This thermalization process is
described with a Monte-Carlo model,19 which yields the so-
called thermalization profile, i.e. the number of thermalized
sputtered atoms as a function of position from the cathode,
which is used as input in the next model.

Copper atoms and ions in the ground state and
excited levels: collisional-radiative model
Once the Cu atoms are thermalized, their further transport
is diffusion-dominated. Moreover, the Cu atoms also can
become ionized and/or excited. The behaviour of the Cu
atoms and CuC ions, both in the ground state and in various
excited levels, as well as of the Cu2C ions, is described with
a similar collisional-radiative model as described above,
which consists also of several balance equations (one for
each level) containing different production and loss terms.
The production and loss processes again include excitation,
de-excitation and ionization from all levels, ion–electron
recombination, radiative decay between all levels, Penning
ionization of Cu by the Ar metastable atoms and asymmetric
charge transfer between Cu atoms and ArC ions. As
mentioned above, transport of the Cu atoms is given by
diffusion, whereas the transport of the CuC ions is governed
by diffusion and migration in the electric field. More details
about this model (process, cross-sections, etc) can be found
in Ref. 20.

Copper ions in the CDS: Monte-Carlo model
Similar to the ArC ions, the CuC ions are not in equilibrium
with the strong electric field in the CDS either and they are
therefore also described in this region with a Monte-Carlo
model. This is indeed also important to obtain the flux energy
distribution of the CuC ions at the cathode, which plays a
role in the sputtering (so-called ‘self-sputtering’).

Argon gas atoms: heat transfer model
Usually we assume that the Ar gas atoms are in thermal
equilibrium at the gas temperature and we have no specific
model to describe their behaviour. We simply assume in our
models that the Ar gas atoms are uniformly distributed in
the glow discharge plasma and their density (n) is calculated
from the ideal gas law (n D p/kT), where the pressure (p)

and gas temperature (T) are used as input in the model.
However, experimental data for the gas temperature are not
currently available. Therefore, we have also developed a
model, based on the heat transfer equation, to calculate the
gas temperature in the plasma as a result of gas heating due
to collisions by energetic plasma species (fast Ar and Cu
atoms and ions) with the Ar gas atoms.21 This gives rise to
a non-uniform temperature distribution (and hence density
distribution) in the plasma.

Argon gas atoms: gas flow model
Apart from the effect of the non-uniform gas temperature
distribution on the Ar gas density, the Ar gas can be non-
uniformly distributed when there is a considerable gas flow
in the glow discharge source. In most of our models described
above, we do not consider a gas flow because in the glow
discharge sources being studied the gas flow was assumed
to be negligible. However, recently we have investigated
the effect of the gas flow on our calculation results by
coupling the above-described models to a computational
fluid dynamics (CFD) code called ‘Fluent’, which describes
the gas flow.22 This CFD code yielded a non-uniform Ar
gas density but the effect on the calculated density profiles
of the other plasma species was found to be negligible.
The fluxes of all plasma species (except the electrons), on
the other hand, were significantly influenced by the gas flow
because transport then is not only governed by diffusion (and
migration for the charged species) but also by convection as
a result of the gas flow (see later).

Coupling of the models
The above-described models are all coupled to each other
by the interaction processes between the different plasma
species, and they have to be solved iteratively (i.e. the output
of one model is used as input in the next model, etc.) until
convergence is reached. This takes typically several days on
today’s fast computers.

RESULTS OF THE MODELLING NETWORK

The modelling network has been applied in the past to
various glow discharge sources (e.g. Grimm-type, VG9000
flat cell, pin-type cathode cell, six-way cross glow discharge
cell), operation modes (d.c., r.f., pulsed) and discharge con-
ditions (pressure, voltage, current). Because the investigated
glow discharge cells can all be approximated as cylindrically
symmetrical, all models (except the Monte-Carlo codes) are
developed in two dimensions (i.e. axial and radial direction).
The Monte-Carlo algorithms are fully developed in three
dimensions, which was more straightforward and computa-
tionally no more difficult.

Typical modelling results include the electrical charac-
teristics (current, voltage and pressure relations, also as a
function of time, in the r.f. and pulsed mode), the electric
field and potential distributions, the densities, fluxes and
energies of the various plasma species, information about
the various collisions in the plasma (e.g. relative contribu-
tions of the different production and loss processes for the
various species), crater profiles and erosion rates as a result
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of cathode sputtering, optical emission intensities due to
radiative decay from the excited levels, etc. These results
have been presented in the past in various papers (see Refs
6–10 and references therein). In the following, we will focus
on results that are of direct analytical interest, such as sur-
face analysis and depth profiling (crater profiles and erosion
rates due to sputtering, Ar implantation profiles), glow dis-
charge source design, optical emission intensities and the
effect of H2 on Ar glow discharges. The presented results
have all been obtained for d.c. glow discharges, for which
more experimental data were available as a check, but similar
results also can be calculated with our models for r.f. and
pulsed discharges.

Cathode sputtering
As mentioned above, the sputter flux is calculated from the
flux energy distributions of the energetic plasma species
bombarding the cathode, multiplied by the sputter yield,
obtained from an empirical formula. The species playing a
role in the sputtering (in an Ar discharge with Cu cathode) are
the ArC ions, the CuC ions and the fast Ar atoms, created in the
CDS from the ArC ions. Figure 1 shows the calculated relative
contributions of these species to the sputtering process as a
function of voltage at different pressure values (typical for
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Figure 1. Calculated relative contributions of the ArC ions,
CuC ions and fast Ar atoms to the sputtering process, as a
function of voltage, at different pressures: (a) typical conditions
of the VG9000 glow discharge ion source; (b) typical
Grimm-type conditions.

the VG9000 glow discharge ion source (a) and for a Grimm-
type source (b)). The fast Ar atoms play the most important
role for sputtering, especially at low pressures and low
voltages. At high voltage and pressure, the CuC ions become
increasingly important and they were even found to have
the dominant contribution in Grimm-type discharges at the
highest voltages and pressures investigated. Finally, the ArC

ions are also rather important at all voltages and pressures
investigated.

From the flux energy distributions of these species
bombarding the cathode, calculated as a function of radial
position, we can calculate the crater profile on the cathode
after some time of sputtering. This is shown in Fig. 2(a)
for a Cu cathode in the VG9000 glow discharge ion source
at 1000 V, 3 mA and 75 Pa after 1 h of sputtering.23 The
calculated crater profile appears to be much deeper at the
sides than in the centre, which is the result of the electric
potential distribution in front of the cathode. The latter is
presented in Fig. 3 for the same conditions as in Fig. 2(a).
Note that the cathode (sample) is found at the left side of the
figure, whereas the other figure borders are the cell walls at
anode potential. The small black rectangles between z D 0
and 0.05 cm represent the insulating ring between cathode
and anode, whereas the larger black rectangles between
z D 0.05 and 0.15 cm stand for the ‘front plate’ of the cell,
which is also at anode potential. The calculated potential
is equal to �1000 V at the cathode and increases rapidly in
the CDS. It goes through zero at ¾0.25 cm from the cathode
and is slightly positive in the rest of the plasma, called the
negative glow. It is clear from Fig. 3 that the equipotential
surfaces in the CDS are not completely parallel to the sample
surface, but they are bent in such a way that the ions (and
also the atoms, which follow more or less the behaviour
of the ions, from which they are created) are focused to
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Figure 2. Calculated (a) and measured (b) crater profile after
1 h of sputtering in the VG9000 glow discharge ion source at
1000 V, 3 mA and 75 Pa. Reproduced from Ref. 23 with
permission of Elsevier Science.
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Figure 3. Calculated potential distribution in the VG9000 glow
discharge ion source at 1000 V, 3 mA and 75 Pa. The cathode
(sample) is found at the left side of the figure, whereas the
other figure borders are the (anode) cell walls. The small black
rectangles between z D 0 and 0.05 cm represent the insulating
ring between cathode and anode, whereas the large black
rectangles between z D 0.05 and 0.15 cm stand for the anode
‘front plate’. Reproduced from Ref. 13 with permission of the
American Chemical Society.

a distance of 0.3–0.4 cm from the cell axis, yielding more
sputtering at these positions than in the centre.23 Obviously,
this crater profile is not very suitable for glow discharge
depth profiling, because analyte atoms will be sampled from
different depths (with possibly different compositions) at the
same time, resulting in a bad depth resolution. However,
this characteristic crater profile is also found experimentally,
as is shown in Fig. 2(b), for the same conditions of voltage
and current (the pressure could not be measured in this
source).23 Hence, this illustrates that the model can predict
the characteristic crater profiles found experimentally with
the VG9000 glow discharge ion source, and can elucidate the
origin of this crater edge effect. Therefore, the modelling can
be useful to predict how to eliminate this crater edge effect,
e.g. by placing a mask in front of the sample or by modifying
the cell geometry, particularly the position of the anode front
plate, so that the equipotential surfaces can become parallel
to the sample surface. In this way, the modelling can be
useful for glow discharge source design.

Finally, it is worth mentioning that the measured crater
profile (Fig. 2(b)) is also characterized by a small ‘rim’ outside
the crater, which is also found, although not so pronounced,
in our calculation result (Fig. 2(a)). This is attributed to
redeposition of sputtered Cu atoms on the cathode, but

outside the region where sputtering can take place (i.e.
behind the anode front plate; cf. Fig. 3), so that there is a local
rise in sputtered material instead of a loss.

Not only the cell geometry but also the discharge con-
ditions (current, voltage, pressure) have a strong influence
on the crater profile. Figure 4 illustrates calculated (a) and
measured (b) crater profiles at constant voltage (but at differ-
ent values of pressure and current) obtained for the VG9000
glow discharge ion source.23 Both calculated and measured
crater profiles change from a convex shape to a more flat
shape at increasing pressure and current. The reason for this
behaviour can be deduced from the modelling. Indeed, at
higher pressure the CDS becomes shorter. Consequently, the
zero potential surface (cf. Fig. 3) approaches closer to the
cathode and the effect of the anode front plate becomes less
pronounced, reducing the focusing of species towards the
sides of the crater and hence resulting in a flatter crater.

By comparing the values at the y-axis of the calculated and
measured crater profiles in Figs 2 and 4, it can be concluded
that the modelling results are not only in good qualitative
agreement with experiment but the calculated depths (or
erosion rates) are in reasonable quantitative agreement with
the experimental data. This has also been checked for the
Grimm-type source. Figure 5 illustrates that the calculated
erosion rates as a function of voltage at three different pres-
sures in a Grimm-type source (solid lines) are in satisfactory
agreement with the experimental data (dashed lines).24

Finally, beside the models for analytical glow discharges
developed by ourselves, we have investigated the sputter
process with a dynamic TRIM code called TRIDYN.25 The
TRIM code is based on a Monte-Carlo simulation of the
interaction of ion beams with solid targets. The bombardment
of an ion beam yields a cascade inside the target, which is
treated as individual binary collisions. The TRIM code can be
used to simulate both sputtering and deposition processes.
More information about TRIM codes can be found in Ref. 26.
We used a dynamic version, i.e. the TRIDYN code, which
accounts for compositional changes in the target during the
sputter process. It can simulate the change in composition of
the target and the change of position of the surface (i.e. due
to sputtering or deposition) as a function of time. Using the
results from our modelling network (i.e. fluxes and average
energies of the species bombarding the cathode) as input
in TRIDYN, we studied the implantation of Ar inside a Cu
target. Figure 6 presents the calculated implantation profile
of Ar in the Cu target for the glow discharge conditions
shown in Fig. 2, i.e. 1000 V, 3 mA and 75 Pa. For these
conditions we calculated that the average energies of ArC

ions, fast Ar atoms and CuC ions are in the order of 130 eV,
30 eV and 750 eV, respectively, and the fluxes of these species
at the cathode are ¾2 ð 1016 cm�2 s�1, 4 ð 1017 cm�2 s�1 and
4 ð 1015 cm�2 s�1, respectively.23 These data are used as input
in the TRIDYN code. Moreover, the maximum concentration
of Ar inside the target is set to 4%, i.e. the excess of Ar
is assumed to diffuse out of the target. It appears from
Fig. 6 that for the glow discharge conditions under study
the Ar atoms can be implanted in the Cu target upto a
depth of 30–40 Å. This is in reasonable correspondence with
experimental data from Shimizu et al.,27 who observed by
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Figure 4. Calculated (a) and measured (b) crater profiles after 1 h of sputtering in the VG9000 glow discharge ion source at constant
voltage but rising pressure and current. Reproduced from Ref. 23 with permission of Elsevier Science.

transmission electron microscopy a fine bubble-like texture,
probably associated with implanted Ar, ‘‘a few nm from the
surface’’ of an alumina film grown on aluminium that had
been exposed to a glow discharge.

Optical emission intensities
Optical emission intensities can be calculated with our
modelling network, more specifically with the collisional-
radiative models for Ar atoms, Cu atoms and CuC ions,
based on the calculated level populations of the excited
levels multiplied by the Einstein transition probabilities for
radiative decay. We have compared the calculated emission
intensities of several Ar and Cu lines as a function of voltage,
at different pressures, with experimental data and reasonable
agreement has been achieved.24 Moreover, by comparing the
calculated emission intensities, as a function of distance from
the cathode, with experimental data we can check whether
the correct processes are taken into account in our models.

Figure 7 shows the calculated (a) and measured (b) optical
emission intensities of two Ar (I) lines, an Ar (II) line and
a Cu (I) line as a function of distance from the cathode for
different conditions of current and voltage.28 The Ar (I) line
at 750.38 nm (which originates from the 4p[1/2]0 level, i.e.
a high 4p level) is characterized by a small peak near the
cathode (i.e. in the so-called cathode glow), attributed to fast
ArC ion and Ar atom impact excitation, and a major peak in
the beginning of the negative glow, due to electron impact
excitation. On the other hand, the Ar (I) line at 811.5 nm
(which originates from the 4p[5/2]3 level, i.e., a low 4p level)
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Figure 5. Calculated (solid lines) and measured (dashed lines)
erosion rates in a Grimm-type source, as a function of voltage,
at three different pressures. Reproduced from Ref. 24 with
permission of Elsevier Science.

shows a pronounced peak in the cathode glow and a smaller
peak in the negative glow. This suggests that the low 4p
levels are predominantly populated by fast ArC ion and Ar
atom impact excitation, whereas electron impact excitation
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target is set at 4%, i.e. the excess Ar is supposed to diffuse out
of the target.

appears to be the most important production process for
the high 4p levels. For still higher Ar levels, fast ArC ion
and Ar atom impact excitation are found to be negligible,
because the energy required for efficient excitation of these
levels is higher than the typical energies of fast ArC ions
and Ar atoms in the glow discharge. The same is true for
the ArC ion levels. Because we did not have enough input

data available to develop a collisional-radiative model for
the ArC excited levels, we have simply calculated the Ar
(II) line intensity of the 476.5 nm line based on electron
impact excitation, yielding a maximum in the beginning of
the negative glow. Finally, the intensity distribution of the
Cu (I) 324.7 nm line is also characterized by a maximum in
the beginning of the negative glow due to electron impact
excitation. Moreover, the intensity of this Cu (I) line near the
cathode is lower than for the Ar (I) and Ar (II) lines because
the sputtered Cu atoms reach their maximum density at a
few millimetres from the cathode. Our calculation results for
these line intensities appear to be in very good agreement
with the measured intensity distributions, as follows from a
comparison of Figs 7(a) and 7(b). This demonstrates that the
correct processes are described in our collisional-radiative
models and that our models can, in principle, be useful for
GDOES in order to make predictions on optical emission
intensities.

Glow discharge source design
It has been discussed above that our modelling network can
assist in glow discharge source design, e.g. to predict for
which conditions and cell geometry a flat crater profile
can be obtained, leading to a good depth resolution in
glow discharge depth profiling. Also, we have applied
our modelling network to hypothetical glow discharge cells
with variable length and diameter29 and with a flat-type or
pin-type cathode.30 Figure 8 illustrates the calculated CuC

ion density profiles in a cylindrically symmetrical glow
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Figure 7. Calculated (a) and measured (b) optical emission intensities of two Ar (I) lines, an Ar (II) line and a Cu (I) line as a function of
distance from the cathode for different conditions of voltage and current. Reproduced from Ref. 28 with permission of
Elsevier Science.
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Figure 8. Calculated CuC ion density profiles in a cylindrically symmetrical glow discharge cell with a flat cathode (a) and a pin
cathode (b) at the same voltage and current (1000 V and 2.2 mA) but a different pressure (133 Pa for the flat cathode and 93 Pa for
the pin cathode). Reproduced from Ref. 30 with permission of Elsevier Science.

discharge cell with a flat cathode (a) and a pin cathode (b).
The comparison was made for the same voltage and current
(1000 V, 2.2 mA) but in order to reach the same voltage and
current the pressure in the pin cell was found to be lower
than in the flat cell (i.e. 93 Pa vs 133 Pa).30 The reason is that
the pin cathode has a considerably larger area exposed to the
discharge than the flat cathode, although the dimensions of
both flat and pin cathode are comparable (i.e. diameter of flat
cathode equals length of pin cathode D 5 mm) (see details
in Ref. 30). Suppose that these glow discharge cells would
be used as ion sources for GDMS, then the entrance slit to
the mass spectrometer would be situated at the back end of
the cell, probably at the cell axis. Note that from the CuC ion
density profiles information can be deduced about the ion
fluxes towards this position of the entrance slit to the mass
spectrometer, and hence one can have some idea about the
CuC ion peak intensities in the mass spectra.

In the flat cathode cell, the maximum CuC ion density is
reached at the cell axis ¾5 mm from the cathode. In the pin
cathode cell, the maximum density is located in a donut shape
around the pin and the density between the top of the pin and
the back end of the cell is much lower. Comparing the CuC

ion fluxes at the entrance slit to the mass spectrometer yields
a value of 1.1 ð 1014 cm�2 s�1 for the flat cell and a value
of 9.1 ð 1012 cm�2 s�1 for the pin cell under the conditions
mentioned above. However, it should be realized that for
these conditions the pressure in the pin cell is lower than
in the flat cell. At a pressure of 133 Pa, the CuC ion flux
at the entrance slit of the mass spectrometer amounts to
4.5 ð 1014 cm�2 s�1, which is higher than the value in the flat
cell. Hence, this shows that it is very difficult to compare the
flat and pin cell under exactly the same conditions.

We have also investigated the influence of the sampling
distance on the calculation results for both flat cells29 and
pin cells.30 For the flat cell, the plasma species densities,
the degree of ionization of Cu and the CuC ion fluxes to
the mass spectrometer appeared to increase for a rise in
sampling distance from 0.5 to 2 cm, but a further rise in
sampling distance did not result in an increase of the above
calculated quantities.29 A similar trend was also calculated
for the pin cell, i.e. an increasing sampling distance (from
0.25 to 0.85 cm) yielded higher calculation results (e.g. higher
plasma species densities and higher CuC ion fluxes), which
is in correlation with experimental observations from the
literature.31 Furthermore, at larger sampling distances the
plasma species densities and CuC ion fluxes (and hence
analytical sensitivity) are expected to go over a maximum.
Indeed, at short distances the plasma is somewhat restricted
in place, and increasing the distance allows the plasma
to spread out more throughout the cell and become more
intense. However, at longer distances the plasma will not
extend any further, and increasing the distance causes the
cathode (source of sputtered analyte species) to be further
away from the entrance slit of the mass spectrometer.29,30

Although these are only theoretical predictions, we hope
to have demonstrated that this type of modelling may be
helpful for experimental source design.

As a last example of possible applications of the
modelling network for glow discharge source design, we
discuss here our recent modelling activities for the effect
of the gas flow in a Grimm-type source.22 Indeed, in
recent developments for glow discharge ion source design
for GDMS, a considerable gas flow is produced in the
discharge to increase the ion transport towards the mass
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Figure 9. Calculated axial convection velocity of the Ar gas for
an inlet flow rate of 100 sccm. Reproduced from Ref. 22 with
permission of the Royal Society of Chemistry.

spectrometer.32 Figure 9 illustrates the axial convection
velocity of the Ar gas, as calculated with the CFD program,
for an inlet flow rate of 100 sccm. Note that a two-dimensional
geometry was used, although the reality is three-dimensional
at least for the gas injection. We have simulated the gas
injection through a ring instead of a single opening; hence
the (cylindrically symmetrical) calculation result does not
entirely reflect reality, at least not in the immediate vicinity
of the injection opening.

The gas flow is highly negative (i.e. directed towards the
left) at the gas inlet position but in most of the cell geometry
it is positive, i.e. directed towards the right (away from the
cathode, towards the entrance of the mass spectrometer). It
reaches its maximum value (i.e. several 100 m s�1) at the exit
to the mass spectrometer. As mentioned above, the gas flow
was found to have a minor effect on the calculated density
distributions of the various species, but the effect on the
calculated fluxes was found to be very important (except
for the electrons). Indeed, for the conditions under study
(i.e. inlet gas flow rate ¾100 sccm) convection was found
to be the dominant transport mechanism in the negative
glow and especially towards the end of the cell, with relative
contributions of 70–90% to the total flux, for all plasma
species except for the electrons.22 Consequently, the ion
fluxes of ArC and CuC ions at the entrance towards the
mass spectrometer are calculated to increase significantly
with rising gas flow rate, as is illustrated in Fig. 10. This
is in reasonable qualitative agreement with experimental
observations.32,33

Effect of H2 on the Ar glow discharge
Recently, there has been increasing interest in the effects
of small amounts of H2 on the analytical results of Ar
glow discharges.34 – 37 It has been shown that some optical
emission line intensities increase but others decrease when
H2 is added.34,35 Also, the relative sensitivity factors (RSFs)
of different elements in GDMS (which are a measure of the
ionization efficiency) appear to be influenced by the addition
of H2.36,37 Therefore, we have extended our modelling
network to investigate the effect of H2 on the Ar glow
discharge. For this purpose a number of plasma species were
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Figure 10. Calculated ion fluxes of ArC (solid lines; left axis)
and CuC (dashed lines; right axis) at the entrance slit towards
the mass spectrometer as a function of gas flow rate at 700 V
and 60 mA. Reproduced from Ref. 22 with permission of the
Royal Society of Chemistry.

added to the model, i.e. ArHC, HC, H2
C, H3

C, H and H2, and
in total 63 reactions were taken into account.15

Figure 11 shows the calculated densities of the various
plasma species (taken at the maximum of their profile) as
a function of H2 addition to the Ar plasma.38 The densities
of the electrons, ArC ions, Ar metastable atoms, sputtered
Cu atoms and CuC ions are found to decrease considerably
as a result of H2 addition, as is clear from Figs 11(a) and
11(b). A drop in electron and ArC ion densities is also
observed experimentally in the literature.39 The reason for
the drop in electron density is the recombination with ArHC

ions and H3
C ions, whereas the drop in ArC density is

attributed to H-atom transfer of ArC ions with H2 molecules.
The model predictions identify the reactions responsible
for these effects, and these are in excellent agreement with
experimental observations,39 albeit for different discharge
conditions. The calculated drop in Ar metastable atom
density as a function of H2 addition is due to collisions with
H2 molecules, leading to quenching of the Ar metastable
level as well as excitation followed by dissociation of
H2. The latter is indeed found to be the most important
mechanism for H2 dissociation (and hence the formation of
H atoms), which is in excellent agreement with experimental
observations in the literature of a strong continuum emission
in the spectral range of 220–440 nm, typically observed in
Ar–H2 glow discharges.35 Because the ArC ion and fast
Ar atom fluxes bombarding the cathode, in analogy to the
densities, also decrease with H2 addition, the amount of
sputtering drops and hence also the sputtered Cu atom
density. Finally, the drop in CuC ion density as a function
of H2 addition is due to a combination of a drop in Cu
atom density and a drop in ionization efficiency of the Cu
atoms. Indeed, the latter results from the lower ArC ion
and Ar metastable atom densities, leading to a drop in
ionization of Cu atoms by asymmetric charge transfer with
ArC ions and Penning ionization by Ar metastable atoms
(i.e. the two most important ionization mechanisms of Cu
atoms). Electron impact ionization of Cu atoms also decreases
slightly with H2 addition, but the effect is less pronounced
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Figure 11. Calculated densities (at the maximum of their profiles) of electrons, ArC ions and ArŁm metastable atoms (a), Cu atoms
and CuC ions (b) H2 molecules and H atoms (c) and ArHC, HC, H2

C and H3
C ions (d) as a function of % H2 addition at 1000 V, 3 mA

and 75 Pa. Reproduced from Ref. 38 with permission of the Royal Society of Chemistry.

than for the other two ionization mechanisms. Hence, this
means that the relative contributions of asymmetric charge
transfer and Penning ionization drop,38 whereas electron
impact ionization becomes relatively more important. The
latter can explain some observations in the literature, with
respect to a better correlation between measured RSFs and
values predicted by simple equilibrium models, based on the
first ionization potential of the elements.36,37 Indeed, the first
ionization potential plays a role only in the electron impact
ionization cross-section and not in the rate coefficients for
Penning ionization and asymmetric charge transfer. Hence,
this suggests indeed that electron impact ionization would
be more important in the Ar–H2 discharge than in the pure
Ar discharge, which is at least qualitatively in accordance
with our model predictions.

The densities of the H2 molecules and H atoms rise as a
function of H2 addition (see Fig. 11(c)), as is expected. The
effect is, however, less pronounced for the H atoms than for
the H2 molecules, resulting in a drop in the calculated degree
of dissociation of H2 with increasing hydrogen concentration.
The densities of the hydrogen-related ions, i.e. ArHC, HC,
H2

C and H3
C, appear to pass over a maximum at a certain

hydrogen concentration, which can be explained by the
importance of the different production and loss mechanisms
(see Ref. 38 for more explanation). The ArHC ions are formed
by H-atom transfer between ArC ions and H2 (i.e. the major
loss mechanism for ArC; see above), which explains the

rather high ArHC density (e.g. calculated to be only a factor
of 3 lower than the ArC ion density, at 1% H2 addition).
Also, the H3

C ions have a rather high density at 1% H2

addition (i.e. comparable to the ArHC density), which is
attributed to the efficient proton transfer reaction between
ArHC and H2. The densities of HC and H2

C ions, on the other
hand, are calculated to be several orders of magnitude lower.
This calculation result of relatively high ArHC and H3

C ion
densities and low HC and H2

C ion densities is also consistent
with findings in the literature (see Ref. 38 for more details).

The above model predictions illustrate that our model can
explain most of the effects observed experimentally in Ar–H2

glow discharges. Hence, they provide a realistic picture of
the role of H2 in Ar glow discharges. Unfortunately, our
model cannot yet predict the behaviour (rise or drop) of the
optical emission line intensities as a result of H2 addition.
Indeed, this can be investigated only by comparing in detail
the energy levels of H atoms and H2 molecules with the
energy level schemes of the elements concerned, because
here a selective mechanism is expected to play a role (i.e.
selective population or quenching of certain energy levels).

CONCLUSION

We have developed a comprehensive modelling network to
describe the behavior of the various plasma species in an
analytical Ar glow discharge with Cu cathode, including the
effects of small amounts of H2 addition. A large amount
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of information can be obtained with these models, but we
have focused here on the calculation results that are of direct
analytical interest.

The calculated crater profiles and erosion rates as a result
of sputtering are found to be in reasonable agreement with
experimental data. The characteristic crater profile observed
in the VG9000 glow discharge cell, which is not very suitable
for depth profiling, could be backed up with our model; the
origin of it could be clarified and some suggestions are made
with respect to cell modification to improve the shape of the
crater profile. Further, we have obtained information about
the implantation depth of Ar in the Cu sample material using
a Monte-Carlo code called TRIDYN.

Optical emission intensities of Ar and Cu atom and ion
lines were also calculated with our model, and the excellent
agreement with experimental data tells us that the correct
processes are taken into account for the description of the
excited levels and that the model can be useful in principle
for GDOES in order to predict optical emission intensities.

We have also shown an example of our investigations
on the effect of cell geometry on the calculation results.
More specifically, we have presented a comparison between
glow discharge cells with flat and pin cathodes and we
have discussed the effect of sampling distance between the
cathode and the entrance slit of the mass spectrometer.
Moreover, we have investigated the effect of gas flow on the
calculation results and it was shown that the fluxes of the
various plasma species increase considerably with rising gas
flow due to the important contribution of convection as a
transport mechanism. The predicted increase of ion fluxes
towards the mass spectrometer with rising gas flow was in
qualitative agreement with experimental observations.

Finally, we have studied the effect of H2 on Ar glow
discharges. Most effects observed experimentally could be
explained based on the importance of various collision
processes in the plasma.

With the above examples, we hope to have illustrated
that our modelling network can be useful to improve
the analytical practice of glow discharges. Although the
model is developed here for a Cu cathode, it can be
applied to other materials as well, as long as the input
data (e.g. sputtering yield, secondary electron emission
coefficient, cross-sections for ionization and excitation,
Einstein transition probabilities) are known.
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