
Spectrochimica Acta Part B 63 (2008) 1274–1282

Contents lists available at ScienceDirect

Spectrochimica Acta Part B

j ourna l homepage: www.e lsev ie r.com/ locate /sab
Monte Carlo analysis of the electron thermalization process in the afterglow
of a microsecond dc pulsed glow discharge

A. Martín a, N. Bordel a, R. Pereiro b, A. Bogaerts c,⁎
a Department of Physics, University of Oviedo, 33007 Oviedo, Spain
b Department of Physical and Analytical Chemistry, Faculty of Chemistry, University of Oviedo, 33006 Oviedo, Spain
c Department of Chemistry, University of Antwerp, Universiteitsplein 1, B-2610 Wilrijk-Antwerp, Belgium
⁎ Corresponding author. Tel.: +32 3 820 2377.
E-mail address: annemie.bogaerts@ua.ac.be (A. Boga

0584-8547/$ – see front matter © 2008 Elsevier B.V. Al
doi:10.1016/j.sab.2008.09.012
a b s t r a c t
a r t i c l e i n f o
Article history:
 A Monte Carlo model is ut

Received 3 July 2008
Accepted 16 September 2008
Available online 4 October 2008

Keywords:
Pulsed glow discharge
Monte Carlo
Modeling
Electron thermalization
ilized for studying the behavior of electrons in the afterglow of an analytical
microsecond dc pulsed glowdischarge. Thismodel uses several quantities as input data, such as electricfield and
potential, ion flux at the cathode, the fast argon ion and atom impact ionization rates, slow electron density, the
electrical characterization of the pulse (voltage and current profiles) and temperature profile. These quantities
were obtained byearlierMonte Carlo—fluid calculations for a pulsed discharge. Our goal is to study thebehavior
of the so-called Monte Carlo electrons (i.e., those electrons created at the cathode or by ionization collisions in
the plasmawhich are followed by using theMonte Carlomodel) from their origin to themomentwhen they are
absorbed at the cellwalls orwhen theyhave lost their energybycollisions (being transferred to thegroup of slow
electrons) in the afterglow of the pulsed discharge. The thermalization of the electrons is a phenomenonwhere
theelectron-electronCoulombcollisions acquire a special importance. Indeed, in theafterglow the cross sections
of the other electron reactions taken into account in the model are very low, because of the very low electron
energy. We study the electron energy distributions at several times during and after the pulse and at several
positions in the plasma cell, focusing on the thermalization and on the behavior of the electrons in the afterglow.
Also, the time evolution of the rates of the various collision processes, the average electron energy, the densities
of Monte Carlo and slow electrons and the ionization degree are investigated.

© 2008 Elsevier B.V. All rights reserved.
1. Introduction

Pulsed glow discharges (PGDs) have been found more advanta-
geous than non-pulsed glow discharges for many analytical applica-
tions. In fact, PGDs can be used as analytical spectrochemical sources
for mass spectrometry [1,2], optical emission spectrometry [3,4],
atomic absorption and fluorescence spectrometry [5,6]. The most
important characteristics of pulsed discharges are a higher peak power
during the pulse compared with the continuous mode due to a high
instantaneous current, which implies comparatively higher analyte
signals, for the same average power, than those observed using con-
ventional direct current (dc) discharges [7,8], whilst the background
noise can be reduced [4]. If a time-gated detection system is employed,
(e.g. a time-of-flight mass analyzer), the pulsed discharge ions coming
from the sample can be discriminated from the ions coming from
the discharge gas or the carrier gas [9]. In this way, difficult isobaric
interferences, as 40Ar and 40Ca [10] could be avoided. The reason is
related to the different times at which these two types of charged
species are created in the pulsed discharge. This opens the possibility
of “filtering” undesirable ions by using a suitable selection of the pulse
erts).

l rights reserved.
parameters (width and frequency) and the detection delay time in the
mass analyzer [11].

PGDs can be powered in a wide range of pulse widths and fre-
quencies. However, the frequency is usually lower than 1 kHz
(normally between 200–600 Hz) for analytical applications. PGDs
can be split into two groups according to the pulse width: millisecond
pulsed glow discharges, characterized by duty cycles about 25%
(i.e., the ratio of pulse duration versus total pulse on and off time,
expressed as a percentage) and microsecond pulsed glow discharges
with duty cycles about 5%. Those two kinds of pulsed discharges offer
different analytical features: the microsecond pulsed regime can
provide higher analyte signals and is ideal for material analysis; on the
other hand, due to the different temporal characteristics in the glow
discharge plasma, themillisecond regime enables atomic,molecular or
structural information, (i.e. speciation analysis capability) in a better
way than the microsecond pulsed discharge does [12,13].

Another interesting property of PGDs is related to the low average
sputtering rate [7] (as the average power integrated over a period is
very low) and the negligible heating effect on the cathode. These facts
are most advantageous in the field of thin films analysis [14–16]. PGDs
have been produced by using hollow cathode and Grimm lamps,
which have been coupled to optical emission and mass spectrometry.

Finally, high-voltage PGDs (tens of kV) have proved to be a
potentially effective surface treatment technique, which can be placed
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between the low voltage (~1 kV) and high pressure conditions used
in conventional plasma nitriding and the high-voltage (up to 100 kV)
and low pressure conditions utilized in plasma immersion ion
implantation (PIII) [17].

PGDs offer a different behaviour than seen for steady state GDs, in
terms of the temporal response (during and after the pulse) assigned
to PGDs. It is known that the intensities of optical emission lines
show a peak in the afterglow (i.e., when the voltage is switched off)
[18,19]. In the literature, this is attributed to electron-ion recombi-
nation and consequently to the existence of a large number of highly
excited as well as metastable argon states. Furthermore, the increase
of the metastable argon density in the afterglow enhances Penning
ionization (responsible for most of the ionization of the sputtered
atoms) [20]. However this explanation has not been quantitatively
confirmed yet by numerical models, since electron and argon
ion densities and the recombination rate coefficients appear to be
too low to account for this process. Nevertheless, from a recent work
by Bogaerts [21], it is predicted that dissociative recombination
between Ar2+ ions and electrons might be responsible for this after-
peak formation.

As voltage termination results in electron thermalization and
plasma recombination, we focus here on how this electron therma-
lization is accomplished in the afterglow, studyingmainly the electron
energy distributions as a function of time (during the pulse and in the
afterglow). For this reason, the proposed Monte Carlo (MC) model
must include a realistic electron–electron (e–e) collisions treatment,
because of the importance of this process and its contribution to the
electron energy in the afterglow.

2. Description of the model

The electron MC model utilized in this work is based on a hybrid
MC — fluid modeling network described previously and developed
for PGDs [22–24]. The following results obtained with the hybrid
model, are used as input in the simulation: electric field and potential
distribution, the ionization rates due to fast Ar+ ions and fast Ar atoms,
slow electron densities, and the flux of ions at the cathode.

In our MC model we include the following reactions [25–28]:
excitation and ionization of argon atoms, elastic collisions with
argon atoms and (e–e) collisions. Fig. 1 illustrates the cross sections
of these processes as a function of the energy. Besides these re-
actions, we also consider dissociative recombination and collisional-
radiative recombination because these processes are important in
the afterglow [24]. The rate coefficients kdr and kcrr respectively for
Fig. 1. Cross sections of the electron collision processes incorporated in the model, as a
function of the electron energy.
both recombination mechanisms as a function of the electron tem-
perature, Te, are:

i. Dissociative recombination [29,30]: Ar2+ +e−→Ar⁎+Ar

kdr ¼ 9d10−7 Te
300

� �−0:61

cm3s−1
� �

The cross section, σ, assigned to this recombination is calculated as
follows:

σ dn ¼ kdr
vth

dNArþ2
NArþ2

gNe− d1=3
� �

ii. Collisional-radiative recombination [31]: e−+Ar++e−→Ar⁎+e−

kcrr ¼ 10−19 Te
300

� �−9=2

cm6s−1
� �

Thecross sectionderived fromthis kindof recombination is calculated
as:

σ dn ¼ kcrr
vth

dNArþ dNe− NArþgNe− d2=3
� 	

In both recombination processes, Te is given in (K), vth is the ther-
mal velocity and NAr+, NAr2+ and Ne− are the Ar+, Ar2+ and MC electron
densities in cm−3. The densities of the two argon ions (Ar2+ and Ar+) are
estimated from the electron, Ar+ and Ar2+ densities calculated by
Bogaerts [21]. Here, recombination has been expressed as the product
of σ·n (where n represents the density of the target particles in this
notation) in order to keep a parallelismwith σ·n for the collisions with
Ar atoms and (e–e) collisions.

Including (e–e) collisions in numerical models is more complicated
than the other processes studied here, due to the nonlinear character
of the interactions: i.e., it is a long-range interaction and the cross
section is dependent on the relative velocity between the two
colliding electrons. Fortunately, studies based on MC simulations
where the (e–e) collisions are investigated [32–34], can be found in
the literature.We selected the method described by Alkaa et al [35,36]
where the (e–e) collisions are treated in the MC model as collisions of
electrons with heavy particles (atoms and molecules), with electrons
colliding with an energy-resolved electron fluid in the same way as
they collide with the neutral fluid.

The (e–e) collision technique implemented in our approach can be
summarized in the following way: to calculate the binary interaction
between two identical particles it is necessary to knowthevelocityof the
electrons before the collision. Such velocities are directly calculated in
the MC algorithm. The classical Coulomb angular differential cross
section is replaced by themomentum transfer cross section because the
effect of (e–e) collisions is less important as the scattering angle is near
zero. The momentum transfer cross section σmee is defined as [37]:

σmee vrð Þ ¼ 2πb20ln
2

1−cosχmin
ð1Þ

where b0 is the impact parameter and χmin is the minimum scattering
angle [35]:

b0 ¼ e2

4πe0μv2r
ð2Þ

cosχmin ¼
λ2
D−b20

λ2
D þ b20

ð3Þ

λD is the Debye length, μ is the reduced electron mass (me/2)
and vr is the relative velocity between the two colliding electrons



Fig. 3. Calculated collision rates, integrated over the entire discharge region, of the electron
collisions, as a function of time during and after the pulse: ionization (e−+Ar0→Ar++2e−),
excitation (e−+Ar0→Ar0⁎+e−), elastic collision (e−+Ar0→Ar0+e−), electron–electron
collision (etest− +etarget− →etest− +etarget− ). The end of the pulse is indicated by vertical dashed
line.

1276 A. Martín et al. / Spectrochimica Acta Part B 63 (2008) 1274–1282
(defined by test electron and target electron), calculated in the
following way. The components of the velocity as well as the energy of
the test electron before the collision at a time tc (i.e., vxb(tc), vyb(tc), vzb(tc),
Eb(tc)) are explicitly determined in the MC code. On the other hand,
the velocity components and the energy of the target electron (Eq. (4))
at the same time tc (i.e., vxt(tc), vyt(tc), vzt(tc), Et(tc)) are calculated by
using three pseudo-random numbers (RN1, RN2, RN3), and based
on the energy and angular distribution function (f(tc, z(tc), r(tc), E) and
f(tc, z(tc), r(tc), E, θ)) of all electrons previously followed at each time-
step during the simulation.

vxt tcð Þ ¼ vtsinθtcosut
vyt tcð Þ ¼ vtsinθtsinut
vzt tcð Þ ¼ vtcosθt

vt ¼
ffiffiffiffiffiffiffi
2Et
me

r ð4Þ

The energy Et of an hypothetical target electron is calculated based
on the distribution function f(tc, z(tc), r(tc), E) and by defining a pseudo-
random number RN1:

RN1 ¼ ∫Et0 f tc; z tcð Þ; r tcð Þ; Eð ÞdE
∫Emax
0 f tc; z tcð Þ; r tcð Þ; Eð ÞdE ð5Þ

Afterwards, the polar angle θt of the same target electron is
calculated from the angular distribution function, f(tc, z(tc), r(tc), Et, θ),
which takes into account the target electron energy, Et, determined
above. A second pseudo-random number is generated and a similar
integration is carried out:

RN2 ¼ ∫θt0 f tc; z tcð Þ; r tcð Þ; Et ; θð Þdθ
∫π0 f tc; z tcð Þ; r tcð Þ; Et ; θð Þdθ ð6Þ

If an electron–electron collision occurs, Et and θt are calculated
in this way from the energy and angular distribution of the electrons
followed at the moment of the collision. The method employed to
solve the integrals is the MC acceptance-rejection method [38] with
a maximum energy equal to 2000 eV (Emax). This method requires a
high computational time in order to give a good approximation to
the integrations. A value of 95% of accuracy was adopted in the
calculation. Both values of Et and θt are used until the end of the
time-step or until a new (e–e) collision is produced. The azimuthal
angle of the target electron φt is easily determined as φt=2πRN3.
Finally, from these operations we can calculate the relative velocity
Fig. 2. Current (solid line) and voltage (dashed line) as a function of time during and
after the pulse at a gas pressure of 3 Torr.
between the test and target electron (Eq. (7)), and therefore the
momentum transfer cross-section (Eq. (1)).

vrx ¼ vbx tcð Þ−vxt tcð Þ
vry ¼ vby tcð Þ−vyt tcð Þ
vrz ¼ vbz tcð Þ−vzt tcð Þ
vr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2rx þ v2ry þ v2rz

q ð7Þ

The velocity components and the energy of the test electron after
the (e–e) collision are calculated by:

vax tcð Þ ¼ 0:5 vbx tcð Þ þ vxt tcð Þ þ vr0 x tcð Þ� 	
vay tcð Þ ¼ 0:5 vby tcð Þ þ vyt tcð Þ þ vr0 y tcð Þ

� �
vaz tcð Þ ¼ 0:5 vbz tcð Þ þ vzt tcð Þ þ vr0 z tcð Þ� 	
Ea tcð Þ ¼ 0:5 �me � v2

r0 x tcð Þ þ v2
r0 x tcð Þ þ v2

r0 x tcð Þ
� � ð8Þ

where vr′x (tc), vr′y (tc), vr′z (tc) are the relative velocities (Eq. (7)) after
their transformation from the particle scattering frame of reference to
the laboratory frame of reference. These expressions (Eq. (8)) have
been previously derived by Alkaa et al. [35,36].

Because the MC method is a technique where statistics are impor-
tant, it is convenient to ensure a high electron population during the
whole simulation. This is specially true after the pulse termination,
where the current and voltage are nearly extinguished (resulting in a
reduced number of electrons emitted from the cathode) and when the
electron thermalization begins to be important. For reducing the
computational time, we include two electron weight factors: one is
related to the energy of electrons [39] and the other is related to the
number of electrons that will be followed at each time. The number of
electrons created at the cathode is reduced by a certain factor, in such
a way that the initial number of electrons to follow is fixed (of course,
this initial number would increase due to ionization in the plasma),
and the ratio between the real number of electrons and those followed
is updated at each time-step. Several quantities, such as the MC
electron densities, ionization, excitation and elastic collision rates are
adapted at the end of the time-step by the corresponding factor.

3. Results and discussion

We assume the same cell geometry and pulse parameters (width,
frequency and voltage), as in ref. [22,23]: 10 μs pulse width with a



Fig. 4. Average electron energy calculated from all the electrons followed in the plasma
cell, taking into account the different weighting factors at different positions in the
plasma, according to the statistical weight and the different electron density profile at
each point in the cell (grid).
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repetition frequency of 200 Hz and applied pulse voltage of −2 kV. The
cell geometry is based on the Grimm-type source where it is assumed
to be a simple cylinder, with 4 mm diameter and 2.6 cm length.
Fig. 5. Spatial distribution of the average electron energy,
We adopted a gas temperature as a function of time [22,40] and an
electrical current profile calculated previously [22]. The pulse electrical
characteristics are plotted in Fig. 2.

3.1. Electron thermalization

The electron thermalization takes place when the electrons cannot
gain energy anymore from the electric field. The latter is indeed absent
in the afterglow (i.e., several microseconds after pulse termination). In
Fig. 3 the rates of elastic collisions, ionization and excitation of argon
atoms, as well as electron–electron collisions, integrated over the
entire discharge, are plotted as a function of time during and after the
pulse. Before the pulse termination (i.e., during the first 10 μs), the
ionization, excitation and elastic collision rates evolve in the same
way: they decrease gradually, although the elastic collision rate is
nearly one order of magnitude higher. On the other hand, the (e–e)
collision rate slightly increases, and the difference between (e–e)
collision and elastic collision rates, which initially is about 6 orders of
magnitude, has been reduced at the end of the pulse (at 10 μs) to only
3 orders of magnitude. In the early afterglow (i.e., the next 10 μs after
the pulse termination), the ionization, excitation and elastic collision
rates continue to decrease, but close to 20 μs they drop abruptly about
4–5 orders of magnitude. The (e–e) collision rate decreases less
drastically and at 20 μs the four electron collision rates are practically
the same. From this point, the excitation and ionization rates decrease
plotted at different times during and after the pulse.



Fig. 6. Slow andMC electron axial density distributions calculated by averaging over all radial positions at different times. The slow electron density is obtained from the hybrid fluid-
MC simulations of ref. [22].
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Fig. 7. Ionization degree calculated in the discharge as a function of the axial distance
from the cathode position, at different times (during and after the pulse).
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slowly and at 50 μs, they have become negligible in the discharge,
while the elastic and (e–e) collision rates reach practically the same
level. Note that the elastic collision and the (e–e) collision rates have
dropped about 6 and 3 orders of magnitude respectively, since the end
of the pulse at 10 μs. From Fig. 1, σe–e and σela are higher than σexc and
σion at low energies and moreover at energies below 15 eV σexc and
σion are virtually zero, as the energy is below or near the threshold
energy for ionization and excitation.

The electron energy, averaged over all electrons and over the
whole plasma cell, is plotted versus time, during and after the pulse.
Note that this averaging is done by weighting by the electron density
of MC and slow electrons at each point of the cell in order to obtain the
real average energy of all those electrons. At this point it is necessary
to differentiate between MC electrons, which were already defined
as the electrons created at the cathode and emitted as secondary
electrons (γ emission) or by ionization collisions in the plasma, which
gain high energies due to the electric field, and the so-called fluid slow
electrons, which are also created at the cathode but they have lost
their energy as a result of collisions in the plasma, reaching energies
in this way lower than the threshold for inelastic collisions. In our
work, this fluid slow electron population is very important in order to
determine the thermalization energy. The term “fluid slow electron
density” used in the next section represents the density of bulk
plasma electrons previously calculated in a fluid model [22] and im-
ported in our model as external data.

As can be observed in Fig. 4, the average electron energy is
about 14 eV at 3 μs and it decreases until 4–5 eV at the end of the pulse
(10 μs). Subsequently, the average energy exhibits a small increase
which lasts less than 5 μs and afterwards it decreases significantly.
After 40 μs, the average energy remains practically constant, oscillating
around a value which has been estimated as 0.12 eV (see insert in
Fig. 4). Therefore, the calculated thermal electron energy is considered
as bEthermalN ~0.12 eV, and the electrons seem to thermalize within
about 40–50 μs. This value is a bit less than the values reported by
Biondi [41] and Surmeian [42] of about 100 μs, but it is in the same
order of magnitude, and of course it depends on the operating
conditions, such as discharge voltage, pulse parameters, gas pressure
and therefore the kindof plasma formed.Moreover, the average energy
found for the thermalized electrons is close to the values reported
by Surmeian [42], i.e., in the range of 0.11–0.48 eV, and to the value
obtained by Alkaa et al [35], from a Maxwellian distribution with a
mean energy of 0.2 eV.

3.2. MC and slow electron energy and densities and ionization degree
in the plasma

In the previous section the average electron energy considering the
densities of each electron group in the cell has been calculated to
obtain an absolute average energy of all electrons. In a further step the
spatial distributions of the average electron energies and the density
profiles of the MC and slow electrons were studied. Fig. 5 illustrates
the calculated spatial distribution of the average electron energy
which was also calculated taking into account all electrons (from MC
and fluid model) but without weighting by the electron density of
both groups. Data regarding only one half of the cylindrical plasma is
shown because it is identical to the other half owing to the rotational
symmetry of the plasma. Note that r=0 corresponds to the symmetry
axis of the cylindrical cell. From these graphs it is clear how the
MC electrons are constricted to the cathode dark space (CDS). Along
the first 25 μs the average energy exhibits a very similar spatial
distribution: the most energetic electrons are located just a few mm
in front of the cathode, reaching energies up to 1200 eV (at 10 μs). In
the rest of the plasma cell, the energies are very similar, and they are
always lower than 100 eV. From 10 μs to 35 μs, themaximum energy is
reduced by a factor of about 2 every 5 μs and the spatial distributions
show a similar shape. However, at 40 μs the maximum energy drops
by a factor 50 and the spatial distribution changes its shape. The
negligible electric field at times longer than 35 μs reduces the typical
differences between the different regions in the discharge, i.e., the
subdivision into CDS and negative glow (NG) disappears. In front of
the cathode a “continuum distribution” of energies exists and the
energetic differences between this zone and the rest of the cell are
about 0.1–0.05 eV.

In order to obtain a better understanding of the electron density
evolution with time in the discharge, we plotted the MC and slow
electron densities as a function of axial distance from the cathode,
averaged over all radial positions. Note that the slow electron densities
are not calculated in this work, but theywere adopted from the hybrid
fluid — MC simulations [22].

Results are shown in Fig. 6 illustrating that theMC electron density
is higher than the slow electron density only at the beginning of
the discharge (i.e., in the first 3 μs) and it drops afterwards as the MC
electrons are gradually transferred to the slow electron group. In the
afterglow, the densities of both groups decrease, although the MC
electrons experience a greater reduction. At 30 μs, the MC electron
density is 5 orders of magnitude lower than the corresponding density
calculated during the discharge (i.e. at 5 μs). This low value indicates
that the MC electrons are about to be thermalized, and that the mean
electron energy is close to the bulk plasma energy. The thermalized
electron energy was calculated in the last section as 0.12 eV, while the
bulk plasma energy is considered to be 0.06 eV (3/2 kBoltmann Tgas) at
Tgas ~725 K.

As an immediate effect of the variations of the electron densities,
the ionization degree in the plasma must be affected as well. A glow
discharge is a weakly ionized plasma, and normally the ionization
degree is about 10−5 [43]. One of the most important characteristics of
the dc pulsed discharge is that the degree of ionization is higher than
in the continuummode [44]. In Fig. 7 the calculated ionization degree
is plotted at different times during the pulse and in the afterglow, as a
function of the axial position in the plasma cell.

It is clear that the ionization degree increases from the beginning,
when the voltage is applied, until the end of the pulse at 10 μs. Then
the ionization degree drops to become negligible in the afterglow
(as we could expect from the previous results). As far as the spatial
variation is concerned, the ionization degree reaches a maximum
at about 0.25 cm from the cathode and it decreases at longer
distances, the drop being more pronounced in the afterglow. During
the pulse (at 5 and 10 μs) and in the beginning of the afterglow
(voltage is not yet zero), the ionization degree is about 10−4–10−3,
demonstrating the above mentioned important ionization capability
of a pulsed GD.



Fig. 8. Evolution of the EEDF's with the distance to the cathode at different times.
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3.3. Electron energy distribution functions (EEDF's)

In this section the flux energy distribution of the MC electrons
throughout the discharge at several conditions is investigated. Fig. 8
shows our results for the EEDF evolution at six fixed discharge times
(i.e., 0.2, 4, 10, 15, 20, and 30 μs) as a function of five different axial
positions (0.11, 0.21, 0.62, 1.50, and 2.16 cm) from the cathode. Longer
times in the afterglow could not be included due to the low statistics
observed for the MC electrons.

If we examine the EEDF's, in Fig. 8 i) just when the plasma is ignited
(at t=0.2 μs), the MC electrons emitted by the cathode are located
mainly in the CDS and in the beginning of the NG region (up to about
0.6 cm from the cathode). Moreover, in the NG, the EEDF's are
characterized by a high peak corresponding to a few eV and they decay
exponentially for higher energies. This initial peak, which is only
observed in the NG, is attributed to electrons that lose their energy
more efficiently in this region. Furthermore, the maximum energy
reached in the NG by the electrons is higher than in the CDS because
they can gain all possible energy from the electric field. During the
pulse, at 4 μs (Fig. 8 ii), besides that peak already discussed at low
energies, which is only seen in the NG, another peak located at the
maximum energy is observed in the EEDF's, in the NG. This peak is
attributed to the fraction of electrons that have not experienced any
collision. In the CDS, there exist also such electrons, but they do not
yet have the maximum possible energy, corresponding to the total
discharge voltage, as they have not yet traversed the entire CDS. Hence,
they have not yet gained all possible energy from the electric field,
associated with this potential drop. At the end of the pulse (Fig. 8 iii)
the peak observed in the NG at the maximum energy is not so intense
as during the pulse (e.g. at 4 μs). The range of energy is now practically
the same in both CDS andNG, but the peak at lowenergies is again only
observed in the NG, because in this region the electrons have lost
already a larger fraction of their energy by collisions. However, in the
early afterglow, i.e. at 15 μs (Fig. 8 iv), the behavior of the EEDF's in the
CDS and NG is quite similar. Indeed, the peak observed at low energies
is now also detected in the CDS, although it is less intense. So the
fraction of electrons that can undergo a collision, losing their energy, is
still higher in the NG. Moreover, the energy range reached in the CDS
and NG is also the same, with a peak appearing just at the maximum
energy in the EEDF's. As the time goes on in the discharge, the
differences between CDS and NG are reduced, and in the afterglow, e.g.
at 30 μs (Fig. 8 vi), we can observe practically the same distribution at
all positions. Of course, at these times the electron population has
dropped dramatically far away from the cathode. The explanation for
the evolution in the EEDF's in the afterglow is related to the negligible
electric field in the discharge, which is basically the same in the CDS
and NG.

4. Conclusions

The electron thermalization in the afterglow of a pulsed dc dis-
charge has been studied here from collision rates, average electron
energy and electron densities calculated in a MC treatment. The
afterglow is characterized by a low voltage, low electrical current and
so, a low electric field. Importantly the (e–e) collisions, which can be
neglected in the model during the pulse, certainly need to be treated,
because they are comparable to the elastic collisions in the afterglow,
and both processes are in fact the only ones in the afterglow. Thus, we
have developed a MCmodel incorporating such (e–e) collisions. In the
present simulations of a 10 μs pulse width discharge, the thermaliza-
tion time was found to be about 50 μs, with an average thermalization
energy around 0.12 eV. We have also characterized the discharge
time evolution (i.e., during the pulse, in the early and late afterglow)
with respect to the average electron energy spatial distribution in
the cell. The distributions show a similar behavior from the plasma
ignition up to about 35 μs: the most energetic electrons are located a
few millimeters in front of the cathode (corresponding to the CDS). In
the rest of the cell the electrons exhibit lower energies. From 40 μs on,
the distinction between the CDS and NG disappears, and the electrons
are practically thermalized in the entire discharge cell, as the electric
field has become negligible. We have also examined the EEDFs at
several times and axial positions from the cathode. The common
characteristics found in the dc continuum discharge are also observed
in the pulsed mode during the pulse (t≤10 μs): in the CDS, electrons
gain energy from the electric field as they travel towards the NG,
thereby losing also some energy as a result of collisions. In the NG the
electrons have gained all energy equal to the total voltage drop over
the CDS, but on the other hand, they lose their energy also more
efficiently by collisions. Consequently, a peak at a few eV is detected in
the EEDF's in the NG. Nevertheless, an intense peak located at the
maximum electron energy is also observed in the NG, indicating that
an important fraction of electrons have not undergone any collision. In
the CDS this peak is placed at somewhat lower energy, as the electrons
have not yet gained all energy equal to the total voltage drop.

In the afterglow the differences between CDS and NG disappear
gradually, and at 30 μs there is no distinction between CDS and NG, i.e.,
the EEDF's are practically the same, as it was also demonstrated for the
spatial electron energy distributions.
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