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Abstract

A comprehensive numerical model has recently been developed for nanosecond (ns) laser ablation of metallic targets, describing the

processes of target heating, melting and vaporization, the resulting plume expansion in 1 atm helium gas, as well as plasma formation in the

plume. In the present paper, we investigate the influence of laser parameters, i.e., laser irradiance, pulse duration and wavelength, on typical

calculation results, such as the target temperature, melt and evaporation characteristics, the plume expansion velocity, plume (plasma)

temperature and ionization degree, densities of neutrals, ions and electrons in the plume, as well as the laser absorption characteristics in the

plume (plasma shielding). Comparison is made with experimental data from literature, whenever available, and in general, good agreement is

reached between our model predictions and experimental results. Therefore, the model can be useful to predict trends in target and plume

(plasma) characteristics, which are difficult to obtain experimentally.

D 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Lasers are widely applied in analytical spectrometry, for

the analysis of solid materials. Several analytical techniques

make use of the effects of laser–solid interaction, in

different regimes of laser irradiance, including matrix

assisted laser desorption ionization (MALDI) (e.g., [1]),

laser microprobe mass spectrometry (e.g., [2]), laser-

induced breakdown spectrometry (LIBS) (e.g., [3–5]), as

well as laser ablation (LA) used as sample introduction

method for inductively coupled plasma mass spectrometry

(LA–ICP-MS) or atomic emission spectrometry (LA–ICP-

AES) (e.g, [6–8]).

LIBS and LA for sample introduction in the ICP make

use of similar laser operating conditions. Typically, Nd:YAG

lasers (with wavelengths ranging from 1064 nm down to the

UV range) or excimer lasers (in the UV range) are applied.
0584-8547/$ - see front matter D 2005 Elsevier B.V. All rights reserved.

doi:10.1016/j.sab.2005.06.009

* Corresponding author. Fax: +32 38202376.

E-mail address: annemie.bogaerts@ua.ac.be (A. Bogaerts).
Typical pulse durations are in the order of several nano-

seconds (ns), although there is a trend to scale down to fs-

pulse duration, and the laser irradiance varies from 108 till

above 1010 W/cm2. Generally, the evaporated plume

expansion takes place in 1 atm background gas, for instance

in He, Ar or air.

Consequently, although LIBS and LA are based on

different mechanisms of detection, the processes occurring

during and after laser–solid interaction are quite similar. In

the case of metallic targets, the laser causes heating of the

solid target, followed by melting and evaporation of some of

the target material. The evaporated material expands, and

because of the high temperature, a plasma is formed in the

material plume. This plasma contains electrons, ions, neutral

species, as well as excited species. The emission of light

originating from the excited species in the plasma con-

stitutes the analytical signal measured by LIBS. During the

plume expansion, the temperature drops down, and even-

tually, the evaporated atoms will undergo condensation,

resulting in the formation of nm-sized particles. Besides,

also larger (Am-sized) particles can be formed, e.g., by
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splashing of the molten target, due to the recoil pressure of

the material plume. In the case of LA as sample introduction

method for the ICP, these particulates are transported, in the

form of aerosols, from the laser plume into the ICP, where

they will be vaporized (atomized) again, as well as ionized

and/or excited, and subsequently measured with mass

spectrometry or atomic emission spectrometry.

Recently, we have developed a comprehensive numerical

model, which describes the processes occurring during the

laser ablation of metallic targets, and the subsequent

expansion of the evaporated material plume, as well as

plasma formation. The original model was developed for

expansion in vacuum [9,10], and was subsequently

extended for expansion in 1 atm He gas, which appeared

to be a much more complicated task [11,12]. The model

does not yet include mechanisms for particle formation, but

this task is planned for the next stage.

It is worth to mention that there exist a variety of models

in literature for laser ablation under vacuum (or low

pressure, i.e., up to 100 Pa) conditions (for a comprehensive

literature overview, see Ref. [10]). However, the number of

models that have been developed for laser ablation under

1 atm background gas pressure, is very limited, and these

model investigations [13–17] often apply the hydrodynamic

equations only for the vapor species, like in vacuum

conditions, whereas it is obvious that a binary gas mixture

(i.e., metal vapor and background gas), as well as the

interactions between vapor and gas, need to be considered.

A hydrodynamic model, which describes the behavior of

both vapor and background gas, has been developed by

Gnedovets and Gusarov, and it is applied to expansion in a

background gas at 1 atm, but for a long laser pulse (ms-

range) at very low laser irradiance (i.e., 104–105 W/cm2), so

that no plasma is formed [18–20]. Recently, Gusarov and

Smurov have applied this model to shorter laser pulses (ns-

range) at a laser irradiance in the order of 109 W/cm2, hence

conditions typical for LA and LIBS, but without taking into

account the formation of a plasma [21]. It is, however, clear

that plasma formation is important at these conditions. To

our knowledge, there exist no models yet that describe the

laser ablation with expansion in 1 atm background gas,

including the plasma formation, except for the model

developed in our group [11,12].

In the present paper, we have applied our model to a wide

range of laser operating conditions, i.e., laser irradiance,

pulse duration and wavelength, which are typical for LIBS

and LA as sample introduction method for the ICP.

There are many experimental studies reported in the

literature, about the effect of laser parameters on the

evaporation process, plume and plasma characteristics, and

analytical performance of LIBS, LA–ICP-MS and LA–

ICP-AES. Russo and co-workers [22–24] have investi-

gated the effect of laser irradiance on electron density and

plume temperature, for a Nd:YAG laser at 266 nm and

glass or Si samples, in the irradiance range of 109–8�1010

W/cm2, and they have derived a simple scaling law, with a
different behavior below or above 2�1010 W/cm2. In Ref.

[25], the effect of laser irradiance, in the range of 1.2–

3�108 W/cm2, on the electron density is reported, but for

plume expansion in vacuum. Russo’s group has also

studied the effect of laser irradiance on the mass ablation

rate of Cu [26], and they found a different power law, for a

laser irradiance below or above 3�108 W/cm2, attributed

to plasma shielding. Moreover, still a different irradiance

behavior was observed at a laser irradiance above 1010 W/

cm2, probably due to self-focusing or phase explosion

[24,27]. Another scaling law, for the relation between mass

ablation rate on one hand, and laser irradiance and

wavelength on the other hand, was presented in Ref.

[28]. The effect of laser fluence on the ablation rate was

also reported by Horn et al. [29], up to a fluence of about

45 J/cm2, for a Nd:YAG laser at 266 nm and an excimer

laser at 193 nm, in He or Ar background gas, and a range

of different sample materials, and it was found that the

ablation rate increases linearly with fluence [29]. The

influence of laser irradiance on the temporal evolution of

the plasma is studied by Laserna et al. with a dynamic

microphone, for a Nd:YAG laser at 1064 nm, in the

irradiance range of 109–1010 W/cm2, and it is observed

that a higher laser irradiance yields larger plasma volumes

[30]. Shannon et al. and Chan and Russo [26,31] have

described the effect of laser irradiance on the ICP emission

intensity, with an excimer laser at 248 nm and a Nd:YAG

laser at 266 nm, for several different sample types, and

laser irradiance values ranging from 107 W/cm2 till above

1010 W/cm2. It is found that the signal intensity as a

function of laser irradiance exhibits two different slopes,

with a steeper slope below a certain irradiance value, and a

smaller slope above this value [26,31]. The value of this

irradiance depends on the laser pulse duration, i.e., it is

higher for ps than for ns pulses. This roll-off behavior is

again attributed to plasma shielding (see above) [26,31].

The same authors have also reported the effect of laser

irradiance on the measured particle size distributions [32]

and on elemental fractionation [33]. The fraction of larger

particles seems to decrease as a function of laser irradiance,

up to a value of 4–5�108 W/cm2, which is found to be

similar to the threshold value for plasma shielding [32].

Above this value, the particle size distribution remains

more or less unchanged, but the total number of particles

keeps increasing [32]. Furthermore, it is observed that

fractionation occurs for a laser irradiance below 6�108 W/

cm2, and above 2�1010 W/cm2, but it is found to be

unimportant in the region in between [33]. In Ref. [34] it

is shown that the lifetime of clusters in the plasma is

reduced at higher laser irradiance. Finally, Sdorra and

Niemax have studied the effect of laser energy, in the

range of 2–20 mJ/pulse, for a Nd:YAG laser of 1064 nm

and five different background gases, and it was reported

that the measured plasma temperature and the emission

intensity in the laser induced plasma generally increase

with laser energy [35].
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The effect of laser pulse duration on laser induced

plasma emission, electron density and plume temperature is

reported in Refs. [36–38]. In Ref. [36], an excimer laser at

248 nm is used, and comparison is made between a pulse

duration of 50 ps and 10 ns full-width at half-maximum

(fwhm), at fixed laser fluence, hence different laser

irradiance. Calculations with a plasma ablation model show

that in the initial plasma, both temperature and electron

density are found to be significantly higher for the 50 ps

pulse, because of the higher laser irradiance. However, at

later times, not much difference is observed between the

pulses of 50 ps and 10 ns, and it seems that the plasma

characteristics then depend on the total energy deposited,

and not on the pulse duration [36]. In Ref. [37] comparison

is made between a pulse of 10 ns and 35 ps, with a Nd:YAG

laser at 532 and 1064 nm, for high laser irradiance, and it is

found that the plume temperature and electron density, as

well as the plume expansion velocity, increase drastically

for the ps-pulse, compared to the ns-pulse [37]. In Ref. [38],

laser pulses of 500 fs, 5 ps and 270 ps fwhm, of a

Ti:sapphire laser are compared, at very high laser irradi-

ance. The measured excitation temperature was found to be

higher for the longer pulses, but the electron density was

observed to be independent from the laser pulse duration, at

constant fluence, at a delay time of several As [38]. The

effect of laser pulse duration on the ablation rate is

described by Mao et al. [39,40], for an excimer laser at

248 nm with 30 ns pulse duration, and a Nd:YAG laser at

1064, 532 and 266 nm, with 3 ns or 35 ps pulse duration,

at constant laser energy (in the order of 5 mJ). Shorter

pulses appear to give rise to more efficient laser ablation

[39]. The mass ablation rate for the 35 ps pulse is an order

of magnitude higher than for the 30 ns pulse, which is

attributed to different mechanisms, i.e., thermal vapor-

ization in the ns-pulse range vs. non-thermal mechanisms

for ps-laser pulses [40]. Hence, in the ns-regime, there

seems to be more energy lost in the sample by thermal

dissipation, and less energy is converted to ablated mass.

Moreover, plasma shielding is expected to be more

predominant in the ns-range [39].

In the same papers [39,40], also the influence of laser

wavelength is discussed. It is found that the mass ablation

rate at the wavelength of 266 nm is an order of magnitude

higher than at 1064 nm [40]. Also the ICP emission

intensity seems to be significantly higher at 266 nm than at

532 and 1064 nm [39]. This is attributed to stronger plasma

shielding and a higher target reflectivity at IR wavelengths,

leaving less laser energy available for target evaporation

[39]. The same authors also reported a lower fluence

threshold for mass ablation, and a more controlled ablation

rate, at shorter wavelengths [41]. Laserna and coworkers,

on the other hand, observed a lower fluence threshold at

1064 nm and 532 nm, compared to 266 nm, for different

metals, because the laser induced breakdown is favored at

longer wavelengths, due to inverse Bremsstrahlung being

more efficient with IR wavelengths [42]. Horn et al. [29]
observed no clear dependence of the measured ablation rate

on laser wavelength, but the comparison was made

between an excimer laser at 193 nm and a Nd:YAG laser

at 266 nm, hence different laser types, so that other effects

might also play a role, and moreover, the laser wavelengths

are lying relatively close to each other. According to the

empirical formula derived in Ref. [28], based on experi-

ments for laser wavelengths at 1064, 532 and 266 nm, the

mass ablation rate varies with k�4 / 3, hence longer wave-

lengths correspond to a reduced mass ablation. Günther et

al. studied the effect of wavelength on the particle size

distribution, by making use of a Nd:YAG laser at 266, 213

and 193 nm, and an excimer laser of 193 nm [43,44]. They

observed that shorter wavelengths give rise to smaller

particles, which they attribute to a lower penetration depth

inside the target (i.e., silicate glasses) for the shorter

wavelengths. Because of the larger fraction in small

particles, more particles will be completely vaporized in

the ICP, resulting in less fractionation at shorter wave-

lengths [43,44]. The effect of laser wavelength on

elemental fractionation was also investigated by Gonzales

et al., with a Nd:YAG laser of 266 and 213 nm, and an

excimer laser of 193 nm [45], and it was found that the

fractionation is strongly dependent on laser and sample

parameters.

The influence of laser wavelength on the electron density

and plume temperature was also reported in a few papers. In

Ref. [46], a Nd:YAG laser of 1064, 532 and 355 nm was

applied, and the electron density and temperature were

measured as a function of position from the target. The laser

irradiance needed for plasma formation appeared to be much

higher for the 1064 nm wavelength than for the 532 and the

355 nm wavelength [46]. Finally, Detalle et al. have

compared a Nd:YAG laser at 1064 nm and 6 ns pulse

duration, with an Er:YAG laser at 2940 nm and a pulse of

170 ns fwhm, at a laser irradiance of 4�108 W/cm2, and

they investigated the effect of He or air as background gases

on the measured plasma temperature and electron density

[47]. With the Nd:YAG laser, the plasma temperature was

found to be very similar for expansion in He and air, but

with the Er:YAG laser, the temperature was somewhat

higher for He than for air. The measured electron density

was observed to be higher for air than for He, and moreover,

in He similar results were obtained for both lasers, whereas

in air, some differences were observed between the Nd:YAG

and Er:YAG laser [47].

It is the goal of our present paper to investigate in detail

and systematically the effect of laser irradiance, pulse

duration and wavelength, on the target, plume and plasma

behavior, during and after laser–solid interaction, in order to

obtain a better insight in the exact influence of these laser

parameters. We hope to be able to verify and quantify the

explanations and suggestions made from experimental

observations, and ultimately to assist the experimental

research going on in different laboratories, in finding

optimum laser conditions for good analytical practice.



Table 1

Overview of the laser ablation conditions to which the model is applied

Target Copper

Background gas Helium (1 atm)

Laser irradiance 108–1010 W/cm2

Laser pulse duration 0.3–30 ns

Laser wavelength 266–532–1064 nm
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2. Description of the model

The model for laser ablation of a Cu target in 1 atm He

gas was explained in detail in Ref. [12]. Hence, in the

present paper we will not formulate the equations again, but

we will only briefly summarize qualitatively the various

processes which are described in the model.

The heating of the Cu target, as a result of laser–solid

interaction, is described with a heat conduction equation,

which yields the temperature distribution inside the target,

as a function of time. When the temperature rises above

1358 K (i.e., melting point of Cu), the Cu target starts

melting, and the same heat conduction equation is used for

the molten phase, but using the appropriate thermal data for

liquid Cu. When the temperature rises further, vaporization

can become significant, and the vaporization pressure is

calculated from the surface temperature, by integrating

Clausius–Clapeyron equation. The vapor pressure yields

the vapor density at the surface, and this is used as input

(i.e., boundary condition) in the second part of the model,

together with the vapor velocity and temperature at the

surface.

The expansion of the evaporated Cu material into 1 atm

He background gas is described with Navier–Stokes

equations, for conservation of total mass density, vapor

mass density, momentum and energy, in a binary gas

mixture. This set of equations is much more complicated

than the corresponding set of equations for expansion in

vacuum [10], because it contains gas mixing terms, i.e.,

thermal conductivity, viscosity and diffusion. Hence, it

appeared to be much more difficult to solve these equations.

A more detailed explanation, also with respect to the

appropriate use of boundary conditions, is given in Ref.

[12].

Because of the high temperature in the expanding plume,

a plasma is created, resulting in the formation of electrons

and ions of the Cu vapor and He gas. For the typical

conditions of LA and LIBS, the temperature can be so high

that beside Cu+ ions also Cu2+ ions are formed. The first-

order and second-order ionization of Cu (i.e., the ratio of

Cu+ /Cu0 and of Cu2+ /Cu+, respectively) and the first-order

ionization of He, are calculated with Saha–Eggert equa-

tions, because the plasma is considered to be in local

thermal equilibrium. From the calculated fraction of Cu+,

Cu2+, Cu0, He+, He0 and electrons, in combination with the

calculated densities of Cu vapor and He background gas, the

densities of these species are computed.

Finally, because of the formation of a plasma in front of

the target, the laser beam will be partially absorbed before it

reaches the target, i.e., so-called ‘‘plasma shielding’’. The

three dominant absorption mechanisms are electron–ion

and electron–neutral inverse Bremsstrahlung and photo-

ionization of excited atoms. Inverse Bremsstrahlung

involves the absorption of a photon by a free electron.

The electron is raised to a higher state in the continuum.

This process must occur within the field of a heavy particle
(ion or neutral), so that momentum is conserved. The

formulas for the absorption coefficients of these processes

are presented in Ref. [10,12], and also later in this paper

(Section 3.1.3). Based on these absorption coefficients, the

laser irradiance reaching the target, i.e., after plasma

shielding, is calculated.

The different parts of the model are strongly coupled,

because the target evaporation determines the plume

expansion, and the plume affects the target as well. Hence,

the boundary condition for the target part has to be obtained

from the plume part, and vice versa [12]. Moreover, the

absorption of the laser beam in the plasma affects the laser–

solid interaction, because the laser energy reaching the

target can be considerably attenuated, and it also influences

the plume temperature (i.e., gain and loss terms in the

energy conservation equation). Therefore, the various parts

of the model need to be solved simultaneously as a function

of time, in order to obtain an overall picture of the laser–

solid interaction, followed by plume expansion and plasma

formation. More quantitative details about the complete

model can be found in Ref. [12].
3. Calculation results and discussion

The calculations are performed for different laser wave-

lengths and pulse durations, and for a wide range of laser

irradiance. The laser pulse is assumed to have a Gaussian

time-profile, and always starts at 0 ns. Calculations are

always carried out until 100 ns. The reason is that the model

is one-dimensional, hence it assumes forward expansion of

the vapor plume, which is only a reasonable assumption for

the early stage, e.g., until an expansion distance of about

1 mm (depending on the laser beam spot size) [18,37,

48,49]. At later stages, expansion in the radial direction will

become important, so that our model will have to be

extended to two dimensions (radial symmetry), in order to

describe the expansion process. The target is assumed to be

pure Cu, and the expansion takes place in 1 atm He gas.

Table 1 given an overview of the laser ablation conditions to

which the model is applied.

3.1. Effect of laser irradiance

The laser irradiance is varied from 108 till 1010 W/cm2,

because these are typical values used for LIBS and LA.

Indeed, at lower values, no melting and certainly no

vaporization is taking place. At higher values, on the other
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hand, some additional processes will probably become

important, for instance explosive boiling [50–52], which are

not yet included in our model. The laser wavelength and

pulse duration are kept fixed here at 266 nm and 5 ns fwhm.

3.1.1. Target heating, melting and vaporization

Fig. 1 shows the calculated temperature distributions

inside the target, as a function of time during and after the

laser pulse, for three different values of laser irradiance. In

all cases, the temperature reaches a maximum at the surface,

at about 10 ns, which means during the laser pulse, and it

drops gradually deeper inside the target. However, at 100 ns,

our calculations predict still some temperature elevation

until a depth of about 10 Am in the target. At 108 W/cm2

(Fig. 1a) the maximum surface temperature is about 1500 K.

This temperature is too low to yield an appreciable amount

of melting, because the melting point of Cu is 1358 K.

At 109 W/cm2 (Fig. 1b) the calculated surface temper-

ature reaches a maximum of about 8000 K. At this high

temperature, melting takes place, and the upper 1.8 Am of

the target surface becomes in liquid (molten) phase, as is

visualized in the figure below the temperature distribution

plot. After about 50 ns, the melt depth starts decreasing

again, because of the temperature drop, but at 100 ns, the

upper surface layer is still in molten phase.

At 1010 W/cm2 (Fig. 1c) the surface temperature is

calculated to reach a maximum of about 15,000 K. This is

extremely high, and probably overestimated. Indeed, we

expect that other target processes, such as explosive boiling,

could then play a role, and will reduce the temperature by

loss of excessive heat. It is, indeed, stated that explosive

boiling starts at 2�1010 W/cm2 for Si [50,51], and at

5�1010 W/cm2 for Al [52]. This process is, however, not

yet taken into account in our model, so we should keep in
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this paper, which reduces the effective laser energy reaching

the target, and consequently the target heating. As was also

illustrated in Fig. 1, melting occurs only for a laser irradiance

above 108 W/cm2, and the depth of molten phase is

calculated to be in the order of a few Am, for the typical

laser irradiance values applied in LIBS and LA.
The evaporation of target material becomes only appre-

ciable for laser irradiance values above 3�108 W/cm2, for

the laser wavelength of 266 nm and pulse duration of 5 ns

fwhm, as appears from the calculated evaporation rate (Fig.

2c) and evaporation depth (Fig. 2d) as a function of laser

irradiance. The evaporation rate seems to increase rapidly

until about 5�108 W/cm2, and then more smoothly, as a

function of laser irradiance, because plasma shielding starts

to play a role above 5�108 W/cm2 (see below). In general,

the calculated evaporation rate and depth increase more or

less linearly with laser irradiance (shown by the exponential

rise on the logarithmic scale). For a laser irradiance of 109

W/cm2, the maximum evaporation rate is calculated to be

9.5 m/s, corresponding to the total depth of 36 nm, after the

laser pulse is finished. At 1010 W/cm2, the calculated

evaporation rate reaches a maximum of 42 m/s, yielding a

depth of almost 260 nm.

Our calculated values for surface temperature, melt depth

and evaporation depth are in good agreement with other

modeling results reported in literature, albeit often for LA in

vacuum. In Ref. [14] a model was applied for LA of Cu, Al

and Au targets at 1 atm, for 26 ns laser pulses (laser

wavelength not specified), in a fluence range between 1 and

25 J/cm2, which corresponds to our fluence conditions (see

Fig. 2). The maximum surface temperature, melt depth and

ablation depth were calculated in the order of 3000–9000

K, 0–3 Am and 0–40 nm, respectively, increasing with

fluence, which is in good correlation with our results. In

Ref. [53] a surface temperature was calculated of about

5000 K, and the ablation depth per pulse was in the order of

several nm, increasing with laser fluence (up to a value of

9 nm at 5 J/cm2; hence somewhat lower than our results),

for a 248 nm excimer laser with 26 ns fwhm. In Ref. [54] a

model for a Nd:YAG laser of 355 nm with 6 ns fwhm and an

Al target predicted a surface temperature slightly above

4000 K for a fluence of 9 J/cm2, and the ablation depth

ranged from 1 to 100 nm, for a fluence of 2–10 J/cm2,

hence in excellent agreement with our results. Finally, in

Ref. [55] a melt depth was calculated in the order of 1–2

Am, for a Nb target and an excimer laser of 248 nm and 30

ns fwhm, at a laser irradiance of 5�108 W/cm2, again in

good correspondence with our results.

Experimentally, a number of papers have reported on

measured crater depths for laser ablation. Niemax et al. have

measured a crater depth in the order of 45 Am after 30 laser

pulses, hence about 1.5 Am per pulse, for a laser pulse

energy of 12 mJ, and a Cu sample at 1 atm He [35]. In Ref.

[56] the measured crater depth of a Cu sample was about

0.65 and 1 Am per pulse for an excimer laser of 5 and 14 mJ,

respectively. The laser fluence or irradiance was not

specified in these papers, but from the crater diameter, we

deduced a laser fluence of about 150 J/cm2 in Ref. [35] and

about 44 and 55 J/cm2, respectively in Ref. [56]. These

values are higher than the fluence range investigated in our

paper, and from the significant rise of calculated evaporation

depth with laser irradiance (or fluence) in Fig. 2, it can be
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concluded that our calculated values are in the correct order

of magnitude. Moreover, Horn et al. [29] have reported on

measured crater depths for Cu samples in the order of 10–

20 Am after 100 pulses, hence about 100–200 nm per pulse,

with a 266 nm Nd:YAG laser, at a fluence of 23 J/cm2 or

3.8�109 W/cm2, which is in excellent agreement with our

calculated evaporation depth of Fig. 2. Hence, although

liquid splashing of the molten material will occur as well,

the good correlation between our calculated evaporation

depths and the measured crater depths indicates that the

target ablation seems to be mainly caused by evaporation, at

least in the range of laser irradiance under investigation

here, and that our model, in the present stage, can present a

realistic picture of the laser ablation process.

3.1.2. Evaporated plume expansion and plasma formation

The calculated behavior of the expanding vapor plume is

illustrated in Fig. 3, for three different values of laser

irradiance, i.e., 3�108 W/cm2 (which means just above the

threshold for target vaporization, at the conditions under

study, cf. Fig. 2), 109 and 1010 W/cm2. At 10 ns, i.e., during

the laser pulse, the Cu vapor density (Fig. 3a) a is at

maximum at the target, and drops steeply as a function of

distance from the target. At later times, i.e., after the laser

pulse is finished, there is no significant vaporization

anymore, and the vapor density at the target is rather low,

but the vapor expands away from the target, as is visualized

by the various curves at successive times. The expansion is

much more pronounced at higher values of the laser

irradiance, as is clear from comparing the x-axes of the

figures at 3�108, 109 and 1010 W/cm2. This is especially

true for the case of 3�108 W/cm2, because it is just at the

onset of evaporation. Indeed, at 100 ns, the vapor plume has

only expanded about 0.1 mm at a laser irradiance of 3�108

W/cm2, whereas at 109 and 1010 W/cm2, the vapor plume

ranges till about 0.8 and 2 mm, respectively, after 100 ns.

The background He gas is initially, i.e., before the laser

pulse, at 1 atm, which corresponds to a number density of

2.45�1025 m�3. However, as soon as vaporization starts

and the vapor expands, it pushes the background gas away

from the target, leading to a depletion in density near the

target, and a pile-up of gas density in front of the vapor

plume, as is clear from Fig. 3b. The shock front, indicated

by the significant drop in gas density back to undisturbed

values, also moves away from the target, as time evolves,

and moreover, it reaches further distances from the target,

for higher values of laser irradiance. It is also remarkable

that the He gas rises at the position where the Cu vapor

density drops to very low values, so that there is almost no

mixing between the Cu vapor and the He background gas.

The velocity distributions of the expanding plume are

illustrated, at successive times, in Fig. 3c. The plume

velocity increases away from the target, but drops suddenly

to zero at the shock front. The maximum velocity is

calculated in the order of 1000–1500 m/s, at the laser

irradiance of 3�108 m/s, but it reaches values of 10,000 m/s
and 20,000 m/s, at laser irradiance values of 109 and 1010

m/s, respectively. Finally, it should be noted that the velocity

is calculated to be negative near the target. This indicates

that there is a backward flux of the vapor plume onto the

target, which can be responsible for splashing of the molten

target material (not yet included in our model). Note,

however, that a negative velocity during the laser pulse is a

bit unexpected, in view of the strong evaporation occurring

at the target surface. It is the result of the boundary

condition imposed for the plume velocity (or flux), which is

defined from the Hertz–Knudsen equation [18]:

J ¼ Ps � Pgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kmkTs

p

where J is the condensation flux, Ps and Pg stand for the

saturated vapor pressure and gas pressure, respectively, and

Ts is the target surface temperature. Hence, when the

saturated vapor pressure becomes lower than the gas

pressure, a negative flux, and hence velocity, is predicted.

In principle, this can be possible, even when strong

evaporation occurs, because of the high plume pressure.

However, it might also be that this boundary condition is not

appropriate for our problem, during the laser pulse. In the

near future, we plan to investigate in more detail the effect

of this boundary condition, because it might also influence

the calculation of the surface temperature, as mentioned in

Section 3.1.1.

The plume expansion velocity has been measured in

several papers, for the range of laser irradiance studied here

(109–1010 W/cm2), and typical values in the order of 10000

m/s are indeed reported, increasing with laser irradiance

[37,57–59]. The velocity also decreases gradually with time

[37,59], in correspondence with our model predictions.

Consequently, the corresponding plume dimensions are

measured in the mm range after 100 ns, increasing with

laser irradiance [30,59,60]. Similar results for the plume

velocity and dimensions were also obtained from other

simulation models [14,55,61,62]. Finally, it is also reported

in literature that the plume velocity drops as a function of

background gas pressure [63–65], and this is indeed also

observed from our modeling results, if we compare the data

in Fig. 3 (at 109 W/cm2) with our calculation results for the

same laser irradiance, presented in Ref. [10] for expansion

in vacuum.

The temperature distributions in the expanding plume

(figures (d)), show that the maximum temperature is reached

at the maximum of the Cu vapor density, and that the

temperature of the piled-up background gas is considerably

lower. However, it is still clearly higher than the temperature

of the undisturbed gas, which is fixed at 300 K. Further, it is

obvious that the plume temperature is highest during the

laser pulse, and drops gradually as a function of time. At a

laser irradiance of 3�108 W/cm2, the maximum temper-

ature is only calculated to be around 1000–2000 K, which is

too low for plasma formation, as will be demonstrated

below. At 109 W/cm2, the maximum temperature reaches
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values of 30,000–50,000 K, and at 1010 W/cm2, the

calculated temperature could reach values of almost

100,000 K, although values of 30,000–40,000 K are more

typical in the main portion of the plume.

Our calculated temperature values appear to be slightly

higher than some experimental values reported in the

literature, which are typically in the order of 10,000–

40,000 K for the early stage (e.g., first 100 ns), in the laser

irradiance range of 109–1010 W/cm2 [22,23,49,58]. It is

possible that our model overestimates the plume temper-

ature to some extent, because some energy loss mechanisms

are not yet included in the model, such as excitation (i.e.,
energy transfer into excited levels) and radial plume

expansion (resulting in heat loss in the radial direction).

However, it should also be realized that the above papers do

not always clearly point out at which position in the plume

the temperature values are measured, and it follows from

Fig. 3 that the plume temperature varies greatly as a function

of position in the plume. This is also observed in Ref. [46]

where the measured plume temperature increases from

11,000–16,000 K near the target, up to 60,000 K at 1 mm

from the target, for a laser irradiance of 1010 W/cm2 at 355

nm. Hence, these data are in very good agreement with our

calculated results. Moreover, it should be mentioned that
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there are also some papers, which report on higher temper-

ature values than our calculated data. For instance, in Ref.

[36,66] a temperature of about 25,000 K was obtained, for a

laser irradiance of 5�108 W/cm2, and in Ref. [37] a

temperature of 400,000 K was reported for a laser irradiance

of 4.6�1010 W/cm2, with a 10 ns pulse at 532 and 1064

nm, and glass samples.

At such high calculated temperature values for 109 and

1010 W/cm2, as illustrated in Fig. 3, ionization of the vapor

and background gas, and hence plasma formation, certainly

takes place. In Fig. 4, the calculated fractions of Cu0 and

He0 atoms, and Cu+, Cu2+ and He+ ions, are plotted as a

function of position in the plume, at four different times (a–

d), and at three different values of laser irradiance. Note that

the sum of the Cu0, Cu+ and Cu2+ fractions is always equal

to one, as is also the case for the sum of the He0 and He+

fractions. Also shown are the corresponding calculated

temperature profiles for these conditions, in order to

facilitate the explanation of the ionization fractions.

The upper set of figures illustrates the results at a laser

irradiance of 5�108 W/cm2, which is just above the

threshold for plasma formation. Indeed, at 3�108 W/cm2,

no plasma formation was observed yet. It appears that at

5�108 W/cm2 the He gas is still mainly in atomic form,

because it is characterized by a rather high ionization

potential of 24.58 eV, but the Cu vapor is almost fully

ionized into Cu+ ions. Note that the first ionization potential

of Cu is, indeed, only 7.73 eV, whereas the second

ionization potential is equal to 20.29 eV. At 10 ns (i.e.,

during the laser pulse), 20% of the Cu vapor is even doubly

ionized near the target, where the plume temperature reaches

values of 35,000 K. As time evolves, the plume temperature

drops gradually, and the Cu2+ ions recombine again with

electrons into Cu+ ions and further into Cu0 atoms.

However, even at 100 ns, the Cu vapor still consists mainly

of Cu+ ions in most of the vapor plume.

At the laser irradiance of 109 W/cm2 (middle set of

figures), the plume temperature was calculated to rise till

almost 50,000 K during the laser pulse (i.e., at 10 ns), which

results in a significant amount of ionization. Indeed, the Cu

vapor is found to be mainly ionized into Cu2+ ions, and the

atomic fraction is nearly negligible. In certain regions of the

plume, it was found that the He gas was even ionized for

about 40%. Note, however, that in this region of the plume,

the background gas has a low density (see Fig. 3), so that the

He+ ion density is in fact still very low. At later times, the

plume temperature is somewhat lower, and the He ioniza-

tion drops, but the Cu vapor remains ionized (mainly in the

form of Cu+ ions) for a long time after laser pulse

termination, as can be deduced from the plot at 100 ns.

Finally, at the laser irradiance of 1010 W/cm2 (lower set

of figures), the ionization of Cu and He is even more

extreme. Indeed, it was calculated that at 10 ns the He gas is

fully ionized into He+ ions, and the Cu vapor is fully ionized

into Cu2+ ions. It should be mentioned that we have only

taken into account first order ionization of He, and first and
second order ionization of Cu, but at these extreme

situations, it is very probable that He is further ionized into

He2+ ions, and the Cu vapor may also exist in the form of

Cu3+ ions. Note also that the calculated ionization fractions

near the target show some oscillations, which are due to

spikes in the temperature profile. The latter are attributed to

an instability in the calculations at such high values of laser

irradiance, due to the critical influence of the boundary

conditions, and the fact that the interaction between target

and plasma is also unstable (i.e., far from equilibrium) in

reality, during the short time of the laser pulse. However,

this instability occurs only during and shortly after the laser

pulse, and does not affect the further calculations. It is clear

that at this high laser irradiance, the ionization of Cu and He

lasts for a relatively long time after the laser pulse is

finished, and at 100 ns, the Cu2+ ions and He+ ions still

constitute the major fraction of the Cu vapor and He gas,

respectively, in a certain part of the plume, where the

temperature is at its maximum.

Such high ionization degrees are also reported in the

literature. For instance, Russo et al. measured the ratio of

ion to atom number densities, for a Nd:YAG laser at 266 nm

and 3 ns pulse duration, in the laser irradiance range of

2�109–2�1010 W/cm2, and they obtained values in the

range of 0.3 to 300, increasing with I2.07, which corresponds

to an ionization degree of 30% to full ionization [23].

Capitelli et al. reported on a ratio of Ti+ ion number density

over Ti0 atom number density in the order of 150, at 200 ns,

for a laser pulse of 5 J/cm2 and 30 ns pulse duration [65].

Finally, in Ref. [58] the presence of multiply charged ions is

demonstrated, based on spectral lines, for a laser irradiance

of 1010 W/cm2.

Fig. 5 presents the calculated density profiles of the

various species in the plume, at different times, either during

the laser pulse (i.e., at 10 ns) as well as after laser–solid

interaction (at 20, 40 and 100 ns), for the same irradiance

values as in previous figures. Note the change in the x-axis

going from Fig. 5a to d. At 10 ns (Fig. 5a) the Cu vapor is at

maximum adjacent to the target, as was also clear from Fig.

3. At a laser irradiance of 5�108 W/cm2, it consists mainly

of Cu+ ions. At 109 W/cm2, the Cu+ and Cu2+ ions are

equally important, and at 1010 W/cm2, the Cu2+ ions are the

most abundant Cu species. The He gas is pushed away from

the target, but at 10 ns, it has a lower density than the Cu

vapor (see right y-axes in Fig. 5a), and it is practically not

ionized. Hence, the electron density (which is equal to the

sum of the densities of Cu+ and He+ ions and twice the Cu2+

ion density) is fully determined by the Cu+ and Cu2+ ions,

and it is characterized by a maximum near the target (see the

thicker black solid line). At 10 ns, i.e., during the laser

pulse, the maximum electron density was calculated to be

almost 2�1026 m�3 at 5�108 W/cm2, about 5�1026 m�3

at 109 W/cm2, and nearly 3�1027 m�3 at 1010 W/cm2, but

the densities drop drastically further away from the target,

and they are also significantly lower after termination of the

laser pulse (see further).
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Fig. 4. Calculated spatial distributions of the ionization fractions of Cu (black lines) and He (grey lines) in the plume, as well as the corresponding plume

temperature distributions, at four different times between 10 and 100 ns, for laser radiation of 266 nm and 5 ns pulse duration, at a laser irradiance of 5�108 W/

cm2 (upper set of figures), 109 W/cm2 (middle set of figures), and 1010 W/cm2 (lower set of figures).
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Fig. 5. Calculated spatial distributions of the number densities of Cu atoms and ions (black lines), He atoms and ions (grey lines) and electrons (thick solid

lines) in the plume, at four different times between 10 and 100 ns, for laser radiation of 266 nm and 5 ns pulse duration, at a laser irradiance of 5�108 W/cm2

(left set of figures), 109 W/cm2 (middle set of figures), and 1010 W/cm2 (right set of figures). Note that the He atom number densities are represented by the

right y-axes, because of the different orders of magnitude.
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At later times, when vaporization has ceased, the

maximum Cu vapor density is shifted away from the target

due to plume expansion, and this applies also to the Cu+

and Cu2+ ion densities, and hence to the electron density

profiles. Moreover, the maximum densities of Cu vapor,

Cu+ and Cu2+ ions, and electrons, are significantly reduced,

because the plume is more spread out. At 20 ns (Fig. 5b),

the density of Cu is already lower than the He background

gas density (cfr. the left and right y-axes), and this trend

continues for later times. At 5�108 W/cm2, the electron

density profile is almost equal to the Cu+ ion density

profile, and the calculated maximum density drops from
1025 m�3 at 20 ns, to 6�1024 m�3 at 40 ns, and 2.5�1024

m�3 at 100 ns. At 109 W/cm2, the electron density is more

or less equal to the sum of the Cu+ ion density and twice the

Cu2+ ion density, and the maximum density drops from

2.5�1025 m�3 at 20 ns, to 1.5�1025 m�3 at 40 ns, and

almost 8�1024 m�3 at 100 ns. At 1010 W/cm2, the electron

density profile is equal to twice the Cu2+ ion density in the

region of the vapor plume, and it is equal to the He+ ion

density in the region in front of the vapor plume, where the

He background gas is piled up. At such high laser

irradiance, our model predicts that the electron density

reaches values as high as 1026 m�3 at 20 ns, 3–6�1025
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m�3 at 40 ns, and 1025 m�3 (with a maximum of 4�1025

m�3) at 100 ns.

Several papers have focused in recent years on measuring

the electron density in the laser-induced plasma. However,

they often report on measurements in the As-regime [58,67–

71], for which our model is not yet applicable. There are still

a number of papers, which do present measurements in the

first 100 ns, so that comparison is possible. Most of these

papers, however, show density values in the range of

7�1017–7�1018 cm�3 (or 7�1023–7�1024 m�3) for a

laser irradiance in the order of 4�108–1010 W/cm2

[22,23,47,57,65,66], hence somewhat lower than our

presented calculation results. This is probably attributed to

the fact that the plume temperature is somewhat over-

estimated in our model, because certain, possibly relevant

energy loss mechanisms are not yet included in the model

(see above). Nevertheless, in Ref. [25] electron number

density values are presented in the order of 1–8�1024 m�3,

depending on position in the plume, for a laser irradiance of

3�108 W/cm2 [25]. This value of laser irradiance is just

below the threshold for plasma formation in our model, so

that our model predicts the electron density to be roughly

zero for these conditions. Of course, exact comparison is not

possible, since the experiments were carried out in vacuum,

for a Mg target and a laser wavelength of 248 nm, but it

shows that relatively high values of electron number density

have been reported in the literature, even for rather low
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values of laser irradiance. Moreover, in Ref. [37] relatively

high electron number densities of about 2–6�1025 m�3

were achieved for a Nd:YAG laser of 532 and 1064 nm with

10 ns pulse duration, at a laser irradiance of 4.6�1010 W/

cm2. Finally, in Ref. [36] the electron density was found to

be about 7�1026 m�3 for a laser irradiance of 5�108 W/

cm2, and about 3�1027 m�3 at 5�1010 W/cm2, for an

excimer laser of 248 nm and 10 ns pulse duration, which is

even higher than our calculated results.

Fig. 6 illustrates the influence of the laser irradiance on

several plume characteristics, all calculated at 100 ns. The

maximum Cu vapor density (Fig. 6a) rises as a function of

laser irradiance, which is attributed to the increased target

vaporization. The maximum He gas density (Fig. 6b) shows

the same trend, which is logical, because more Cu vapor can

push the background gas to a larger pile-up. Comparing Fig.

6a and b shows that the maximum He density is typically

about one order of magnitude higher than the maximum Cu

vapor density, at 100 ns (i.e., in the order of 1026 m�3 vs.

1025 m�3). The plume velocity also increases with laser

irradiance, as is clear from Fig. 6c, and this is due to the

higher surface temperature. The maximum plume velocity at

100 ns is typically calculated in the order of 5000–20,000

m/s, which is in good agreement with data reported in the

literature (see above). Because of this higher plume velocity,

the plume length after 100 ns (Fig. 6d) is also larger at

higher laser irradiance, as well as the length of the shock
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front (Fig. 6e), i.e., the position where the background He

density drops again to the undisturbed values corresponding

at 1 atm. The calculated vapor plume length at 100 ns is in

the order of a few mm, and the position of the shock front is

only slightly further away (typically 0.4–0.5 mm, which

corresponds to the region of the background gas pile-up).

The maximum temperature in the plume (Fig. 6f) increases

also with laser irradiance, and this is connected to the rise in

electron density (Fig. 6i). Indeed, a higher plume (plasma)

temperature yields more ionization, and hence a higher

electron density, and vice versa, a higher electron density

leads to more laser absorption in the plasma, by inverse

Bremsstrahlung (IB, see further), and consequently to a

higher plasma temperature. The plume temperature and

electron density are equal to 300 K and zero, respectively,

for a laser irradiance below or equal to 3�108 W/cm2,

which indicates that no plasma is formed yet. However, for a

laser irradiance above this threshold, the maximum plasma

temperature is in the range of 20,000–50,000 K, and the

maximum electron density at 100 ns is calculated in the

order of 2.5�1024–4�1025 m�3, for a laser irradiance

ranging from 5�108 till 1010 W/cm2. This plasma ignition

threshold in the order of 3�108 W/cm2 is in excellent

correspondence with the values reported by Russo’s group,

for similar laser conditions [23,26,31]. From the data in Fig.

6f and i, it could be deduced that the temperature and

electron density, above 5�108 W/cm2, vary with laser

irradiance as T¨I0.3, and Ne¨I0.5. Mao et al. and Liu et al.

reported the following power laws below a laser irradiance

of 2�1010 W/cm2: T¨I0.14 and Ne¨I0.32 in Ref. [22] and

T¨I0.54 and Ne¨I0.24 in Ref. [23]. Hence, the dependence

of electron density as predicted in our model, is somewhat

overestimated, compared to the experiment. The calculated

dependence of plume temperature, on the other hand, falls in

between the two dependencies reported experimentally. In

general, it can be concluded that the effect of laser irradiance

is realistically predicted with our model.

Related to the behavior of plume temperature as a

function of laser irradiance are the calculated ionization

fractions of Cu and He, which are depicted in Fig. 6g and h,

respectively. At a laser irradiance below or equal to 3�108

W/cm2, no plasma is formed, and the Cu vapor and He gas

are not ionized. As soon as plasma ignition occurs, the

fraction of Cu0 atoms will suddenly drop, to only 10% of the

total Cu vapor at about 5�108 W/cm2, whereas the Cu+

fraction is almost 90%. At increasing laser irradiance, the

Cu0 fraction will soon become negligible, and the Cu+

fraction will gradually decrease, whereas the Cu2+ fraction

becomes predominant. The He0 fraction also drops for

increasing laser irradiance, but it becomes only lower than

the He+ fraction at a laser irradiance above 3�109 W/cm2,

which is due to the higher ionization potential of He (see

above).

We have also plotted the maximum plume temperature,

the maximum electron density, and the shock front position

at 100 ns, as a function of time during and after the laser
pulse, and the result is shown in Fig. 7 (a–c), for different

values of laser irradiance. The symbols represent the

calculated results, whereas the solid lines indicate some

fitted curves, as given in the legend. Note that the calculated

electron density values at 10 ns are not included in Fig. 7b,

because these values are significantly higher, because of the

additional thermionic emission from the target during the

laser pulse (see also Fig. 5), and including these data would

make the figure less clear, because the curves would all

come closer to each other. It is clear from Fig. 7a and b that
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the plume temperature and electron density both drop as a

function of time, and the time-behavior can be fitted with a

power law: T¨t�n and Ne¨t�m, where n¨0.23–0.44, and

m¨0.6–0.9, for the different values of laser irradiance. This

is slightly lower than the fits given in the papers of Russo’s

group for a Nd:YAG laser at 266 nm and 3 ns pulse

duration, i.e., T¨t�0.54 and Ne¨t�0.95 for a laser irradiance

of 7.6�109 W/cm2 on glass samples [22] and T¨t�0.7 and

Ne¨t�0.99 at 4.6�1010 W/cm2 on Si samples [23].

However, an exact comparison is not straightforward,

because the conditions are slightly different. Moreover, it

is not clear at which position the measurements were

performed, and it is well possible that the maximum

temperature and electron density, as plotted in our Fig. 7,

will exhibit a somewhat different time behavior than values

taken at another position in the plume. Nevertheless, the

values appear to be in the same order, so the general time

behavior of plume temperature and electron density appears

to be correctly predicted by the model.

Finally, the position of the shock front increases linearly

with time, as appears from Fig. 7c. This is because of the

forward expansion, which is considered in our one-dimen-

sional model. In Ref. [60] the measured plasma length was

found to increase with time according to a power law:

z¨t0.76 during the laser pulse, and z¨t0.44 after termination

of the laser pulse, for a Nd:YAG laser at 1064 nm, 15 ns

pulse duration and 40 mJ energy, for metallic samples and

expansion in air at 1 atm. It is stated in this paper that this

time behavior is typical for spherical expansion after the

laser pulse, so it appears that our one-dimensional model is

somewhat overestimating the plume expansion dynamics. In

the near future, we will extend our model to include

spherical expansion. However, it should also be realized that

the experiments in Ref. [60] were carried out in air, and it is

expected that the expansion in heavier gases, like air, will be

somewhat slower than in He, as will be investigated in detail

in a separate paper [72].

3.1.3. Laser absorption in the plasma

As mentioned above, once a plasma is formed, part of the

laser beam will be absorbed in the plasma, by electron–ion

or electron–neutral inverse Bremsstrahlung (e–i IB and e–

n IB), or by photo-ionization (PI). Consequently, not the full

laser irradiance will be able to reach the target, which is

called ‘‘plasma shielding’’. Fig. 8 illustrates the laser

irradiance time-profiles for different values of laser irradi-

ance (solid lines), as well as the time-profiles of the laser

irradiance arriving at the target, i.e., after passage through

the plasma (dashed lines). For a laser irradiance of 3�108

W/cm2 and lower, no plasma formation, and hence no

absorption of the laser beam, takes place, and the laser

irradiance arriving at the target is exactly the same as the

irradiance emitted by the laser. Hence, the laser irradiance

time-profiles of these conditions are not presented in Fig. 8.

However, for higher laser irradiance, plasma formation and

laser beam absorption do take place, so that the laser
irradiance reaching the target is lower than the original laser

irradiance. It is clear from Fig. 8 that the laser absorption

increases with rising laser irradiance, because of the higher

electron and neutral densities in the plume, which are

responsible for the absorption processes (see above). The

percentage absorption increases drastically with laser

irradiance, up to a value of 80% at 1010 W/cm2, as is

illustrated in Fig. 9a. This behavior corresponds reasonably

with Ref. [57], where it is reported that the plasma

transmission during or shortly after the laser pulse is about

10–20%, for a Nd:YAG laser of 1064 nm, 10 ns pulse

duration and 275 mJ energy, and expansion in air at 1 atm.

Moreover, Shannon et al. and Chan and Russo [26,31] have

demonstrated that the emission signal intensities from ICP-

AES increase with laser irradiance, but the slope is higher

below a certain threshold than above this value. This so-

called roll-off of the emission intensity at a certain laser

irradiance is also attributed to plasma shielding. This

process of laser absorption is found to become significant

for a laser irradiance above 109 W/cm2, as reported in Ref.

[31] and above a value in the range of 1–3�108 W/cm2, as

presented in Ref. [26]. Similarly, the mass ablation rate of

Cu was found to increase with laser irradiance, according to

a power law, where the value of the exponent was in the

order of 2–5 for a laser irradiance below 3�108 W/cm2,

and it was smaller than 1, for a laser irradiance above this

value [24]. This is also attributed to plasma shielding, which

comes into play for laser irradiance values above 3�108 W/

cm2 [24]. Hence, the threshold value predicted with our

model (i.e., between 3�108 and 5�108 W/cm2) is in the

same order as in the experiments [24,26,31], so that we can

conclude that our model yields a more or less realistic

description of the plasma behavior.

Fig. 10 shows the computed absorption coefficients of

the three different absorption mechanisms taken into

account in the model, for different values of the laser

irradiance, at 10 ns. IB involves the absorption of a photon

by a free electron, in which the electron is raised to a higher

state in the continuum. This process must occur within the

field of a heavy particle (ion or neutral), so that momentum

is conserved [73]. The electron–neutral and electron–ion IB

absorption coefficients are calculated as [74]:

aIB;e�n ¼ 1� exp � hc

kkT

�� ��
Ne Qe�CuNCu0 þ Qe�HeNHe0ð Þ

ð1Þ

aIB;e�i ¼ 1� exp � hc

kkT

�� ��
4e6k3Ne

3hc4me

2k

3mekT

�� 1=2

� NCuþ þ 4NCu2þ þ NHeþð Þ ð2Þ

where k is the laser wavelength, Ne is the electron number

density, T is the plume temperature, NCu0, NCu+, NCu2+, NHe0

and NHe+ represent the Cu0, Cu+, Cu2+, He0 and He+ ion

densities, respectively, Q is the cross section of photon
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absorption (assumed as 10�46 m5 for Cu, and 2�10�48 m5

for He [74,75]) and the other symbols are self-explanatory.

The third absorption mechanism is photo-ionization (PI)

of excited atoms. Atoms in excited levels are not yet

explicitly included in our model, but we calculate their

relative population, based on the Boltzmann distribution of

statistical thermodynamics theory:

pi ¼
Ni

Ntot

¼ giexp � Ei=kTð ÞX
j

gjexp � Ej=kT
� �

where pi and Ni stand for the relative and absolute

population density of level i, Ntot is the total population

density of all levels, gi and Ei represent the statistical

weight and excitation energy of level i, and T is the plasma

temperature. The PI absorption coefficient is approximated

as rPINCu, where NCu is the Cu vapor atom density and rPI
is estimated based on a constant value of 1.5�10�21 m2,

as found in literature [53,76], but corrected for the

availability of excited levels lying close enough to the

ionization limit (based on the relative populations as

calculated above), so that the energy difference is smaller

than the energy of the laser photons. Hence, it is obvious

that a higher plume temperature yields a higher relative

population of highly excited levels, resulting in a higher

probability of photo-ionization.

It is clear from Fig. 10 that laser beam absorption by the

three different mechanisms, and hence the overall plasma

shielding, is especially important near the target, where the

Cu vapor, ion and electron densities reach their maximum

(see Fig. 5 above). This corresponds with Ref. [23] where it

is stated that most of the laser absorption takes place in the

vapor layer confined close to the target surface. At a laser

irradiance of 5�108 W/cm2, e–n IB makes up clearly the

dominant absorption mechanism, followed by PI, whereas
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e–i IB is of minor importance. At higher laser irradiance,

however, the ionization degree rises drastically, and

consequently, e–i IB becomes gradually more important.

This is also apparent from Fig. 9b, where it is shown that the

relative contribution of e–i IB increases from a few % at

5�108 W/cm2 to almost 40% at 1010 W/cm2, whereas the

relative contribution of e–n IB and PI drop with laser

irradiance. However, our calculations predict that e–n IB

always remains the dominant laser absorption mechanism,

with a relative contribution ranging from almost 90% at low

values of laser irradiance to about 60% at the highest laser

irradiance investigated. This agrees not exactly with

observations made by Liu et al. where it is stated that e–i

IB becomes eventually the dominant laser absorption

mechanism [23]. The reason for this dominant role of e–n

IB, as predicted by our model, is that it appears especially

important in the layer adjacent to the target, where the vapor

density is extremely high, as is confirmed also in Ref. [23].

Nevertheless, it is also possible that e–n IB is somewhat

overestimated in our model, because the absorption coef-

ficient, and more specifically the value of the photon

absorption cross section (symbol Q in the above formula), is

subject to large uncertainties. The general tendency of the

relative importance of the different absorption mechanisms,
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as well as the overall amount of laser absorption, however,

seem to be more or less correctly predicted with our model.

3.2. Effect of laser pulse duration

We have also investigated the effect of laser pulse

duration on the target and plume (plasma) behavior, for a

laser wavelength of 266 nm. In first instance, we have kept

the laser irradiance fixed at 109 W/cm2. It is clear that the

laser fluence, which is defined as the laser irradiance

integrated over the entire pulse, then increases with pulse

duration, and consequently, this will affect the target and

plume characteristics. In Fig. 11a, the laser fluence is plotted

as a function of pulse duration, for the laser irradiance of 109

W/cm2. It increases from 0.32 to 32 J/cm2 for laser pulses in

the range of 0.3–30 ns. In another series of runs, we have

investigated the effect of pulse duration, keeping the laser

fluence fixed at 10.6 J/cm2, so that the laser irradiance varies

from 1010 to 3.3�108 W/cm2 for laser pulses ranging from

1 till 30 ns, as is shown in Fig. 11b.

Note that the laser pulse duration was varied between 0.3

and 30 ns. At shorter pulses, the laser fluence was too low

(at fixed laser irradiance) for a plasma to be formed, or the

laser irradiance was very high (at the same laser fluence).

Moreover, other phenomena can start to take place at ps-

laser pulses, such as the formation of an early-stage plasma
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by electron emission [77–79], which are not yet included in

our model. Furthermore, the application of a one-temper-

ature model (i.e., heat conduction equation) for the target

also becomes questionable at very short (ps and fs) laser

pulses, where the laser energy will not instantaneously be

turned into heat, but into electron energy, so that the

coupling of the electron and lattice temperature would need

to be considered (i.e., in a two-temperature model) [80–83].

Longer pulses than 30 ns, on the other hand, are probably

not of interest for practical use in LA and LIBS.

3.2.1. Target heating, melting and vaporization

The calculated temperature distributions inside the target

as a function of time (cf. Fig. 1) look very similar for

different pulse durations, at least qualitatively, and they

resemble Fig. 1; hence, they are not presented here. Instead,

the maximum calculated surface temperature, maximum

melt depth, maximum evaporation rate and total evaporation

depth are plotted as a function of pulse duration, in Fig. 12,

when keeping the laser irradiance or the laser fluence

constant (part a and b, respectively).

It appears from Fig. 12a that the maximum surface

temperature, as well as the maximum melt depth and total

evaporation depth increase with pulse duration, at fixed

laser irradiance, because the laser fluence, and hence the

total laser energy reaching the target, increases. The surface

temperature, however, reaches saturation at a pulse

duration above 5 ns, and this can be explained by

increased plasma shielding (see below), which compen-

sates for the higher laser fluence. Also the maximum melt

depth increases less than linearly, for the same reason. As

far as evaporation is concerned, the 0.3 ns pulse seems to

be too short for evaporation to take place, at the laser

irradiance of 109 W/cm2. Indeed, the maximum surface

temperature is calculated to be only 4000 K. For longer

pulses, the maximum evaporation rate was calculated to be

more or less constant for different pulse durations, because

it depends merely on the laser irradiance, which is kept

fixed. The evaporation rate decreases even slightly, because

of increased plasma shielding for the longer pulses (see

below), resulting in a somewhat lower net laser irradiance

reaching the target. Because the evaporation rate is more or

less constant, the total evaporation depth increases linearly

with the pulse duration. Indeed, evaporation takes place as

long as the laser pulse is on (and typically a bit longer);

hence, a longer laser pulse can yield a larger amount of

evaporation.

When the laser fluence is kept fixed at 10.6 J/cm2, the

maximum surface temperature and evaporation rate drop

with increased pulse duration, as is clear from Fig. 12b.

Note that the surface temperature calculated for the laser

pulse of 1 ns is probably again too high, for the reasons

indicated in Section 3.1.1. The drop in maximum surface

temperature and in evaporation rate is logical because the

laser irradiance drops, and the latter determines the

maximum surface temperature, which in turn defines the
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maximum evaporation rate. Mao et al. investigated the

effect of laser pulse length on the mass ablation rate, using

an excimer laser of 248 nm and 30 ns pulse duration, and a

Nd:YAG laser of 1064, 532 and 266 nm, with either 3 ns or

35 ps pulse duration, at a laser energy of 2 mJ for the

Nd:YAG laser, and 5 mJ for the excimer laser, and they also

observed a higher mass ablation rate for shorter laser pulses,

when keeping the laser energy constant [40].
Further, as appears from Fig. 12b, our calculations

predict an increase in the melt depth for longer pulses,

because the target is exposed for a longer time to the laser,

and moreover, as will be shown below, the plasma shielding

becomes less severe for longer laser pulses (at constant

laser fluence, and hence lower laser irradiance), so that the

laser energy reaching the target will become somewhat

larger. In spite of the drop in maximum evaporation rate,
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the total evaporation depth rises slightly with increasing

pulse duration, which is also attributed to the somewhat

higher energy reaching the target, as a result of reduced

plasma shielding.

3.2.2. Evaporated plume expansion and plasma formation

The detailed spatial profiles of vapor density, back-

ground gas density, plume velocity and temperature,

ionization fractions and densities of ions and electrons are

not shown here for the different laser pulse durations,

because they look qualitatively the same as the profiles in

Figs. 3–5. Instead, the calculation results at 100 ns are

plotted as a function of pulse duration, in Figs. 13 and 14,

keeping either the laser irradiance fixed at 109 W/cm2 so

that the total laser fluence is different (Fig. 13), or at constant

laser fluence of 10.6 J/cm2 while the laser irradiance is

changed (Fig. 14).

At constant laser irradiance, a longer pulse means a

higher fluence reaching the target, resulting in more

evaporation (see Fig. 12a, above), and hence in a higher

vapor density. This is reflected in both the maximum vapor

density (Fig. 13a) and in the vapor plume length (Fig. 13d).

Moreover, the plume velocity (Fig. 13c) and temperature

(Fig. 13 f) also become higher with increasing pulse

duration. The larger amount of vapor pushes the He
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background gas further away from the target (Fig. 13e)

and results also in a larger pile-up of background gas (Fig.

13b). Note the slight decrease in plume length and shock

front position for a pulse duration of 30 ns. This is attributed

to the fact that the evaporation process starts somewhat later

in time, i.e., the maximum laser irradiance is only reached at

about 40 ns, whereas for a pulse of 10 ns, the maximum

irradiance is reached at about 12 ns (see Fig. 15). Hence, at

100 ns the evaporated Cu atoms have traveled for a shorter

time, in the case of a 30 ns pulse, resulting in a somewhat

shorter plume length, and consequently shock front position,

despite of the larger total amount of evaporation.

As a result of the higher plume temperature (Fig. 13f),

the amount of ionization increases with pulse duration, at

constant laser irradiance, leading to a higher electron density

(Fig. 13i) and a higher degree of ionization of Cu and He

(Fig. 13g and h, respectively). Indeed, the fractions of Cu0

and He0 atoms drop, and the fractions of ions rise, for longer

laser pulses. Note that the fraction of Cu+ ions first

increases, and then decreases again, when the Cu2+ ions

become more important. All these trends are in fact very

logical, because the total fluence increases with pulse

duration, at constant laser irradiance.

When the laser fluence is kept constant, while increas-

ing the laser pulse duration, the total amount of evapo-
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ration was found to be more or less constant (see Fig. 12b,

above). As appears from Fig. 14, our calculations predict a

slight increase in the maximum vapor density (Fig. 14a),

and a drop in the plume length at 100 ns (Fig. 14d), so

that the total amount of vapor in the plume will be more or

less constant, in accordance with the total amount of

evaporation. The maximum plume velocity (Fig. 14c)

decreases slightly with plume length, due to the lower laser

irradiance, resulting in a lower surface temperature (cf.

Fig. 12b, above), and this indeed explains the shorter

plume length at 100 ns. The maximum background gas

density (Fig. 12b) appears to be independent from the laser

pulse duration, but it is not pushed so far away from the

target, as is clear from Fig. 12e, which is again attributed

to the lower plume velocity. Note that the shorter plume

length and shock front position at longer laser pulses are

also partly due to the fact that the laser evaporation starts

later in time, because the maximum laser irradiance is

reached at a later time, compared to shorter pulses (cf. Fig.

15). Further, it is observed that the maximum plume

temperature at 100 ns is more or less independent from the

pulse duration (cf. Fig. 12f), and this applies also to the

ionization fractions of Cu and He (Fig. 12g and h) and the

electron density (Fig. 12i). Hence, it can be concluded

from Fig. 14 that, except for a drop in the plume length

and shock front position, the laser pulse duration has no
significant effect on the plume behavior at a fixed moment

in time (for instance, in our case at 100 ns), as long as the

total fluence is kept constant. Similar conclusions were

also drawn from experiments [36,38], albeit for different

pulse durations (i.e., a comparison between a 10 ns and a

50 ps laser pulse in [36], and between laser pulses of 270

ps, 5 ps and 500 fs in [38]). Therefore, it seems that the

total fluence is a more determining factor for the plume
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behavior, at a fixed moment in time, than the pulse

duration, and hence maximum laser irradiance.

This is also illustrated in Fig. 16, which depicts the

maximum plume temperature (a) and maximum electron

density (b), as well as the shock front position (c) as a

function of time, for the different laser pulses, when keeping

the total fluence constant. It is indeed observed that the

maximum plume temperature and electron density are

nearly independent from the pulse duration, for observation

times of 40 ns and more (except for the electron density in

the case of the 30 ns pulse, which reaches similar values as

the other electron densities only after 80 ns). However,

during the laser pulse, some differences become apparent.

For a laser pulse of 1 ns, which corresponds to a laser
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time up to 100 ns, for laser radiation of 266 nm and constant fluence of 10.6

J/cm2, at five different laser pulse durations (and therefore five different

values of laser irradiance).
irradiance of 1010 W/cm2 at the fixed fluence of 10.6 J/cm2,

the maximum plume temperature was calculated to be

higher than 100,000 K, leading to a maximum electron

density of nearly 4�1027 m�3 at 2 ns (i.e., during the laser

pulse). For a laser pulse of 3 ns, corresponding to a laser

irradiance of 3.33�109 W/cm2, the maximum plume

temperature and electron density were about 80,000 K and

almost 2�1027 m�3, respectively, at 3–4 ns. This trend is

continued: the maximum plume temperature and electron

density during the laser pulse go down for longer pulses,

because of the lower laser irradiance at fixed fluence.

However, after a sufficiently long time (for instance, 40 ns

at the conditions under study), when the influence of the

laser pulse is not so clearly felt anymore (except for the 30

ns pulse), the maximum plume temperature and electron

density become independent of the pulse duration, and only

the total laser fluence counts, as discussed above. The

shock front position, on the other hand, appears to be

affected by the laser pulse duration, also for longer times,

as appears from Fig. 16c, and as was also clear from Fig.

14e. Indeed, it decreases slightly with increasing pulse

duration, because of the somewhat lower plume velocity, as

well as the short delay in the evaporation process, as was

explained above.

3.2.3. Laser absorption in the plasma

The calculated relative amount of laser absorption in the

plasma, as well as the relative contributions of the three

different absorption mechanisms, are presented in Fig. 17.

As was already anticipated above, when discussing Fig. 12a

and b, the percentage absorption, i.e., plasma shielding,

increases with pulse duration, when the laser irradiance was

kept constant (Fig. 17a), because of the larger fluence and

hence higher densities of Cu vapor, electrons and ions (see

Fig. 13). For a pulse of 0.3 ns, no plasma shielding is found

to occur, whereas for a pulse duration of 30 ns, the plasma

absorption amounts to almost 70%.

When the laser fluence is fixed, Fig. 17b illustrates that

the relative amount of plasma absorption decreases with

increasing pulse duration, due to the lower laser irradiance.

For a pulse duration of 1 ns, corresponding to a laser

irradiance of 1010 W/cm2, the fraction of absorption is

calculated to be 66%, whereas for a pulse of 30 ns, with

laser irradiance of 3.33�108 W/cm2, the plasma shielding

is found to be about 40%. Because of this drop in plasma

shielding for longer laser pulses, at constant laser fluence,

the total melt depth and evaporation depth increase, in spite

of the lower laser irradiance (see Fig. 12b). It could also be

deduced from our model calculations that for shorter laser

pulses, plasma shielding only occurs at higher laser

irradiance, or in other words, that the laser irradiance

threshold for plasma shielding increases for shorter laser

pulses. This is also confirmed from experiments [26].

Indeed, it is found that a Nd:YAG laser with 35 ps pulse

duration yields a roll-off in the ICP-AES emission intensity,

which indicates the threshold for plasma shielding (see
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above), at a laser irradiance of 2�1010 W/cm2, whereas the

same roll-off was observed at about 3�108 W/cm2 for an

excimer laser with 30 ns pulse duration [26].

Finally, as far as the relative contributions of different

laser absorption mechanisms are concerned, it is observed in

Fig. 17 that e–n IB always constitutes the main absorption

mechanism, whereas e–i IB and PI contribute for 20% or

less, for all laser pulses investigated.

3.3. Effect of laser wavelength

Up to now, we have focused in our calculation results

on a laser wavelength of 266 nm, which is the fourth

harmonic of a Q-switched Nd:YAG laser. We have, how-

ever, also applied our model to other laser wavelengths,

used by either Nd:YAG lasers or excimer lasers. The effect

of laser wavelength, as treated in our model, is twofold: it

determines both the laser absorption in the plasma, as well

as in the target.

First, as is clear from the two formulas presented above

(in Section 3.1), the laser absorption in the plasma, by e–n

IB and e–i IB, depends on the laser wavelength. The

common factor in both formulas (1�exp(�hc /kkT)),
which accounts for stimulated emission [74], will drop with

increasing wavelength. On the other hand, the e–i IB

absorption coefficient also increases with k3. Hence, the
general outcome of the effect of laser wavelength on the
overall absorption in the plasma will depend on the relative

contribution of these two opposing effects, as will be

demonstrated below. Furthermore, the laser absorption by PI

also depends on the laser wavelength, or photon energy, as

discussed above in Section 3.1. Indeed, a longer wavelength

corresponds to a lower photon energy, and hence, a lower

probability for PI from the excited levels, resulting in a

lower PI absorption coefficient.

Second, the effect of the laser wavelength on the target

behavior is reflected in a different target surface reflectivity

for different wavelengths. Indeed, it was reported in [30,42]

that the reflectivity of Cu is 0.97, 0.61 and 0.34 for 1064

nm, 532 nm and 266 nm, respectively. Hence, at 1064 nm,

only 3% of the laser energy can penetrate into the target,

resulting in heating, melting and vaporization, and the

remaining energy is simply reflected from the surface,

whereas at 266 nm, 66% of the laser energy can be used for

target heating, melting and vaporization.

Based on these considerations, we have applied our

model also to a Nd:YAG laser at the fundamental wave-

length (1064 nm) and at its second harmonic (532 nm), in

order to compare with the calculation results at 266 nm. It is

worth to mention that we have also performed calculations

for different UV wavelengths, typically used in Nd:YAG

and excimer lasers, but the effect of laser wavelength was

then not so pronounced, due to the relatively smaller

differences in wavelength values. Hence, we will focus
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here only on the comparison between Nd:YAG lasers of

1064, 532 and 266 nm.

3.3.1. Target heating, melting and vaporization

Fig. 18 shows the calculated maximum surface temper-

ature (a), maximum melt depth (b), maximum evaporation
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Fig. 18. Calculated maximum surface temperature (a), maximum melt depth

(b), maximum evaporation rate (c) and evaporation depth (d), as a function

of laser irradiance, for three different laser wavelengths.
rate (c) and evaporation depth (d) as a function of laser

irradiance, for the three wavelengths investigated. Again,

the surface temperature in the order of 15,000 K, as

calculated for the higher laser irradiance values, is probably

overestimated, for the reasons mentioned in Section 3.1.1.

The difference between 266 and 532 nm is found to be

relatively small. Indeed, at 532 nm, the target reflectivity is

higher than at 266 nm (0.61 vs. 0.34; see above), yielding a

lower amount of laser energy available for penetration in

the sample, but on the other hand, our model predicts less

plasma shielding at 532 nm, as will be discussed below.

These competing effects almost compensate each other, so

that the surface temperature, melt depth, evaporation rate

and depth calculated for the laser of 532 nm are only

slightly lower than at 266 nm. The difference with the

wavelength of 1064 nm, on the other hand, is much more

pronounced. Indeed, the target reflectivity is assumed to be

0.97, so that only 3% of the laser radiation can penetrate

into the sample. For instance, at a laser irradiance of 109 W/

cm2, target melting and evaporation do not yet take place.

Target melting only occurs for a laser irradiance above

2�109 W/cm2, and target evaporation comes only into play

at a laser irradiance of 6�109 W/cm2, as appears from Fig.

18. Similarly, for the same laser irradiance, the surface

temperature, melt depth, evaporation rate and depth are

calculated to be much lower at 1064 nm than at 266 and

532 nm. The fact that shorter wavelengths yield more

efficient laser ablation was also found experimentally

[28,39–41], although it should be mentioned that in Ref.

[42] the opposite tendency was observed. Horn et al. [29]

did not see a clear difference in the ablation rate, but they

compared a wavelength of 266 and 193 nm, in which case

the difference was also found to be negligible in our

calculations.

3.3.2. Evaporated plume expansion and plasma formation

Due to the relatively small difference in target evapo-

ration behavior between 266 and 532 nm, as predicted by

our model, the plume characteristics (i.e., vapor density,

velocity, temperature, ionization degree, etc) at 532 nm were

also found to be only slightly lower than at 266 nm, and the

results at 532 nm are therefore not shown here, because they

resemble the calculation results at 266 nm (see before, e.g.,

Figs. 3–6), with only a slight reduction in calculation

values.

At 1064 nm, on the other hand, the difference is much

more pronounced. Fig. 19 illustrates the effect of laser

irradiance on the plume characteristics, for the laser

irradiance of 1064 nm. Note that the laser irradiance is

now varied between 109 and 1011 W/cm2, hence it is shifted

with one order of magnitude compared to the case of 266

nm (cf. Fig. 6 above). Indeed, at 1064 nm, the target

evaporation started only to become important at a laser

irradiance above 5�109 W/cm2.

As is apparent from Fig. 19, once target evaporation

comes into play, the plume characteristics (i.e., plume
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length, densities, velocity, temperature, ionization degree)

all increase drastically with laser irradiance, and the rise is

much more pronounced than at 266 nm. For instance, at a

laser irradiance below or equal to 6�109 W/cm2, no plasma

is formed yet, and only Cu and He atoms are present in the

plume. At 7�109 W/cm2, a plasma is created, and suddenly

the Cu+ ions become the dominant Cu species, but at

8�109 W/cm2, the Cu2+ ions reach already the highest

density of all Cu species. In other words, plasma formation

occurs only at a higher laser irradiance, but once a plasma is

formed, the temperature, ionization degree and electron

density increase rapidly to high values. The fact that a

higher laser irradiance was needed to produce a plasma at

1064 nm was also observed in Ref. [46].

3.3.3. Laser absorption in the plasma

Fig. 20 depicts the calculated percentage laser absorption

in the plasma, as a function of laser irradiance, for the three

laser wavelengths (Fig. 20a), as well as the relative

contributions of e–n IB, e–i IB and PI, computed for 266

and 532 nm (Fig. 20b). It is clear from Fig. 20a that the

plasma absorption is predicted to be lower at higher laser

wavelengths. This is in contradiction with the suggestions

made in the literature (e.g., [39,42]), that higher laser

wavelengths yield more plasma absorption, because of the

k3-dependence of the e–i IB coefficient (see Eq. (2) above).

However, as was indicated above, both e–n IB and e–i IB
coefficients also contain a common factor (1�exp(�hc /

kkT)), which accounts for stimulated emission [74], and this

factor drops with increasing wavelengths. At typical plume

temperatures of 20,000–50,000 K, as found in our

calculations, the above factor is more or less inversely

proportional with the wavelength, i.e., increasing the wave-

length by a factor of 4 (from 266 to 1064 nm) yields a drop

in this factor by a factor of 4. The k3-dependency is of

course stronger, but it only affects the e–i IB absorption

coefficient.

At 266 nm, e–n IB is found to be the dominant

absorption mechanism at all laser irradiance values inves-

tigated, although its relative contribution drops as a

function of laser irradiance, accompanied by a rise in e–i

IB (see grey lines in Fig. 20b). At 532 nm, the e–n IB

absorption coefficient drops by roughly a factor 2

compared with 266 nm (see discussion above), whereas

the e–i IB coefficient increases (due to the k3-dependency,

although this is partly compensated by the stimulated

emission factor; see above). However, the net effect is still

a somewhat lower amount of plasma absorption at 532 nm,

because of the big impact of e–n IB at 266 nm, and also

due to the slightly lower electron, ion and neutral densities

in the plasma at 532 nm. The effect is larger at the lower

laser irradiance values, where e–n IB is also the dominant

absorption mechanism at 532 nm, and it is less pronounced

at the higher laser irradiance values, where e–i IB is
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Fig. 20. Calculated relative amount of laser absorption in the plasma (a),

and calculated relative contributions of electron–neutral and electron– ion

inverse Bremstrahlung (e–n IB and e– i IB) and photo-ionization (PI) as

absorption mechanisms (b), as a function of laser irradiance, for three

different laser wavelengths and 5 ns pulse duration. The data in figure (b)

represent only the results at 266 nm (grey curves) and 532 nm (black

curves), because at 1064 nm, it is predicted that e– i IB accounts for 100%

of the plasma absorption (therefore not shown).
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dominant at 532 nm (see black lines in Fig. 20b). For

instance, at 109 W/cm2, where e–n IB is dominant at both

laser wavelengths, the % absorption is calculated to be

40% at 266 nm and 17.5% at 532 nm, whereas at 1010 W/

cm2, where e–i IB is more important at 532 nm, the %

absorption is calculated to be 82% and 75%, for 266 and

532 nm, respectively.

At 1064 nm, the amount of plasma absorption is much

lower than at 266 and 532 nm, in spite of the fact that the

e–i IB absorption coefficient is significantly higher. This is

due to the much lower densities of electrons, ions and

neutrals in the plasma (see above), because of the much

lower amount of evaporation. Because the e–i IB absorp-

tion coefficient increases with laser wavelength, and the e–

n IB and PI coefficients drop with wavelength, our model

predicts that at 1064 nm, the plasma absorption is entirely

due to e–i IB (therefore not shown explicitly in Fig. 20b).

Based on the lower amount of plasma absorption at 532

nm, as predicted by our model, it can now also be

understood why the surface temperature, melt depth,

evaporation rate and depth were calculated to be quite

similar at 532 and 266 nm (cf. Fig. 18 above). Indeed, the
laser energy effectively penetrating the sample can be

approximated as:

E¨I0 1� Rð Þ 1� Að Þ

where I0, R and A stand for the original laser irradiance, the

target reflectivity and the % absorption in the plasma,

respectively. Inserting the corresponding values for 266 and

532 nm at a laser irradiance of 109 W/cm2, yields:

& at 266 nm: E¨109 (1�0.34) (1�0.4)=3.96�108

& at 532 nm: E¨109 (1�0.61) (1�0.175)=3.22�108

This corresponds to a relative difference of only 20%. The

relative difference in surface temperature is still somewhat

lower, but this is because there is no linear relationship

between the laser energy penetrating into the sample, and

the maximum surface temperature. Indeed, the deposited

energy is divided in several parts, i.e., thermal convective

loss (heating), melting and vaporization enthalpy, and

kinetic energy of the evaporated material.

Finally, it should be realized that these results are a bit

unexpected, in view of the suggestions made in literature,

about increasing plasma absorption at higher wavelengths.

However, by carefully analyzing and checking quantita-

tively our calculation results, the obtained outcome seems

logical to us. Of course, everything depends on the accuracy

of the assumed target surface reflectivities, and e–n IB and

e–i IB absorption coefficients, which were adopted from

literature, and which are probably subject to uncertainties.

Nevertheless, the overall results of our model, such as melt

and evaporation depths, vapor velocity, plume length and

temperature, etc. appear to be quite realistic, based on

comparison with experiments. Therefore, the present quan-

titative analysis might shed a new light on the effect of laser

wavelength, if the plasma absorption and target reflectivity

coefficients are reliable.
4. Conclusion

A comprehensive numerical model for ns-LA of metallic

targets, based on target heating, melting and vaporization,

plume expansion in 1 atm background gas, plasma

formation and laser absorption in the plasma, was recently

developed [12], and is applied here to investigate the effect

of laser parameters, such as laser irradiance, pulse duration

and wavelength, on the target and plume characteristics, for

a wide range of conditions, typical for LA and LIBS. Table

2 gives an overview of the calculation results obtained with

the model.

It is found that target heating, melting and vaporization,

as well as the vapor and background gas density, plume

expansion velocity and temperature, ionization degree and

densities of ions and electrons in the plume, and hence also

the plasma shielding all increase with laser irradiance. The

model predicts that the threshold for target melting is around



Table 2

Overview of the typical calculation results that have been obtained with the

model

Target:

& Temperature distribution inside the target

& Melt depth

& Evaporation depth

& Evaporation rate

Plume/plasma:

& Vapor density as a function of position in the plume

& Background gas density as a function of position in the plume

& Plume velocity as a function of position in the plume

& Plume temperature as a function of position in the plume

& Ionization degree; fraction of Cu0, Cu+, Cu2+, He0, He+ as a function

of position in the plume

& Densities of Cu0, Cu+, Cu2+, He0, He+ and electrons as a function of

position in the plume

& Position of plume shock front

Laser absorption in the plasma:

& % absorption of the laser

& % contribution of electron–neutral inverse Bremsstrahlung (e–n IB),

electron– ion inverse Bremsstrahlung (e– i IB), and photo-ionization

(PI) to the total absorption

& Absorption coefficients of these processes, as a function of position

in the plume
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108 W/cm2, at a laser wavelength of 266 nm and a pulse

duration of 5 ns. The threshold for target vaporization is

found to be about 2–3�108 W/cm2, and the laser irradiance

threshold for plasma formation is predicted to be between 3

and 5�108 W/cm2.

The effect of laser pulse duration shows two different

trends, depending on whether the laser irradiance or laser

fluence is kept constant. At constant laser irradiance, the

target heating, melting and vaporization increase with laser

pulse duration, and this applies also to the densities of vapor

and background gas atoms and ions, and electrons in the

plume, as well as to the plume expansion velocity and

temperature, because the laser fluence rises with pulse

duration. At fixed laser fluence, on the other hand, the target

heating and evaporation rate increase for shorter laser pulses,

because of the rise in laser irradiance. The total melt and

evaporation depth increase slightly for longer laser pulses,

because the target is exposed to the laser for a longer time, and

it is found that the plasma shielding is a bit less pronounced

for longer pulses, because of the lower irradiance, so that the

net laser fluence reaching the target increases slightly with

pulse duration. The plume temperature and electron density,

during or shortly after the laser pulse, become higher for

shorter pulses, because of higher laser irradiance at fixed laser

fluence. However, at a certain moment in time, sufficiently

long after the laser pulse is finished (e.g., 100 ns), it is

observed that the total laser fluence, and not the pulse

duration, determines the plume behavior, because the plume

and plasma characteristics look very similar for different

pulse durations, at constant laser fluence.

Finally, the effect of laser wavelength was investigated.

The calculated target and plume characteristics (e.g., surface

temperature, melt and evaporation depth, plume density,
velocity, temperature, ionization degree in the plasma,. . .) at
532 nm were only slightly lower than at 266 nm, because of

the competing effects of target surface reflectivity and laser

plasma absorption. At 1064 nm, the target and plume

characteristics were calculated to be significantly lower than

at 266 and 532 nm, mainly attributed to the high surface

reflectivity of 0.97, leaving only 3% of the laser energy

available for target heating, melting and vaporization. It was

found that the laser irradiance threshold for target melting

and vaporization and for plasma formation at 1064 nm was

considerably higher than at 266 and 532 nm, or in other

words, that the shorter wavelengths yielded more efficient

laser ablation than the 1064 nm wavelength, in correspond-

ence with literature findings.

Our calculation results have been compared with exper-

imental data as much as possible, and in general reasonable

agreement is obtained, so that it can be concluded that our

model presents a more or less realistic picture of laser ablation

of metals, plume expansion in 1 atm He and plasma

formation, for a wide range of conditions of laser irradiance,

pulse duration (in the ns-range) and laser wavelength.

In the near future, we wish to apply the model to a

variety of target materials, in order to compare their

behavior, and we also plan to investigate the effect of

different background gases on the laser ablation and plume

behavior [72]. Future plans also include the extension of the

model to two dimensions, to include expansion in the radial

direction, and the incorporation of nano-particle formation

by condensation and the formation of larger particulates by

liquid splashing, in order to obtain a better understanding of

the particle formation mechanisms in LA.
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