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Abstract

We have calculated the gas temperature, electron density, electron energy distribution function, and average electron energy, as
a function of distance from the cathode, with a two-dimensional model for an argon direct-current glow discharge. The calculated
results are compared with measured values from Rayleigh- and Thomson-scattering experiments, for different values of voltage,
pressure and electrical current. The gas-temperature distribution and electron-density profile were found to be in reasonable
agreement with experiment. For the electron energy, model and experiment give complementary information, since the experiment
is able to detect only the thermal and low-energy electrons, whereas the model focuses mainly on the high-energy electrons.
� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Glow discharges have been used for decades in
analytical spectrometry, mainly for solid-sample analysis
w1–3x. For good analytical practice, a better insight into
the plasma behavior is desirable. This can be obtained
by experiments(see e.g. in Ref.w4x), and also by
numerical modeling. In previous years, we have devel-
oped a comprehensive modeling network for analytical
glow discharges in argon with a copper cathode, in d.c.,
r.f. and (millisecond and microsecond) pulsed modes
(see, e.g. in Refs.w5,6x and references therein). Typical
results of the calculations include the electrical charac-
teristics (voltage–current–pressure relations, also as a
function of time, in the case of r.f. or pulsed mode), the
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gas temperature, the electric field and potential distri-
bution in the plasma, the densities, fluxes and energies
of the various plasma species, information about the
collision processes in the plasma, and about the produc-
tion and loss mechanisms of the various species, erosion
rates and crater profiles due to sputtering at the cathode,
optical emission intensities, etc. These calculated results
have been compared as much as possible with experi-
mental data, to check the validity of the models. More
specifically, comparisons have been made for sputtered
atom and ion densitiesw7,8x, argon metastable atom
densitiesw9x, electron densitiesw10x, crater profilesw11x
and erosion ratesw11,12x, optical emission intensities
w12,13x, and current–voltage–pressure relations(e.g. in
Ref. w14x); in general, reasonable agreement has been
reached between calculated and measured results.

However, there are still uncertainties in the model.
For example, the secondary-electron emission coefficient
at the cathode is used as an input parameter in the
model, but its value is not known very well. Indeed, it
can depend greatly on the cathode surface condition
(i.e. kind of material, surface roughness, surface contam-
inants), as well as on the bombarding particle energy
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Table 1
Overview of the different plasma species taken into account in the modeling network, and the models used to describe their behavior

Plasma species Models

Ar gas atoms Heat conduction equation for gas temperature
Fast(energetic) electrons Monte Carlo model
Thermal electrons Fluid model
Ar ionsq Fluid model
Fast Ar ions in CDSq Monte Carlo model
Fast Ar atoms in CDS Monte Carlo model
Ar atoms in 64 excited levels Collisional-radiative model
Sputtering at cathode Empirical formulaqenergy distributions
Thermalization of sputtered Cu atoms Monte Carlo model
Cu atoms in ground state and 7 excited levels Collisional-radiative model
Cu ions in ground state and 6 excited levelsq Collisional-radiative model
Fast Cu ions in CDSq Monte Carlo model

w15x. However, this parameter can have a large effect
on the calculated results. Indeed, a higher secondary-
electron emission coefficient yields more electrons cre-
ated at the cathode as a result of ion(or atom)
bombardment. These electrons give rise to more ioni-
zation collisions, creating more electron–ion pairs, and
the ions result again in more secondary-electron emis-
sion upon bombardment at the cathode. Hence, a higher
secondary-electron emission coefficient will result in
higher densities and fluxes of electrons and ions, and
other plasma species, and also in higher electrical
currents for the same voltage and pressurew16x. In many
glow discharge models(e.g. in Refs.w17–20x), a con-
stant secondary electron emission coefficient is assumed,
and sometimes this value is used as a ‘tuning parameter’
to obtain calculated current–voltage–pressure relations
in agreement with experimental data.

Another uncertainty in the model is the gas tempera-
ture. This value cannot easily be measured in the plasma,
but it can also have a strong effect on the calculations.
Indeed, a lower gas temperature yields a higher argon
gas densityn (from the ideal gas law:nspykT). This
higher density can give rise to more collisions, including
more ionization collisions, and hence more creation of
electron–ion pairs. These extra electrons give rise to
more electron-impact ionization, and the extra ions result
in greater secondary electron emission. Hence, a lower
gas temperature yields higher densities and fluxes of
electrons, ions and other plasma species, and also a
higher electrical current, for the same voltage and
pressure. The gas temperature can be calculated from
the heat conduction equationw21x, but in order to do
so, the temperature at the cathode surface should be
known, and the latter is also subject to uncertainties.
Therefore, this shifts the problem of unknown gas
temperature to unknown cathode temperature.

These uncertainties in the model illustrate the need to
have more and better experimental data, more specifi-
cally for the gas temperature, and for the electrical
characteristics(current–voltage–pressure relations) at a

given gas temperature. Indeed, when the current–volt-
age–pressure relations are correctly predicted, the other
calculated results, such as the densities of plasma spe-
cies, which are more difficult to measure, will probably
also be in the correct order of magnitude.

In Ref. w4x—heretofore referred to as Paper I—the
gas temperature was measured as a function of position
from the cathode, for different values of voltage, pres-
sure and current. By comparing these experimental
results with our calculations, we can check whether the
correct processes and input data(collision cross-sec-
tions, secondary electron emission coefficient) are util-
ized in our model. Moreover, from the comparison of
measured and calculated gas temperature, we hope to
obtain some information about the cathode temperature.
The latter can then also be compared with estimated
values from the experiments. Besides the gas tempera-
ture, we will also focus in the present paper on the
calculated electron density, electron energy distribution
function (EEDF) and mean electron energy, because
these calculated results can also be compared with the
measurements from Paper I.

2. Description of the model

The comprehensive modeling network that we have
developed in previous years for an Ar glow discharge
with Cu cathode, consists of a number of ‘sub-models’
for the various plasma species, as shown in Table 1.
More information about these models can be found e.g.
in Refs. w5,6x and the references therein. In the present
paper, we will focus on only those models that are
directly relevant for the plasma quantities that we want
to compare with experimental data, i.e. the electrical
characteristics, the electron behavior, and the gas
temperature.

2.1. Monte Carlo model for the fast (i.e. non-thermal)
electrons

The electrons are emitted from the cathode by sec-
ondary electron emission, and they are accelerated away
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from the cathode by the strong electric field in the
cathode dark space(CDS). During successive time-
steps, the trajectory of the individual electrons is fol-
lowed with Newton’s laws, and the collisions during
that time-step(i.e. occurrence of a collision, kind of
collision, and new energy and direction after collision)
are treated with random numbers. In order to achieve
statistically valid results, a large number of electrons
have to be followed. The electrons to be followed are
called ‘super-electrons’, and they represent a certain
number of real electrons. The collisions taken into
account are elastic collisions with Ar gas atoms, elec-
tron-impact ionization and excitation of Ar atoms in the
ground state and in various excited levels, and of
sputtered (Cu) atoms, as well as electron–electron
Coulomb scattering. The electrons are followed in this
Monte Carlo model until they reach the walls(where
they can be absorbed, reflected, or cause secondary
electron emission), or until their total energy(i.e. sum
of potential and kinetic energy) drops below the thresh-
old for inelastic collisions. In the latter case, the elec-
trons are transferred to the thermal electron group,
treated in the fluid model(see below). More information
about this Monte Carlo model can be found e.g. in Refs.
w20,22x.

2.2. Fluid model for the thermal electrons and Ar ionsq

The behavior of the thermal electrons is described
with a fluid model, which also treats the Ar ions. Theq

model consists of the continuity equations for electrons
and Ar ions, and their flux equations, based onq

diffusion and on migration in the electric field. These
four equations are coupled to Poisson’s equation for a
self-consistent calculation of the electric-field distribu-
tion. More details about this model are given e.g. in
Ref. w20x.

2.3. Monte Carlo model for the fast (energetic) Arq

ions and Ar atoms in the CDS

The Ar ions are treated not only with a fluid model,q

but they are also followed with a Monte Carlo model in
the CDS. Moreover, the behavior of the energetic Ar
atoms, created from elastic collisions(including charge
transfer collisions) of the Ar ions with Ar gas atoms,q

is also described with a Monte Carlo model. The benefit
of these Monte Carlo models is that they can provide
information on the energy distributions of the Ar ionsq

and fast Ar atoms bombarding the cathode, which are
necessary to calculate the sputtering rate. Moreover, the
Ar ions and fast Ar atoms can also give rise toq

ionization in the CDS, and hence to the formation of
new electron–ion pairs. It was demonstrated that the
latter ionization mechanisms have a significant effect on

the calculated current–voltage–pressure relationsw23x.
This model is explained in more detail in Refs.w22,23x.

2.4. Monte Carlo model for thermalization of the sput-
tered Cu atoms

As mentioned above, the sputtering rate, or the flux
of Cu atoms sputtered from the cathode, is calculated
from the energy distributions of the Ar ions, fast Arq

atoms, as well as Cu ions bombarding the cathode,q

multiplied by the sputter yield as a function of bom-
barding energy, calculated with an empirical formula
w24x. When the Cu atoms are sputtered, they have typical
energies of 5–10 eV, which they lose rapidly by colli-
sions with the Ar gas atoms, until they are thermalized.
This thermalization process is described again with a
Monte Carlo model (see Ref. w25x for more
information).

2.5. Heat conduction equation for the Ar gas heating

The fast Ar ions, Ar atoms and Cu atoms transferq

energy to the Ar background gas as a result of elastic
collisions (see above; Sections 2.3 and 2.4). This leads
to heating of the Ar gas. The Ar gas temperature
distribution in the plasma is calculated from a heat-
conduction equation, in which the source terms are
given by the power input, calculated in the above Monte
Carlo models, i.e. from the elastic collisions of the
energetic plasma species with the Ar gas atoms, and
from thermalization of the energetic Ar atoms, as a
result of elastic collisions with the Ar gas atoms. More
details about this model, as well as about the coupling
with the other models described above, can be found in
Ref. w21x.

3. Results and discussion

The calculations are performed for a glow-discharge
geometry similar to that described in Paper I and in
Ref. w26x, but a few simplifications are made, which
probably do not affect the presented results. Indeed, in
the model we assume the same cathode and anode
diameter(i.e. 1.2 cm and 5 cm, respectively), and the
same distance between anode and cathode(i.e. 5 cm)
as in the experiment, but instead of a large cell housing
at floating potential, we assume a simple cylindrical cell
at anode potential, and with diameter equal to the anode
diameter.

The calculations are performed for exactly the same
conditions as used in the experiment(see Paper I). In
the model, the gas pressure and the discharge voltage
are used as inputs, whereas the gas temperature and
electrical current are calculated. The latter is computed
as the sum of the charged particle fluxes. In our
calculations, we assume a constant secondary electron
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Fig. 1. Calculated(solid lines) and experimental(from Rayleigh scattering; dashed linesqsymbols) gas temperature distributions, at six different
glow discharge conditions. The assumed values for the cathode temperature(T ) are also indicated in each case.0

emission coefficient of 0.07, which is typical for Arq

ion bombardment on clean(i.e. sputter-cleaned) cathode
surfacesw15x. Both the calculated gas temperature, and
the resulting current as a function of voltage and pressure
will be compared with experiment, to check the results
of the numerical simulation.

3.1. Gas temperature

Fig. 1 shows the calculated gas temperature distribu-
tions (solid lines) for the six different experimental
operating conditions, in comparison with the data
obtained from the Rayleigh scattering experiments of

Paper I(dashed linesqsymbols). In general, the agree-
ment is reasonable. It appears that at 3 Torr, the
calculated results are somewhat higher than the experi-
mental data, whereas at 1 Torr, the opposite is found.
Both experimental and calculated values are close to
300 K far away from the cathode, but they reach high
values near the cathode. At low current and voltage
(e.g. 515 V and 2.5 mA at 1 Torr), the calculated and
experimental temperatures are in the order of 400–500
K, a value that increases to approximately 1000 K at
high voltage and current(e.g. 1000 V and 65 mA at 3
Torr). These values are somewhat lower but still in
reasonable correspondence with gas temperature data
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Fig. 2. Calculated gas temperature distributions, at 3 Torr, 760 V and
50 mA, for different input values of the cathode temperature(T ).0

The thick solid line(with T s600 K) was presented in Fig. 1b.0

Fig. 3. Calculated two-dimensional gas temperature distribution, at 3
Torr, 760 V and 50 mA. The cathode is symbolized with the black
rectangle atzs0 cm and approximatelyrs0 cm, whereas the other
borders of the figure represent the anode walls.

reported in the literature for Grimm-type glow discharg-
es, measured from the Doppler width of optical emission
intensitiesw27,28x.

It is important to mention that the calculated gas
temperature depends strongly on the assumed cathode
temperature(see also Ref.w21x). Therefore, the cathode
temperature values(T ) assumed for our gas temperature0

calculations are also indicated in Fig. 1.
The effect of the cathode temperature on the calcu-

lated gas temperature is also illustrated for 3 Torr, 760
V and 50 mA in Fig. 2. A higher cathode temperature
(T ) results in a higher gas temperature, and the effect0

is almost linear. Indeed, whenT increases by 100 K,0

the maximum gas temperature rises by approximately
90 K. Hence, atT s300 K, the maximum gas temper-0

ature is approximately 610 K, and atT s800 K, the0

maximum gas temperature is 1060 K. This shows that
the calculated gas temperature is very sensitive to the
input value of the cathode temperature, which illustrates
the weakness of the model, since the cathode tempera-
ture is generally not known(although in Paper I, an
experiment was performed to measure the cathode tem-
perature under one set of conditionsw4x). Therefore, we
have used the cathode temperature as a kind of adjust-
able parameter to obtain a gas temperature distribution,
which yields satisfactory agreement between calculated
and measured electrical currents. For the conditions of
Fig. 2, this is the case for the gas temperature represented
by the thick solid line(with T s600 K). Since this gas0

temperature is in satisfactory agreement with the exper-
imental data(see Fig. 1b), this suggests that the model
can give reasonable predictions for the electrical current
as a function of voltage, pressure and gas temperature,

and hence that other calculated results, such as plasma
species densities and fluxes, will also be rather well
predicted(see Section 1).

Furthermore, allT values indicated in Fig. 1 are0

realistic (although at 3 Torr and 65 mA, a somewhat
lower cathode temperature(between 545 and 600 K)
was obtained from the experiment – see Paper Iw4x).
Moreover, in general theT values increase with rising0

electrical current, as is expected. Hence, this shows that
the cathode temperature assumed in our model is in fact
more than simply an adjustable parameter, but that it
also has a realistic physical meaning.

Finally, the reasonable agreement between the calcu-
lated and measured gas temperature for the assumed
values of the cathode temperature indicated in Fig. 1
suggests that the cathode surface temperature can be
quite high, even when water cooling is applied. This
would suggest that the cooling in the experiment of
Paper I is perhaps not very efficient. Indeed, in this
experiment, the cooling is applied only from the back-
side of the sample, and possibly the contact between
the sample and cooling block is not perfect.

Since our modeling network is in fact two-dimension-
al (for a cylindrically symmetrical symmetry) it provides
information not only on the axial dependence of the
plasma quantities, but also on the radial variation. In
Fig. 3, the two-dimensional temperature distribution is
plotted, for 3 Torr, 760 V and 50 mA. The black
rectangle atzs0 cm and approximatelyrs0 cm sym-
bolizes the cathode, whereas the other borders of the
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Fig. 4. Calculated power deposited in the Ar gas, used for gas heating,
as a function of position from the cathode, at 3 Torr, 760 V and 50
mA. Also shown are the contributions by thermalization of energetic
Ar atoms(solid line), and by direct energy input into the Ar gas, due
to elastic collisions of sputtered Cu atoms with Ar gas atoms(dashed
line).

Fig. 5. Calculated gas temperature distributions, at 3 Torr, 760 V and
50 mA, for different values of the threshold energy assumed for either
direct power deposition into the Ar gas, or formation of energetic Ar
atoms(e.g. facs2 means that when the energy of an Ar atom after
an elastic collision is higher than two times the thermal energy, a fast
Ar atom is created, and when the energy of the Ar atoms is lower
than two times the thermal energy, the energy is deposited into the
Ar gas, used for gas heating). The thick solid line(with facs3) was
presented in Fig. 1b.

figure represent the anode walls. It is clear that the gas
temperature varies not only in the axial direction, but
also drops significantly in the radial direction, to a value
of 300 K near the anode walls. Indeed, 300 K was
assumed as the anode wall temperature in our model.
Hence, the highest gas temperature is observed on the
cell axis, and especially in the region defined by the
cathode diameter.

As mentioned in Section 2, the gas heating is the
consequence of elastic collisions of energetic Ar ions,q

Ar atoms and Cu atoms with Ar gas atoms. Fig. 4
illustrates the total power deposited in the Ar gas as a
function of position from the cathode. It is clear that
most energy input into the Ar gas takes place near the
cathode, where the energetic plasma species have their
highest energy. This explains the peak in the calculated
gas-temperature profile near the cathode(see Figs. 1–
3). The energy input into the Ar gas becomes negligible
beyond approximately 1 cm from the cathode. From
Fig. 4, it follows also that most of the power deposition
comes from energetic Ar atoms(thin solid line), more
specifically from their thermalization as a result of
elastic collisions with the Ar gas atoms. Indeed, in the
Monte Carlo models for fast Ar ions, fast Ar atomsq

and Cu atoms, elastic collisions with Ar gas atoms can
give rise either to the creation of fast Ar atoms, or
directly to gas heating, defined by a certain threshold
(see Ref.w21x for more explanation). For the threshold
value assumed in our model(i.e. three times the thermal
energy), it was found that direct energy input into the

Ar gas due to elastic collisions is of minor importance,
but that mainly fast Ar atoms are created in these
collisions, which subsequently will thermalize as a result
of further elastic collisions. The latter thermalization
was found to be the most important for determining the
gas heating. It is clear that when this threshold value is
increased, the relative contribution of direct energy input
by elastic collisions will rise as well, compared to the
energy input due to thermalization. However, the result-
ing gas-temperature profile was found to be very similar,
for different assumptions of this threshold value, as is
seen in Fig. 5(for the same operating conditions as
under study here). It should be mentioned, however,
that the only direct energy transfer into the Ar gas that
plays a role for the gas heating, beside the thermalization
of the fast Ar atoms, is given by elastic collisions of
the sputtered Cu atoms with the Ar gas atoms, which
occurs very close to the cathode, as is illustrated in Fig.
4 (dashed line). Finally, it is interesting to note that
energy transfer from elastic collisions of energetic elec-
trons with the Ar gas is found to contribute negligibly
to gas heating, due to the large difference in mass
between electrons and Ar gas atomsw21x.

For the conditions under study(i.e. 3 Torr, 760 V
and 50 mA), the total power deposited into the Ar gas,
and used for gas heating, is approximately 1.5 W, when
integrated over the entire discharge cell, whereas the
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Fig. 6. Calculated total power deposited into the Ar gas, used for gas
heating, as a function of the electrical power in the glow discharge,
for the six different glow discharge conditions.

electrical power is 38 W. Hence, it appears that approx-
imately 4% of the electrical power is used for heating
of the Ar gas. This fraction seems to be typical for all
conditions investigated. Indeed, in Fig. 6, the power
used for heating is plotted against the electrical power,
and a more or less linear relationship is found, with the
power used for heating typically approximately 2.5–4%
of the electrical power. Similar results were obtained
also in Ref.w21x, for glow discharge conditions charac-
teristic for the VG9000 glow discharge mass spectrom-
eter, and for a Grimm-type glow discharge cell.

3.2. Electron density and energy

Fig. 7 shows the calculated electron density profiles
for the six different conditions under study. The electron
density was also measured in the Thomson-scattering
experiment(see Paper I), at 3 Torr, 1000 V and 55 mA,
at 3 Torr, 520 V and 35 mA, and at 1 Torr, 600 V and
5 mA, and these results are also presented in Fig. 7a, c
and f, respectively.

In the Rayleigh-scattering experiment(i.e. for the gas
temperature measurements), a voltage of 1000 V at 3
Torr yielded a somewhat higher current of 65 mA(see
above; Fig. 1a). The reason for the lower current in the
Thomson-scattering experiment is that the latter took a
much longer time, and a small drift in the current
towards lower values was observed as a function of
time. Moreover, to obtain the whole Thomson-scattering
profile, the cathode had to be replaced a couple of times
and, as discussed in the Section 1, the secondary electron
emission coefficient, which determines the electrical
current as a function of voltage and pressure, depends

on the surface conditions of the cathode material. Final-
ly, the Rayleigh- and Thomson-scattering experiments
had to be carried out on different days, because of the
long time required to record the Thomson-scattering
spectrum, and there is a certain day-to-day variability in
the electrical conditions. Since we have performed our
calculations for the conditions of the Rayleigh-scattering
experiments, the calculated and experimental electron
densities pertain to somewhat different conditions(as
indicated in Fig. 7a, c and f), but a comparison can still
be made.

The calculated electron density is very low near the
cathode, in the CDS, because the electrons are acceler-
ated here by the strong electric field. The density reaches
a pronounced maximum at the beginning of the negative
glow (NG), i.e. at approximately 1 mm from the
cathode, and then drops significantly as a function of
distance from the cathode, to very low values approxi-
mately 2 cm from the cathode. The experimental result
at 3 Torr, 35 mA and 520 V is also characterized by a
similar profile (see Fig. 7c), but the results at 3 Torr,
55 mA and 1000 V, do not show this pronounced peak.
This might illustrate that the Thomson-scattering exper-
iments are subject to some uncertainties, because the
electron densities in glow discharges are rather low, and
the measurements are not at all straightforward(e.g. a
number of precautions have to be made to have a strong-
enough Thomson-scattering signal, as discussed in Paper
I and in Ref.w26x).

The calculated electron density at 3 Torr, 1000 V and
65 mA (Fig. 7a) is higher than the experimental result,
but the current is also slightly higher, so the disparity
should be corrected for this difference. The correlation
between calculations and experiment at 1 Torr(Fig. 7f)
is reasonable, and at 3 Torr, 570y520 V and 30y35 mA
(Fig. 7c) a very good agreement is found.

As Fig. 7 shows, the calculated electron density
increases with rising voltage and current, as well as
with rising pressure, as expected. The calculated values
range from 4=10 cm at the lowest voltage, pressure11 y3

and current investigated(i.e. 1 Torr, 515 V, 2.5 mA), to
approximately 10 cm at the highest voltage, pressure13 y3

and current under study(i.e. 3 torr, 1000 V, 65 mA).
In the literature, measurements of electron densities

in glow discharges have also been reported by Stark
spectroscopyw27–29x and by Langmuir-probe experi-
ments w30–32x. The Stark-spectroscopy experiments
yielded electron densities on the order of 10 cm ,14 y3

i.e. higher than our present calculated and measured
values, but the pressure was also somewhat higher.
However, Marcus et al. reported electron densities var-
ying from 6=10 to 2=10 cm , obtained from10 11 y3

Langmuir-probe measurements, for conditions of 2–3
Torr, 500–700 V, and 5–15 mAw30,31x. These values
are somewhat lower than ours. However, the electron
density depends not only on pressure, voltage and
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Fig. 7. Calculated electron density profiles(solid lines), at six different glow discharge conditions. In figure(a), (c) and(f), comparison is made
with the measured values from Thomson scattering experiments(dashed linesqsymbols).

current, but also strongly on the cathode size(which
determines the current density), and it varies also with
distance from the cathode(see Fig. 7). Hence, compar-
ison with literature data makes sense only when all
parameters(including the position of measurement in
the plasma) are the same. With our modeling network,
we have calculated electron densities varying from
10 to 10 cm , for glow-discharge conditions in the11 14 y3

range of 500–1400 V, 0.4–5 Torr, and 1–100 mA(see
e.g. in Refs.w33,34x). For typical Grimm-type glow-
discharge conditions(i.e. 500–1200 V, 2–5 Torr and
10–100 mA), our calculated electron densities were
found to be in good agreement with data obtained from
Langmuir-probe measurementsw32,33x. The latter obser-
vation, in combination with the present reasonable agree-

ment with the Thomson scattering measurements,
illustrates that the electron densities obtained with our
model can be considered as realistic.

The Thomson-scattering experiment provides infor-
mation not only on the electron density, but also on the
electron energy distribution function(EEDF). Two elec-
tron groups could be distinguished, i.e. a thermal energy
group(approx. 0.3 eV) and an energetic electron group
(with energy approx. 1 eV) w4x. In our model, we also
calculate the EEDF, but the latter ranges from thermal
energy to the maximum energy, corresponding to the
discharge voltage. In fact, the calculated EEDF in our
model is more reliable at higher energies than at thermal
energy, because it is obtained with the Monte Carlo
model, which is most suitable for non-thermal electrons.
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Fig. 8. Calculated electron energy distribution functions, at three dif-
ferent distances from the cathode, at 3 Torr, 1000 V and 65 mA(zs
0.073 cm indicates the CDSyNG interface).

Of course, the electrons with energy above the threshold
for inelastic collisions(e.g. 15.76 eV for ionization of
ground-state Ar atoms, 11.55 eV for excitation of
ground-state Ar atoms to the lowest excited levels, 4.21
eV for ionization of the Ar metastable levels,«) are
particularly important for the glow discharge. Indeed,
they give rise to excitation(i.e. creation of excited
levels, which is relevant for optical emission spectrom-
etry) and to ionization(i.e. creation of electron–ion
pairs), and are therefore important for sustaining the
discharge. These energetic electrons were, however, not
observed in the experiments, because their fraction is
quite low compared to the thermal electrons(see below),
and the sensitivity of the experiments is not sufficient
to observe them.

The calculated EEDF, at three different distances from
the cathode, is plotted in Fig. 8 for the conditions of
Fig. 7a(i.e. 3 Torr, 1000 V and 65 mA). Note that the

Y-axis is slightly shifted to the left, so that the behavior
at thermal energy can be clearly distinguished. It follows
from this figure that the EEDF is at maximum at thermal
energy; it drops quickly at rising energy up to approxi-
mately 20 eV, and then more slowly for higher energies.
At zs0.007 cm, i.e. close to the cathode, the absolute
value of the EEDF and the statistics are not so good,
because there are not many electrons present here, as
they are rapidly accelerated away from the cathode by
the strong electric field. Also, the maximum energy is
limited, because the electrons have not yet traversed the
entire CDS, and could not yet have gained the maximum
possible energy from the potential drop. At the end of
the CDS, i.e. atzs0.073 cm, the EEDF ranges from
thermal energy to 1000 eV, i.e. corresponding to the
discharge voltage. Indeed, the electrons can have gained
the total energy from the potential drop, at least if they
have traversed the entire CDS without any collisions.
However, most of the electrons have lower energy,
because they have lost energy in several collisions.
Statistics are now much better, and the absolute value
of the EEDF is higher, because the electron density is
quite high at the end of the CDS – beginning of NG.
At zs1 cm, i.e. somewhere in the NG, the EEDF looks
very similar to the profile at the end of the CDS, but
the absolute value is slightly lower, because the density
is lower (see Fig. 7a and below). Moreover, the EEDF
drops more rapidly towards higher energy, because the
electrons have already lost additional energy by colli-
sions in the NG. Although, neither the Thomson-scat-
tering experiments nor the Langmuir-probe measure-
ments are able to record the entire EEDF up to the
maximum energy corresponding to the discharge volt-
age, due to limited sensitivity, such measurements have
been reported with a differentially pumped retarding-
field analyzer, in a He glow dischargew35x. The EEDF
measured in this experiment was also found to range
from thermal to the maximum energy corresponding to
the discharge voltage, and a small peak at maximum
energy was even observed at the CDSyNG boundary
w35x. Hence, although for a different gas and somewhat
different conditions, this experimental result can be seen
as a qualitative validation for our calculated EEDFs.

The electron density profiles shown in Fig. 7 were
obtained from the fluid model, which deals with the
thermal electrons. The Monte Carlo model can, however,
also provide information on the electron density. In
principle, the density obtained with the Monte Carlo
model should reflect the total electron density, but
because the latter model is not ideal for thermal electrons
(because it would require too long a computation time),
it yields only the non-thermal electron density. This is
illustrated in Fig. 9 for the same conditions as in Fig. 8
(i.e. 3 Torr, 1000 V, 65 mA). The non-thermal electron
density is characterized by a similar profile as the
thermal electron density, i.e. with low values in the
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Fig. 9. Calculated electron density profile, obtained from the Monte
Carlo model, and representing the non-thermal electrons, at 3 Torr,
1000 V and 65 mA(solid line), and comparison with the measured
non-thermal electron density from Thomson scattering experiments
(dashed linesqsymbols), at 3 Torr, 1000 V and 55 mA.

CDS, and a maximum in the beginning of the NG.
Furthermore, the non-thermal electron density is clearly
lower than the thermal electron density presented in Fig.
7a, which is as expected, and which is in correlation
with the experimental observations. Indeed, Fig. 9 also
shows the measured non-thermal electron density. From
the three experimental points, it is not straightforward
to deduce a density profile. The latter seems to be
different from the calculated electron density profile,
but the absolute values of calculated and measured
results are in reasonable agreement. In fact, this corre-
lation might also simply be a nice coincidence, because
the subdivision into thermal and non-thermal electrons
is a bit artificial, at least in the modeling network(cf.
Fig. 8, where the EEDF ranges from thermal to maxi-
mum energy). Indeed, from the modeling point of view,
the fluid model is most suitable for calculating the
electron density, whereas the Monte Carlo model is most
reliable for providing information on the non-thermal
electrons, and in particular on their energy, and their
role in inelastic collision processes in the discharge.

The average electron energy, as calculated in the
Monte Carlo model, is plotted as a function of distance
from the cathode in Fig. 10, for the six different
conditions under study. Every figure also contains an
inset, which shows in detail the behavior of the average
energy in the CDS(note the differentx-scale, in mm).
At all conditions, the average electron energy increases
rapidly in the CDS, and reaches a maximum at the end
of the CDS, where the electrons have gained most

energy from the potential drop. Then, the energy drops
again quickly to values on the order of 10–30 eV in the
entire NG, as the electrons lose their energy by colli-
sions. The maximum value of the average electron
energy, at the end of the CDS, increases with the
discharge voltage, and is typically on the order of 60–
80% of the discharge voltage. This fraction increases
slightly for lower pressures(since less energy is lost by
collisions) and for higher voltages(because the average
energy is then above the value corresponding to the
maximum cross-section, so that collisions also become
less frequent). Note that the calculated average electron
energy, even in the NG, is much higher than the
measured valuesw4x. However, it is calculated from the
entire electron population, including electrons with ener-
gy corresponding to the total discharge voltage, and
these high-energy electrons could not be observed in the
experiment. Hence, it appears that the information about
the electron energy and the EEDF, as obtained from
model and experiment, is rather complementary. The
experiment provides information about the thermal and
low-energy electrons, whereas the model is more suitable
for higher-energy electrons, which are present at lower
density in the discharge(and can therefore not be
observed in the experiment), but which play the most
important role in the discharge for excitation, ionization,
and sustaining the discharge.

4. Conclusion

We have applied our modeling network to the exper-
imental operating conditions of Paper Iw4x, and we have
focused on the gas temperature and resulting current–
voltage–pressure relations, as well as on the electron
characteristics(density, EEDF and average energy).

The gas-temperature distribution is calculated in the
model using the power input from the Monte Carlo
models. It was shown that the gas temperature depends
almost linearly on the assumed cathode temperature.
This illustrates one of the weaknesses of the model,
since the cathode temperature is generally not known.
Therefore, we have adjusted the cathode temperature to
obtain a gas-temperature distribution that yields current–
voltage–pressure relations in satisfactory correspon-
dence with experiment. The cathode temperature values
obtained in this way are in reasonable agreement with
an estimate obtained from the experiments. Moreover,
the calculated gas temperature distribution is compared
with the values obtained from Rayleigh scattering, and
from the reasonable agreement between calculated and
experimental data, it can be concluded that the model
gives realistic predictions for the electrical current, as a
function of voltage, pressure and gas temperature, and
hence, that the plasma processes are correctly described
in the model.
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Fig. 10. Calculated average electron energy as a function of distance from the cathode, at six different glow discharge conditions. The insets in
the figures show details of the average electron energy in the CDS.

For the electron characteristics, the calculated electron
density was found to be in reasonable correlation with
the values obtained from the Thomson-scattering exper-
iment. As far as the EEDF and the average electron
energy are concerned, comparison between model and
experiment cannot be carried out in a simple way.
Indeed, the experiment can detect only low-energy
electrons, because the high-energy electrons result in
signals that are too low. The model, however focuses
more on the high-energy electrons, which are most
important in the glow discharge plasma, i.e. for excita-
tion, ionization, and sustaining the discharge. Hence,
model and experiment can be considered as being

complementary to each other in providing information
on the electron energy and EEDF.

In general, the present comparison with experiment
has proven to be particularly useful for the model, to
verify the calculated results, to give a better idea on the
values for input data, as well as to provide complemen-
tary information on certain plasma quantities.
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