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Fluid Modeling of the Conversion of Methane
into Higher Hydrocarbons in an Atmospheric
Pressure Dielectric Barrier Discharge
Christophe De Bie, Bert Verheyde, Tom Martens, Jan van Dijk,
Sabine Paulussen, Annemie Bogaerts*
A one-dimensional fluid model for a dielectric barrier discharge in methane, used as a
chemical reactor for gas conversion, is developed. Themodel describes the gas phase chemistry
governing the conversion process of methane to higher hydrocarbons. The spatially averaged
densities of the various plasma species as a function of
time are discussed. Besides, the conversion of methane
and the yields of the reaction products as a function of
the residence time in the reactor are shown and com-
pared with experimental data. Higher hydrocarbons
(C2Hy and C3Hy) and hydrogen gas are typically found
to be important reaction products. Furthermore, the
main underlying reaction pathways are determined.
Introduction

The world primary energy demand will increase by 1.6% per

year on average between now and 2030 and fossil fuels will

account for 80% of the world’s primary energy mix in 2030,

which means only a slight decrease compared to today.[1]

Oil will remain the dominant fuel, even though its share

will decrease from 34% today to 30% in 2030. The global

demand for oil will rise by 1% per year on average. The

demand for natural gas will grow more quickly, by 1.8% per
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year and its share will increase slightly to 22%. The demand

for coal will rise the most with an increase by 2% every year

on average and as a result its share will rise to 29% in 2030.[1]

The worldwide non-renewable energy resources such as

fossil fuels are, however, finite and it becomes more difficult

to recover them. On the basis of the estimated recoverable

resources for fossil fuels and the current tendency

concerning the growing demand for energy, one predicts

that there is enough oil to supply the world for over 60 years,

while natural gas and coal reserves should last 130 years

and 2000 years, respectively.[1] Globally, these fossil fuel

resources may still seem plentiful, but there can be no

guarantee that they will be exploited fast enough to meet

the level of demand.

The availability of energy resources is, however, of

paramount importance to the society. Access to reliable,

affordable commercial energy provides the basis for heat,

light, mobility, communications and agricultural and

industrial capacity in modern society and in this way

energy stipulates the degree of civilization.[2]
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Besides this, the recovery, production, and use of fossil

fuels is accompanied by the emission of greenhouse gases

and contributes in this way to global warming. Climate

change due to anthropogenic greenhouse gas emission is a

growing concern for the global society. The global warming

observed during the last 50 years is largely due to human

activity and the CO2 emissions that arise when fossil fuels

are burnt.[3]

Socially, environmentally and economically a growing

demand is being imposed for sustainability in the way

energy resources are utilized. A global sustainable energy

strategy that meets the increasing demand is based on an

improvement of the energy efficiency of the current

technologies and a more intensifying diversification of

the energy resources with a huge preference for lower

carbon resources.

In a world in which fossil fuels make the day, natural gas

has the most significant growth potential and so it becomes

more and more an interesting alternative for crude oil as

feedstock for the chemical industry. Natural gas is currently

the third most used energy resource in the world after crude

oil and coal,[1] but the lifetime of gas resources is much

longer than for oil and its lower carbon content makes

natural gas a more environmentally friendly energy source

than crude oil and coal. The principal component of natural

gas is methane.

Methane, which is an important greenhouse gas, is

currently mainly being used for home and industrial

heating and for the generation of electrical power. On the

other hand, methane is a greatly underutilized resource for

the production of chemicals and liquid fuels, mainly

because it is one of the most stable molecules.[4] Direct

synthesis of hydrocarbons starting from methane is not yet

feasible and the conventional indirect methods for partial

and total oxidation of methane have poor yields and require

high amounts of energy.[5] The utilization of natural gas as a

chemical resource is currently limited to the production of

synthesis gas (i.e., syngas: H2 þCO) by steam reforming,

which is a highly energy-intensive process.[6]

A sustainable process for the conversion of these

abundant methane reserves into more value-added che-

micals and fuels is therefore renowned as a challenge for the

21st century.[4] More in particular, the development of a

process for the direct synthesis of higher hydrocarbons and

oxygenates from methane in an energy-efficient way

towards economy and environment would offer significant

benefits, because this will circumvent the very expensive

syngas step.[7]

The major difficulty for the direct conversion of methane

is the activation of the stable C�H bond. Conventional

methods, using a high temperature and a noble catalyst,

require high amounts of energy and lack selectivity.[6]

Atmospheric pressure non-thermal low-temperature plas-

mas can offer here a distinct advantage, because they
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enable in a unique way gas phase reactions at ambient

conditions. Different plasma activation mechanisms cause

vibrational and electronic excitation, and ionization and

dissociation of species, and in this way gas conversion

processes are induced. A dielectric barrier discharge (DBD)

has this property because, unlike other non-equilibrium

discharges, it can be operated at elevated (0.1–10 bar)

pressure, while remaining at ambient temperature.

A DBD is generated between two electrodes of which at

least one is covered with a dielectric material made of glass,

quartz, alumina, etc. The gap between the two electrodes is

typically a few millimeters. An ac voltage with an amplitude

from 1 to 100 kV and a frequency of a few Hz to MHz is

usually applied to this kind of discharges. Detailed informa-

tion on the history and the characteristics of a DBD can be

found in literature.[8–13] DBDs can be used in a wide variety of

applications.[13–16] Reactive species in the discharge (free

radicals, electrons, . . .) will cause decomposition of the

molecules initially present in the gas mixture and afterwards

recombination will lead to the formation of value-added

and/or less hazardous end products.[13,17–20]

Nowadays a lot of research is carried out on the use of a

DBD for the conversion of the greenhouse gases CH4

and CO2 to higher hydrocarbons, oxygenates, and syn-

gas.[5,6,21–38] Experimental results on the conversion in a

pure methane plasma show that the typical end products

are H2 and higher hydrocarbons, mostly C2H6 and in a lower

content C3H8, C2H4, and C2H2.[5,29,36] However, there are still

a lot of issues open for discussion. More specifically, with

respect to the energy efficiency a lot of research work still

has to be performed to come to a sustainable industrial

process. A better insight into the huge underlying plasma

chemistry acting in the methane conversion process would

therefore be of great value. Fluid modeling can offer the

experimentalist the necessary information to understand

the role of the different species in the immensity of

chemical reactions taking place in the discharge gap.

Modeling results on gas phase physics and chemistry in

different kind of methane containing discharges have been

investigated extensively during the past thirty years.[39–57] A

minority of them concerns the modeling of the plasma as a

gas conversion reactor.[45,48,51,53,56] Up to now these numer-

ical studies mostly concerned zero-dimensional simulations

largely based on specific empirical input so that semi-

empirical simulations were obtained, which are only valid

for the experimental set-up under study. Only Yang[48] used a

more generic method to describe the gas conversion in a pure

methane plasma, which can be generally used for this kind of

gas discharges. However, in this paper a 0D model is used, the

plasma chemistry presented is limited and the presented

results are rather preliminary.

The aim of our research is to examine the possibility of

using plasma-enhanced catalysis for the conversion of CH4 in

the presence of oxygen or carbon dioxide into higher
DOI: 10.1002/ppap.201100027
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oxygenates and syngas. More specifically, our goal is to

determine whether these gas conversion processes in a DBD

may occur in an energy-efficient way and thus whether a

process can be developed that is competitive with currently

existing or emerging technologies. In order to optimize such a

process to become competitive, it is essential to understand

the underlying plasma chemistry. This is certainly the case if

the purpose is to improve the selectivity of the conversion

process in order to obtain a higher yield for one or more of the

reaction products by using a heterogeneous catalyst acting

on one or more of the underlying gas-phase reactions.

In order to achieve our goal, we started by developing a

1D fluid model to describe in detail the plasma chemistry in

an atmospheric pressure DBD in pure methane. In this

paper, we present our most important results on the

conversion of CH4 into higher hydrocarbons. First of all, the

spatially averaged densities of the various plasma species

as a function of time will be discussed. Furthermore, the

conversion of CH4, and the yields and selectivities of the

reaction products will be shown. Finally, the main under-

lying reaction pathways for the conversion of CH4 into

higher hydrocarbons will be pointed out.

Description of the Model

The model employed in this study is a one-dimensional

fluid model called Plasimo’s MD2D. Originally MD2D was

developed to describe the behavior of microdischarges in

display technology, such as plasma addressed liquid crystal

(PALC) and plasma display panel (PDP) technology.[58–61]

Later the model was transformed and extended by Brok

et al.[62] and incorporated into Plasimo. In this way the

model has previously been used for investigating the break-

down phenomena in compact fluorescent lamps,[62–64] the

discharge characteristics of the plasma needle,[65] the

behavior of DBDs at low pressure,[66] and the characteristics

of DBDs used as ionization source in analytical spectro-

chemistry.[67–69]

The Fluid Model

Analogous to other fluid models used for the description of

low temperature plasmas,[70–74] our fluid model is based on

a set of balance equations derived from the Boltzmann

transport equation. The first equation is the particle

continuity equation which describes the continuity of each

type of species p incorporated in the model in terms of its

density np, flux G
!

p and source Sp as a function of time and

space:
Plasma
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@np

@t
þ r! � G!p ¼ Sp (1)
The source term Sp is obtained by considering the volume

reactions in which species p are produced or lost. The second
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equation is the drift-diffusion equation which describes the

flux G
!

p of each type of species p by means of the summation

of a drift component (only for the charged species), driven

by the electric field E
!

, and a diffusion component, caused

by the gradient of the density:
G
!

p ¼ �mp E
!

np�Dpr
!

np (2)
mp and Dp denote here the mobility and diffusion

coefficient of species p. For the electrons also the electron

energy balance equation is solved. The assumption that

the energy is directly related to the local electric field is not

valid for electrons because they have much lower mass

compared with the heavy particles. Electron parameters

are therefore expressed as a function of the average energy

" which results from this balance equation:
@ ne"ð Þ
@t

þ r! � G!
"
¼ S" (3)
S" is again a source term which depends on the heating by

the electric field and on the energy gained or lost in the

various reactions. G
!

"
denotes the electron energy flux

which can be obtained from:
G
!

"
¼ � 5

3
me E

!
ne"�

5

3
neDer

!
" (4)
The first term is the hydrodynamic flux of enthalpy and

the second term is the heat conduction flux.

This set of partial differential equations is coupled to the

Poisson equation, which delivers the electric field distribution:
r!� "mr!’
� �

¼ �r! � "m E
!� �

¼ �
X

p

qpnp (5)
w is here the electric potential as a function of time and

space, em is the permittivity of the medium (i.e., the plasma

and the dielectrics), and qp is the charge of species p. This

Poisson equation is not only solved within the plasma, but

also inside the dielectric, where it reduces to:
r2’ ¼ 0 (6)
because no charges are present inside the dielectric.

The effect of charge accumulation on the surface of the

dielectric materials is considered using Gauss’s law:
"dielectric E
!

dielectric � un
�!�"gas E

!
gas � un

�! ¼ s (7)
where E
!

dielectric and E
!

gas are the electric field inside the

dielectric and in the gas, respectively, un
�! is the unit vector

normal to the wall, where the charge accumulation occurs.
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Figure 1. Schematic diagram of the reactor under study.
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s is the surface charge density on

the dielectric, calculated from the

charged particle fluxes directed to the

surface.

Furthermore, at the open boundaries

(top and bottom of the reactor) homo-

geneous Neumann boundary conditions

are employed, meaning that the deriva-

tives of the plasma quantities in the

direction perpendicular to these bound-

aries are set to zero; this applies to the

densities of all the active species, the

electron energy density and the potential

distribution. At the physical boundaries,

i.e., the electrodes and the dielectric, the

boundary conditions for ni and ne are

given by the expressions for the flux
densities G
!

i and G
!

e. These boundary conditions are

determined by the reflection coefficients and the secondary

electron emission coefficients of the different species

included in the model. Besides, the correct electrode

properties and dielectric properties are defined in the

model. Detailed information about the boundary condi-

tions can be found in ref.[75]

The coupled differential equations are solved by the so-

called ‘‘modified strongly implicit method,’’[76] using an

extra stabilization method,[58] until convergence is reached

over the discharge cycles.

The electron transport parameters and rate coefficients

are not updated with each iteration, but they are updated

whenever the densities of the molecules change a few

percent.

A more detailed description of the physics used in the

model and of the numerical methods that are used is

reported by Hagelaar[58] and by Brok et al.[62]

Because the aim of our research is to determine the

conversion of CH4 and the yields of the reaction products,

calculations are carried out for a residence time up to 20 s. To

limit the calculation time, the fluid model is used to follow

all species as a function of time with a maximal time step in

the order of 10 ns, until a periodic steady state is reached for

the charged species. This takes typically 2 ms or 20 periods.

Subsequently, the time averaged electron density, electron

energy, and rate coefficients of electron impact reactions

are calculated and taken as a constant input for a reduced

fluid model in which the electron energy balance

equation and the Poisson equation are not solved. In this

second part the conversion of the molecules is calculated

with a larger time step in the order of 100ms. Back-coupling

to the short time step calculations is carried out regularly, to

update the electron energy and density and the rate

coefficients of the electron impact reactions if necessary. In

this way the calculation speed could be increased with a

factor of 104.
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Reactor Set-Up

The numerical model is applied to an atmospheric pressure

CH4 cylindrical DBD (see Figure 1). The reactor consists of

two coaxial electrodes. The inner electrode (stainless steel)

has an outer diameter of 22 mm. The outer electrode

(chrome) has a diameter of 29.3 mm and at the inside it is in

contact with a dielectric tube made of alumina. The

alumina tube has an inner diameter of 26 mm and a wall

thickness of 1.6 mm leading to a discharge gap of 2 mm

wide between both cylinders, i.e., the region where the gas

flows through the reactor. The outer electrode is powered,

whereas the inner electrode is grounded. The background

gas temperature is 300 K and assumed to be constant and

uniform in time and in space, respectively. This is justified

because in the experiments under consideration cooling is

used and so the temperature is kept constant at about 300 K.

The total length of the reactor in the experiment is 120 mm.

A residence time of 20 s corresponds for this set-up to a gas

flow rate of about 0.05 L �min�1. More detailed information

on the reactor set-up has been reported by Paulussen

et al.[77]

However, in the model only a segment of 1.5 mm long is

considered. This is done to limit the calculation time and to

avoid having to deal with filament formation in the reactor,

as this cannot yet be simulated with the present model. On

the other hand, by using three grid cells, instead of one, in

the axial direction it is possible to describe the boundary

conditions (see above) in a proper way in both the axial and

the radial direction.

It needs to be realized that the effect of gas flow in the

reactor is not modeled explicitly. Indeed, the real reactor can

be considered as a kind of plug flow reactor, hence the

concentration of the species varies as a function of the

position in the reactor when the gas flows through.

However, in the model this can be approximated by

considering the reactor as a batch reactor, where the
DOI: 10.1002/ppap.201100027
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concentration of the species varies as a function of the

residence time. Indeed, the variation of the concentrations

as a function of time in a batch reactor is the same as the

variation as a function of position in a plug flow reactor. In

other words, the effect of gas flow is accounted for by

studying the time variation of the species concentrations,

where the residence time is calculated as the reactor volume

divided by the gas flow rate. Experiments are performed for

this DBD set-up to validate the calculated results. The

analysis of the reaction product mixture is done by gas

chromatography. A Trace GC from Thermo is equipped with

two analysis channels. A first channel contains a thermal

conductivity detector (TCD) to analyze the outcome of two

serial installed packed columns: a Hayesep Q (80–100,

2 m � 1/800 Siltek) and a Molsieve 5A (80–100, 3 m � 1/800). The

second channel has a flame ionization detector (FID)

installed after a RTX-1 capillary column (5m,

25 m � 0.53 mm).
Species Included in the Model

In order to describe the chemistry in a pure methane

plasma, 36 species (electrons, molecules, ions, and radicals)

are taken into account in the model. The selection of

species is based on other modeling studies for methane

discharges under various conditions.[39,78,79] In addition to

the feed gas CH4, also H2 and some higher order neutral

molecules C2H6, C2H4, C2H2, C2, C3H8, and C3H6 are

considered in the model, as it was shown in literature that

they are formed in the plasma at high densities.[29,36] High

densities of C2H2 in the discharge may lead to polymeriza-

tion and in order to deal with this in a first attempt the

polymerization product C4H2 is also included in the model.

Furthermore, 11 radical species and 16 ionic species are

taken into account corresponding to the products of

dissociation and ionization reactions, respectively, of these

high density molecules.

A methane plasma has a very strong electropositive

character. The negative ion densities are about one order of

magnitude lower than the electron and the positive ion

densities[40,41] and therefore, negative ions are not incor-

porated in the model. Although some vibrational excitation

reactions are included in the model, vibrationally excited

species are not taken into account separately in order to
Table 1. Overview of the species included in the model, besides the

Molecules Ions

CH4 CHþ
5 , CHþ

4 , CHþ
3 , CH

C2H6, C2H4, C2H2, C2, C3H8, C3H6 C2Hþ
6 , C2Hþ

5 , C2Hþ
4 ,

H2 Hþ
3 , Hþ

2 , Hþ

C4H2
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limit the number of species and reactions. Also rotationally

and electronically excited species are not taken into account

in the model. Indeed, the electron energy required for

rotational excitations is negligible compared with this for

vibrational excitations,[78,79] and all electronic excited

states of methane lead to dissociation.[80] Therefore, it is

also assumed here that the electronically excited states for

the higher order neutrals lead to dissociation. An overview

of the different species taken into account can be found in

Table 1.
Transport and Wall Interaction Coefficients

The above-mentioned species are provided in the model

with their transport coefficients for diffusion and mobility

(only for the charged species), a sticking coefficient and a

secondary electron emission coefficient.

The diffusion coefficient Dij (m2 � s�1) of the neutral

species j in the background gas i is obtained by the

Chapman-Enskog equation:[78,81]
electro

þ
2 , CH

C2Hþ
3 ,
Dij ¼
3kbT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pkbT

2mij

s

16pps2
ijVD Cð Þ (8)
where kb is the Boltzmann constant, T is the background

gas temperature (K), p is the total pressure (Pa), mij is the

reduced mass (kg), sij is the characteristic length (m) and

VD is the dimensionless diffusion collision integral. This

collision integral, which is a function of the dimensionless

temperature C, is given by
VD ¼ A

CB
þ C

eDC
þ E

eFC
þ G

eHC
(9)
where C equals kb T/eij, A¼ 1.06036, B¼ 0.15610,

C¼ 0.19300, D¼ 0.47635, E¼ 1.03587, F¼ 1.52996, G¼
1.76474, and H¼ 3.89411.[81] sij and eij are calculated by
sij ¼
si þ sj

2
(10)

"ij ¼
ffiffiffiffiffiffiffi
"i"j

p
(11)
ns.

Radicals

þ, Cþ CH3, CH2, CH, C

C2Hþ
2 , C2Hþ, Cþ

2 C2H5, C2H3, C2H, C3H7, C3H5

H
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with s(m) and e(J) being the characteristic length and

energy for every species in the 12-6 Lennard–Jones

potential. These Lennard–Jones parameters were reported

for most of the neutral species by Reid et al.[81] and by

Svehla[82] and for the other species they were obtained by

linear interpolation.

Finally the diffusion coefficient Dj of the species j in the

entire gas mixture, i.e., the sum of all background gases i, is

obtained from the different Dij-values using Blanc’s law:[83]
Plasma

� 2011
ptot

Dj
¼

X
i

pi

Dij
(12)
with ptot the total pressure and pi the partial pressure of

the background gas i.

The ion mobility coefficient mi,j (m2 �V�1 � s�1) of an ion j

in the background gas i is calculated using the low electric

field Langevin mobility expression:[83]
mi;j ¼ 0:515
T

p
ffiffiffiffiffiffiffiffiffiffiffi
mijai

p (13)
with T again the background gas temperature (K), p the gas

pressure (Pa), mij the reduced mass (amu), and ai the

polarizability (Å3) of the background gas which was

obtained from Böttcher and Bordewijk.[84] Afterwards the

mobility coefficient mj of the ion j in the entire gas mixture

can be obtained in a similar way as the diffusion

coefficient according to Blanc’s law.

The mobility of the electrons and the rates of their

collision reactions are described as parameters depending

on the mean electron energy. These dependencies are

calculated using the external Boltzmann solver Bolsigþ,[85]

which creates lookup tables for the mean electron energy,

the electron mobility and the reaction rate coefficients as

function of the reduced electric field. Accordingly, the

electron mobility and the rate coefficients can be used as a

function of the mean electron energy, which is calculated

with the electron energy balance equation (see above).

From the ion mobility coefficient mj the ion diffusion

coefficient Dj of an ion j can directly be obtained using the

Einstein relation in order to remain consistent with the

physical approximations used in the model:
Dj ¼
kbTion

e
mj (14)
where kb is again the Boltzmann constant, Tion is the ion

temperature (K) which is assumed to be equal to the

background gas temperature and e is the elementary

charge. The Einstein relation is also used to obtain the

electron diffusion coefficient from the electron mobility.

The sticking coefficients for the different radicals are

based on reported values by Bohmeyer et al.[86] and by
Process. Polym. 2011, 8, 1033–1058
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Eckert et al.[87] Although the reported sticking coefficients

are defined for somewhat different conditions, a good

indication of the trend of the coefficients can be deduced.

These sticking probabilities[86] are used in the first part of

the modeling (i.e., the full fluid model), in order to calculate

realistic discharge characteristics. In the second part of the

modeling (i.e., the reduced fluid calculations, carried out on

the longer timescale), the sticking probabilities of the

radicals are assumed zero as the sticking coefficients used in

the first part of the model lead to too much carbon

deposition at the reactor walls when considering the gas

conversion process on a longer time scale and thus to

unrealistic results compared to the experiments. Further-

more, a realistic estimation or fitting of the sticking

probabilities is not possible because experimental informa-

tion about the gas phase density and behavior of each of the

different species cannot be obtained. The sticking prob-

abilities for the various molecules and the ions were

assumed to be zero and one, respectively. Note that the

description of the surface reactions in the model is currently

limited to this rough approximation and therefore the

calculated densities of the radicals and molecules might be

overestimated. The calculated densities of the ions, on the

other hand, might be underestimated, although this is not

so likely, as sticking equal to one is quite realistic for the

ions, because they are indeed mostly neutralized upon

arrival at the walls. For the ions, also secondary electron

emission is considered when they collide with the reactor

wall.
Chemical Reactions

A consistent set of 367 gas phase reactions involving the 36

defined species was built to describe the plasma chemistry

in the discharge gap. These gas phase reactions can be

divided into four groups: 100 electron–neutral, 35 electron–

ion, 92 neutral–neutral, and 140 ion–neutral reactions. The

electron–neutral reactions include 6 momentum transfer,

15 vibrational excitation, 47 ionization, and 32 dissociation

reactions. The electron–ion reactions are all dissociative

recombination reactions, because volume recombination is

an important process at atmospheric pressure. An overview

of the reactions considered in the model is given in the

Appendix.

The rates of the different reactions are calculated in the

model from the densities of the colliding species and the

corresponding reaction rate coefficients. For the electron–

neutral and electron–ion reactions an energy dependent

reaction rate coefficient is used. The previously mentioned

Boltzmann solver Bolsigþ is used to create the lookup tables

for the rate coefficients of the electron–neutral reactions

based on the energy dependent collision cross sections for

these reactions. The references for the cross sections can

also be found in Table A.1 of the Appendix. The lookup
DOI: 10.1002/ppap.201100027
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tables for the electron–ion dissociative recombination

reactions are built using the functions in combination

with the branching ratios for the different channels of

which a detailed overview is given in Table A.2 of the

Appendix. The neutral–neutral and ion–neutral reactions

are defined in the model with a constant reaction rate

coefficient for the working pressure and temperature of

1 atm and 300 K, respectively. The constant rate coefficients

and their corresponding references for the neutral–neutral

and ion–neutral reactions are summarized in Table A.3 and

Table A.4, respectively. Note that the rate coefficient of the

recombination reaction of CH3 with C2H5 resulting in the

formation of C3H8 was estimated based on the matching

between experimental results and our calculation results.

The values reported in literature for this reaction are either

too low[88] (i.e., 5.60� 10�11 cm3 � s�1, which is equal to

2.29� 10�30 cm6 � s�1 as adjusted for a three-body collision

by dividing by the density of the background gas) or too

high[89] (i.e., 1.87� 10�23 cm6 � s�1). Therefore a rate coeffi-

cient of 1� 10�28 cm6 � s�1 is assumed in the model.
Results and Discussion

The calculations are carried out at a fixed applied voltage of

6 kV and a frequency of 10 kHz, which are typical operating

conditions applied in the experiments.[77] First, the

densities of the various plasma species will be shown.

Subsequently, the conversion of the background gas and the

yields and selectivities of the formed end products will be

discussed. Finally, the dominant reaction pathways gov-

erning the conversion process will be pointed out.
Figure 3. Calculated spatial profiles of the electron and total ion
density (left axis) and electron energy (right axis) in the gap
between both electrodes, taken at the maximum of their time
profile. The inner (grounded) electrode is at the left, whereas the
outer (powered) electrode with the dielectric layer is at the right.
Densities of the Plasma Species

Figure 2 illustrates the periodic behavior of the spatially

averaged electron density on a linear (a) and on a

logarithmic (b) scale as a function of time, for four periods

of the applied voltage. The applied voltage as a function of

time is also plotted. It is clear that multiple breakdowns in
Figure 2. Spatially averaged electron density, on a linear (a) and a loga
for four periods of time.
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the gas appear each half period following the applied

voltage. The difference in the electron density behavior for

the positive and the negative polarity of the applied voltage

is due to the dissimilarity in surface dimensions and

properties of the inner and outer electrode (only one of the

electrodes is covered by a dielectric, see Figure 1 above). The

overall spatially and time averaged electron density

amounts to 1017 m�3. The overall spatially and time

averaged electron energy was calculated to be about 2 eV.

Note that the present model cannot deal with filament

formation in the reactor. Therefore, the shown electric

behavior corresponds to a DBD treated as a homogeneous

glow discharge. Of course, this behavior is quite different

from the experimental behavior, but we believe that the

rest of our calculation results, such as conversion and yields,

and the reaction pathways, are still valid.

The spatial variation of the electron density, total ion

density and electron energy, taken at the maximum of its

time profile, is depicted in Figure 3. It is clear that in the bulk

plasma, the electron and ion densities are in the order
rithmic (b) scale, as a function of time, as well as the applied voltage
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Figure 4. Spatially averaged radical densities (left axis) as a function of time, as well as the applied voltage (sinusoid, gray, right axis) for four
periods of time.

Figure 5. Spatially averaged molecular densities as a function of
the residence time.
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of 1018 m�3, and they are more or less equal to each other,

providing charge neutrality in the bulk. However, close to

the electrodes, the electron density drops to zero, and the

total positive ion density is several orders of magnitude

higher than the electron density, providing a net positive

space charge. This behavior is typical for the sheath

formation in a DBD.[90] A different behavior is observed

in the pre-sheath near the inner (grounded) electrode,

where the ion density drops one order of magnitude, while

near the dielectric barrier at the outer (powered) electrode

the ion density rises one order of magnitude. This different

behavior is attributed to the fact that at this particular

moment in time the powered electrode (covered by the

dielectric barrier) is the cathode, which attracts the ions,

while the grounded electrode is the anode, which repels the

ions. Due to the acceleration of the electrons in the high

electric field in the sheath these electrons have an increased

energy there.

Collisions of the electrons with the background gas

molecules lead to the formation of radicals and ions. The

number densities of these radicals and ions exhibit the

same periodic behavior as the electron density. Figure 4

shows the spatially averaged radical densities as a function

of time. In case of the radicals this periodic trend is

superimposed on a rising or declining trend which acts over

a longer time scale until periodic steady state is reached. The

variation through a period, i.e., the difference between the

minimum and maximum value in one period, varies from

less than one order of magnitude for C2H5, C2H3, C3H7, C3H5,

and H to several orders of magnitude for CH3, CH2, CH, C,

and C2H. This can be explained by the fact that, except

for C2H, this last group of radicals is directly formed from the

background gas CH4 by electron impact dissociation, which

is not the case for the higher order radicals. The overall

spatially and time averaged radical densities vary from

about 1012 m�3 for the less abundant radicals to

about 1020 m�3 for the most abundant radicals. The most

abundant radicals are H, CH3, CH2, C2H5, and C2H3. The

overall spatially and time averaged ion densities vary from
Plasma Process. Polym. 2011, 8, 1033–1058
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almost zero to the order of 1016 m�3 for the most important

ions (CHþ
5 , C2Hþ

5 , C2Hþ
4 , C2Hþ

3 ).

Recombination of the radicals leads to the formation of

higher order hydrocarbons and hydrogen gas. The spatially

averaged densities of these molecules do not exhibit this

periodic behavior. Indeed, their densities behave more or

less independent from the applied voltage, since they are

only indirectly correlated with the electron density and

electron energy by the densities of the radicals from which

they are formed (see discussion about the reaction path-

ways below). The net production of these higher hydro-

carbon molecules and hydrogen gas is higher than their net

consumption and as result a gradual increase in the

densities is observed each half period of the applied voltage.

In contrast, the net consumption of CH4 is higher than its

net production and therefore a gradual decrease in the CH4

density is observed each half period. Therefore, it is more

interesting to look to the variation of the molecule densities

on a longer time scale.

Figure 5 illustrates the spatially averaged molecule

densities as a function of the residence time in the plasma

reactor. Note that a residence time of 20 s corresponds to a

gas flow rate of 0.05 L �min�1 for the experimental set-up
DOI: 10.1002/ppap.201100027
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under study (see above). The density of the background gas

methane is initially 2.45� 1025 m�3, but is decreasing due

to dissociation and ionization reactions governing the

conversion process. As a result H2, C2H6, C2H4, C2H2, C2, C3H8,

and C3H6 are formed and are also present in the discharge at

high densities, as shown in Figure 5. It appears that the

production is most pronounced in the first 1–2 s and that

the densities of the higher hydrocarbons and H2 molecules

do not significantly change anymore for a longer residence

time. However, the logarithmic scale is a bit misleading and

the conversion still continues, as will be illustrated below.

The spatially averaged densities vary between 1022

and 1025 m�3 for the different molecules. H2 seems to be

formed at the highest density, and after 20 s, its density is

comparable to the CH4 density. As far as the higher

hydrocarbon species are concerned, it appears from Figure 5

that C2H6 and C2H2 are formed with the highest density,

which is only about one order of magnitude lower than the

CH4 density after 20 s. As a result of the polymerization

of C2H2, also C4H2 is formed with a density of 1024 m�3. At

first sight, this density seems rather high. This can be

explained by the fact that C4H2 is considered in the model as

the sum of all higher polymerized species. Moreover, in the

model no loss mechanism for C4H2 is included and the

sticking probability of C4H2 is defined zero as for the other

molecules (see above).
Conversion of CH4, and Yields and Selectivities of the
Reaction Products

This model can also calculate the conversion, yields and

selectivities of the molecules, which is of interest from

application point of view. The definitions of the conversion

X, the yields Y and the selectivities S, as used in this paper,

are as follows. In these definitions the parameter x denotes

the stoichiometric balance coefficient, which corresponds

also to the index in the compound name of CxHy:
Plasma

� 2011
XCH4 ¼ nCH4;converted

nCH4 ;feed
� 100% (15)

YH2 ¼ nH2

2 � nCH4; feed
� 100% (16)

YCxHy ¼
x � nCxHy

nCH4; feed
� 100% (17)

SH2 ¼ nH2

2 � nCH4 ; converted
� 100% (18)

SCxHy ¼
x � nCxHy

nCH4; converted
� 100% (19)
Figure 6a illustrates the calculated conversion of CH4 and

the yields of the reaction products, i.e., H2 and the
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summation over all C2Hy and C3Hy hydrocarbons, as a

function of residence time in the reactor (solid lines). The

measured conversion and yields of these products, for

similar operating conditions, are depicted with dashed

lines.

As expected, both the conversion and the various yields

increase as a function of residence time. After 20 s, only 40%

of CH4 is converted and the H2 and C2Hy molecules are

formed with the highest yields. Reasonable agreement is

reached between calculated and experimental results,

taking into account the complexity of the plasma

chemistry. The calculated and measured CH4 conversion

and C3Hy yield agree within 5%. However, the differences

are significant for the H2 yield and the C2Hy yield, although

they show at least similar trends between calculated and

experimental values. A possible explanation for these

significant differences is given below when the selectivities

of H2 and C2H2 are discussed. The calculated and measured

carbon and hydrogen balances are plotted in Figure 6b and

show an agreement within 20%. A possible explanation for

the differences between the calculated and the measured

balances is the uncertainty of the used sticking coefficients.

The carbon balance drops slightly as a function of residence

time, due to sticking at the walls in the form of solid carbon.

After a residence time of 20 s, roughly 20% of the carbon

atoms is left in the reactor.

In Figure 6c, the calculated (solid lines) and measured

(dashed lines) selectivities of the individual reaction

products are plotted as a function of the conversion of

CH4. From the higher hydrocarbons, C2H6 (dark blue) has the

highest selectivity, both in the calculated and the measured

results. The selectivity is especially high (100% in the

calculations) at very low conversion of CH4. This is because

when the discharge is ignited, electron impact dissociation

of CH4 leads to the formation of H2 and CH3. This methyl

radical will immediately initiate the recombination reac-

tions towards C2H6, which in turn is converted later in new

radicals and the other higher hydrocarbons. A more

thorough discussion on the dominant reaction pathways

can be found in the next section. However, this very low

conversion is not interesting from an applications point of

view. The typical selectivity, in the range of 10–40% CH4

conversion, is around 20–30%.

The experimental results show that C2H4 (dark cyan,

dashed) and C2H2 (red, dashed) have a much lower

selectivity than C2H6. The calculated selectivity of C2H4

(dark cyan, solid) is in good agreement with the experiment

(i.e., in the order of 5–10%), but the calculated selectivity

of C2H2 (red, solid) is too high compared to the experimental

results. A possible reason might be that the further

polymerization of C2H2 molecules into higher molecules

is underestimated in the model. Indeed, dust formation

appears to be important in acetylene plasmas. In previous

models by our group,[91–93] these polymerization reactions
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Figure 6. (a) Calculated (solid lines) and experimental (dashed lines) conversion of CH4 and yields of the reaction products, as a function of
residence time in the reactor. (b) The calculated (solid lines) and measured (dashed lines) carbon-balances and hydrogen-balances are
illustrated. (c) The calculated (solid lines) and experimental (dashed lines) selectivities of the individual hydrocarbon reaction products are
plotted as a function of the conversion of CH4. Note that the selectivity of C3H6 could not be measured.
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were studied in detail by an extensive chemistry set,

including neutral, positive, and negative ion pathways.

However, in the present model, the polymerization is only

treated by one chemical reaction (i.e., C2H insertion; see

below), in order not to further complicate our plasma

chemistry set, which is already huge. Therefore, the obvious

overestimated C2H2 selectivity in our model is probably

attributed to the underestimation of C2H2 polymerization.

Moreover, the overestimated C2H2 formation explains why

the calculated yield of the overall C2Hy fraction is higher

than the measured values (Figure 6a).

The calculated and measured yields of the summation

over all C3Hy molecules are in an almost perfect

agreement (Figure 6a). The sum of the calculated

selectivities of C3H8 (dark green, solid) and C3H6 (light

green, solid) is in reasonable agreement with the total

measured selectivity of C3Hy (green, dashed). However,

it is not possible to compare the calculated selectivities

of the different compounds as the measured peaks

of the different C3Hy molecules overlap in the

chromatogram.
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Besides the higher hydrocarbons, H2 is also formed as a

main end product in the discharge. The calculated yields

and selectivities of H2 are a bit higher than the measured

values. This is probably because the production of H2 by

electron impact dissociation of C2H6 and C3H8 (see next

section for the most important consumption and produc-

tion pathways of H2) is assumed a bit too high in the

model.

As mentioned above, the formation of C4H2 by poly-

merization reactions of C2H2 species is also included in the

model. However, as C4H2 could not be measured in the

experiments, it is treated as a loss of carbon in the model in

order to match the calculated and measured carbon

balances. The calculated yield of C4H2 after 20 s amounts

to 13.75%.

Reported results in the literature based on experiments

on the conversion of methane into higher hydrocarbons, at

similar conditions, show similar trends, namely the end

products were mainly H2 and C2Hy (mostly C2H6) as well as,

to a lower extent, some higher hydrocarbons (C3Hy,

C4Hy, . . .).[5,29,36]
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Dominant Reaction Pathways

Electron Impact Reactions With CH4: The Formation of
Radicals and Ions

As soon as the sinusoidal voltage is applied to the reactor

and the discharge is ignited, electron impact ionization

and dissociation of CH4 occurs and this results in the

consumption of CH4 and the creation of new species

(electrons, ions, radicals). The formation of new electrons

and ions in the plasma is important in order to sustain

the discharge. The most important channels for electron

impact ionization of CH4 are:
Plasma

� 2011
e� þ CH4 ! 2e� þ CH4
þ (R1)

e� þ CH4 ! 2e� þ CH3
þ þ H (R2)
Our calculations point out that reaction (R1) is respon-

sible for 66% of the total electron impact ionization of

CH4, while reaction (R2) is responsible for 33%, which is

in good agreement with the results reported by Yang.[48]

The dissociation of CH4 leads to the formation of

radicals. It is of special interest when studying the

gas conversion process, because these radicals are impor-

tant reagents in the production of higher order hydro-

carbons. The most important channels for consumption

of CH4 are electron impact dissociation reactions, more

specifically:
e� þ CH4 ! e� þ CH3 þ H (R3)

e� þ CH4 ! e� þ CH2 þ H2 (R4)

e� þ CH4 ! e� þ CH þ H2 þ H (R5)
Our calculations point out that reaction (R3) is

responsible for 79% of the total electron impact dissociation

of CH4, while reaction (R4) and (R5) are responsible for

15 and 5%, respectively. Similar results were reported by

Yang.[48]

The dominant reactions for CH4 consumption (and

production) are depicted in Figure 7a. It is clear that the

electron impact dissociation reaction to CH3 (i.e., reaction

(R3)) is by far the dominant consumption process of CH4,

followed by electron impact ionization to CHþ
4 (i.e., reaction

(R1)). Besides the electron impact ionization and dissocia-

tion reactions, also some neutral–neutral and ion–neutral

reactions are important for the consumption of CH4 (see

Figure 7a).

Note that electron impact vibrational excitation of CH4 is

also an important process. However, in the model these

vibrational excitation reactions are only considered as an

energy loss for the electrons (i.e., the vibrationally excited
Process. Polym. 2011, 8, 1033–1058
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species are not taken into account separately) and therefore

these reactions are not included in Figure 7a since they

neither entail consumption or production of CH4. In

literature it is reported that a similar result is obtained

whether the vibrationally excited species are taken into

account or not, because in that case the electron impact

excitation to CH4
� is balanced by the de-excitation of CH4

�

on the reactor wall.[48]

It can also be deduced from Figure 7a that the most

important pathways for the regeneration of CH4 are based

on electron impact dissociation of higher hydrocarbons,

such as C3H6 and C3H8 (see below).
The Recombination of CH3: The Formation and Loss
of C2H6 and C3H8

The most important radical produced out of CH4 is CH3,

which is mainly formed by reaction (R3) above. This

radical will initiate the recombination reactions towards

higher hydrocarbons such as C2H6 and especially C3H8:
CH3 þ CH3 þ CH4 ! C2H6 þ CH4 (R6)

CH3 þ C2H5 þ CH4 ! C3H8 þ CH4 (R7)
The most important pathways for the production and

consumption of ethane (C2H6), which is mainly used in the

chemical industry as a feedstock for the production of

ethylene (C2H4), and propane (C3H8), which is mainly

used as a fuel source (for instance in LPG (liquefied

petroleum gas), used as vehicle fuel) are illustrated in

Figure 7b and c, respectively. It is clear that reaction (R7) is

the dominant production process for C3H8 (see Figure 7c),

but reaction (R6) is only responsible for about 11% of

the C2H6 production. Indeed, as is apparent from

Figure 7b, C2H6 is mainly (83%) formed by the recombina-

tion of two C2H5 radicals:
C2H5 þ C2H5 ! C2H6 þ C2H4 (R8)
This results from the fact that the overall averaged

density of C2H5 (7� 1020 m�3) is three orders of

magnitude higher than the CH3 density, while the rate

coefficient of reaction (R6) (i.e., 1.56� 10�38 m6 � s�1 or

3.82� 10�13 m3 � s�1 for a CH4 gas density of

2.446� 1025 m�3) is five orders of magnitude higher

than the rate coefficient of reaction (R8) (i.e.,

2.41� 10�18 m3 � s�1). Taking into account that the rates

of both reactions depend on the square of the concentra-

tions of CH3 and C2H5, respectively, it is clear that the

rate of reaction (R8) is almost one order of magnitude

higher than the rate of reaction (R6).
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Figure 7. Calculated time-averaged reaction rates of the dominant reaction pathways for the production and consumption of CH4 (a), C2H6
(b), C3H8 (c), C2H4 (d), C2H2 (e), and C3H6 (f). The production rates are plotted as positive values (i.e., right-hand side of the figures), whereas
the consumption rates are defined as negative values (i.e., left-hand side of the figures). The most important pathways are labeled, and the
labels correspond to the reactions given in the text.
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Electron impact dissociation reactions are the most

important loss processes for both C2H6 and C3H8, leading to

the formation of C2H4, C2H5, and C3H6:
Plasma

� 2011
e� þ C2H6 ! e� þ C2H5 þ H (R9)
� �
e þ C2H6 ! e þ C2H4 þ H2 (R10)
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e� þ C3H8 ! e� þ C3H6 þ H2 (R11)
e� þ C3H8 ! e� þ C2H4 þ CH4 (R12)
Especially reaction (R10) is important as loss process

for C2H6 (see Figure 7b), whereas both reaction (R11) and
DOI: 10.1002/ppap.201100027



Fluid Modeling of the Conversion of Methane . . .
(R12) contribute nearly equally in the loss of C3H8 (see

Figure 7c).

The Formation and Loss of Higher Order Unsaturated
Hydrocarbons: C2H4, C2H2, and C3H6

The most important pathways for the production and

consumption of C2H4, C2H2, and C3H6 are plotted in

Figure 7d, e, and f, respectively. Ethylene (C2H4) is the most

important feedstock in the chemical industry; it is mainly

used for the formation of polyethylenes, which are the

world’s most widely used plastics. Besides, it also forms the

basis for the formation of ethylene oxide, which is used in

surfactants, and for the formation of ethylene glycol, which

is applied as automotive antifreeze, and for many other

applications. Acetylene (C2H2) is mainly utilized as a fuel

source and as a chemical building block for the formation of

ethylene and different polymerization products which are

applied in the plastic industry. Propylene (C3H6) forms the

basis for the formation of polypropylene, which is typically

used in the manufacturing of packaging and textiles.

The production of C2H4 occurs mainly by the recombina-

tion of two C2H5 radicals (i.e., reaction (R8) above) and by

electron impact dissociation of C2H6 (i.e., reaction (R10)

above). Also electron impact dissociation of C3H8 (i.e.,

reaction (R12) above) and the recombination of two C2H3

radicals (reaction (R13)) contribute to some extent:
Plasma
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C2H3 þ C2H3 ! C2H4 þ C2H2 (R13)
The latter reaction, as well as the electron impact

dissociation of C3H6, are mainly responsible for the

production of C2H2:
e� þ C3H6 ! e� þ C2H2 þ CH4 (R14)
Hydrogen attachment reactions are the most important

loss processes for both C2H4 and C2H2, leading to the

formation of C2H5 and C2H3 radicals, respectively:
C2H4 þ H þ CH4 ! C2H5 þ CH4 (R15)

C2H2 þ H þ CH4 ! C2H3 þ CH4 (R16)
Note in Figure 7e also the occurrence of the polymeriza-

tion reaction of C2H2 resulting in the formation of C4H2:
Figure 8. The dominant reaction pathways for the production and
consumption of C2H5. The time-averaged production rates are
plotted as positive values (i.e., right-hand side of the figure),
whereas the time-averaged consumption rates are defined as
C2H2 þ C2H ! C4H2 þ H (R17)
negative values (i.e., left-hand side of the figure). The most
important pathways are labeled, and the labels correspond to
the reactions given in the text.
Finally, the production of C3H6 occurs mainly by electron

impact dissociation of C3H8 (i.e., reaction (R11) above) and to

a lower extent also by the recombination of C3H5 radicals
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with either C2H5 or C2H3:
C3H5 þ C2H5 ! C3H6 þ C2H4 (R18)

C3H5 þ C2H3 ! C3H6 þ C2H2 (R19)
The loss of C3H6 is mainly attributed to electron impact

dissociation reactions, leading to the formation of

either C2H2 (reaction (R14) above) or C3H5:
e� þ C3H6 ! e� þ C3H5 þ H (R20)
The Role of C2H5: An Important Radical in the
Conversion Process

Our calculations predict that C2H5 is present in the

discharge at rather high density (see Figure 4 above), and

it plays a significant role in the production and loss of the

various hydrocarbon molecules. Therefore, the most

important pathways for the production and consumption

of this radical are illustrated in Figure 8. C2H5 is mainly

(94%) formed by hydrogen attachment to C2H4 (reaction

(R15)) and to a lower extent (6%) also by electron impact

dissociation of C2H6 (reaction (R9)). The loss of C2H5 is

mainly attributed to radical recombination by reaction (R8),

(R7), and (R18) which contribute for 51, 35, and 6%,

respectively. As these reactions result in the formation

of C2H4, C2H6, C3H6, and C3H8, this means that the

equilibrium established between C2H4, C2H5, and C2H6,

which relies on the accuracy of the rate coefficients

considered, plays a crucial role.
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Figure 9. The dominant reaction pathways for the production and
consumption of H2. The time-averaged production rates are
plotted as positive values (i.e., right-hand side of the figure),
whereas the time-averaged consumption rates are defined as
negative values (i.e., left-hand side of the figure). The most
important pathways are labeled, and the labels correspond to
the reactions given in the text.

Figure 10. Schematic overview of the dominant reaction path-
ways for the conversion of CH4 into higher hydrocarbons and
hydrogen gas. The most important pathways are depicted with a
solid line, less important channels are represented by a dashed
line. The labels correspond to the reactions given in the text.
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The Formation and Loss of H2

The most important pathways for the production and

consumption of H2 are illustrated in Figure 9. H2 is mainly

used for the processing of fossil fuels, the production of

ammonia and methanol, and as fuel in fuel cells. As appears

from Figure 9, H2 is mainly produced by electron impact

dissociation of hydrocarbon molecules. The dissociation

reaction of C2H6 (reaction (R10)) appears to be the dominant

production mechanism, with a contribution of 56%,

whereas the dissociation of C3H8 (reaction (R11)) and CH4

(reaction (R4)) contribute for 23 and 7%, respectively.

Electron impact dissociation is also the dominant loss

process for H2:
Plasma
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e� þ H2 ! e� þ H þ H (R21)
Summary of the Dominant Pathways Governing the
Conversion of CH4 into CxHY and H2

Finally, Figure 10 gives a schematic overview of the

dominant reaction pathways for the conversion of CH4

into higher hydrocarbons and hydrogen gas. Electron

impact dissociation of CH4 resulting in the formation of

the methyl radical (CH3) starts the conversion process (R3).

This methyl radical will initiate recombination reactions

towards higher hydrocarbons such as C2H6 and C3H8 (R6,

R7). Subsequently, a play of dissociation and recombination

leads to the conversion towards the other, unsaturated

hydrocarbons. Finally, dissociation of CH4 and the higher

hydrocarbons also results in the formation of H2.
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Conclusion

In this paper, a detailed plasma chemistry is presented for

the conversion of CH4 into higher hydrocarbon molecules in

a DBD reactor. The densities of the various plasma species

have been studied as a function of the residence time. The

spatially averaged densities of the electrons, ions and

radicals show a periodic behavior as a function of time,

following the applied voltage. The spatially averaged

densities of the molecules do not exhibit a periodic

behavior. Indeed, their densities are characterized by a

gradual reduction (CH4) or increase (higher hydrocarbon

molecules and H2) each half period following the maximum

of the applied voltage, which results in a more notable

decreasing or increasing trend over a longer timescale.

The density of the background gas, methane, is decreas-

ing due to dissociation (and ionization) reactions governing

the conversion process. The calculated and measured

conversions of CH4 as a function of the residence time

are illustrated. The dissociation of CH4 leads to the

formation of CH3, which is the most important radical in

the gas phase chemistry. This methyl radical will initiate

the recombination reactions towards higher hydrocarbons.

As a result, these molecules are also present in the discharge

at high densities.

The calculated and measured yields and selectivities of

these higher hydrocarbons (C2H6, C2H4, C2H2, C3H8,

and C3H6) and of H2 are depicted and a reasonable

agreement between our calculation results and the

measurements is established. C2H6 and H2 are the main

reaction products of the conversion of CH4.

Furthermore the underlying plasma chemistry of the

conversion process is analyzed and the dominant reaction

pathways for the consumption of CH4 and for the

production and loss of the various end products are pointed

out. It is found that electron impact dissociation of CH4

resulting in the formation of the methyl radical (CH3)
DOI: 10.1002/ppap.201100027
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initiates the conversion process. Recombination of CH3

with either another CH3 radical or with a C2H5 radical will

lead to the formation of C2H6 and C3H8. Dissociation of these

higher hydrocarbons leads directly to the formation of other

hydrocarbons, but also indirectly by the formation of new
Table A.1. Electron impact reactions with the various molecules and ra
dependent cross sections, and the references where these cross s
excitations, several individual excitations are included, as indicated

CH

Momentum transfer e�þCH4 !
Vibrational excitation e�þCH4 !
Ionization e�þCH4 !

e�þCH4 !
e�þCH4 !

Dissociation e�þCH4 !
e�þCH4 !
e�þCH4 !
e�þCH4 !

CH

Ionization e�þCH3 !
e�þCH3 !
e�þCH3 !

Dissociation e�þCH3 !
e�þCH3 !

CH

Ionization e�þCH2 !
e�þCH2 !
e�þCH2 !

Dissociation e�þCH2 !

CH

Ionization e�þCH! 2

e�þCH! 2

Dissociation e�þCH! e

C

Ionization e�þC!2e
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� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
radicals which can subsequently also recombine towards

these higher order hydrocarbons. In other words, the

conversion of CH4 is a play of dissociation and recombina-

tion reactions leading to a diverse mixture of higher

hydrocarbons.
Appendix: Overview of the Reactions
Included in the Model
dicals, included in the model. These reactions are treated by energy-
ections were adopted from, are also included. For the vibrational
by the number between brackets.

4

e�þCH4 [94]

e�þCH4
� (2) [94]

2e�þCHþ
4 [95]

2e�þCHþ
3 þH [95]

2e�þCHþ
2 þH2 [95]

e�þCH3 þH [96,97]

e�þCH2 þH2 [96,97]

e�þCHþH2 þH [96,97]

e�þCþ 2H2 [96,97]

3

2e�þCHþ
3 [95]

2e�þCHþ
2 þH [95]

2e�þCHþþH2 [95]

e�þCH2 þH [96,97]

e�þCHþH2 [96,97]

2

2e�þCHþ
2 [95]

2e�þCHþþH [95]

2e�þCþþH2 [95]

e�þCHþH [96,97]

e�þCHþ [95]

e�þCþþH [95]
�þCþH [96,97]

�þCþ [96,97]
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C2H6

Momentum transfer e�þC2H6 ! e�þC2H6 [94]

Vibrational excitation e�þC2H6 ! e�þC2H6
� (3) [94]

Ionization e�þC2H6 ! 2e�þC2Hþ
6 [95]

e�þC2H6 ! 2e�þC2Hþ
5 þH [95]

e�þC2H6 ! 2e�þC2Hþ
4 þH2 [95]

e�þC2H6 ! 2e�þC2Hþ
3 þH2 þH [95]

e�þC2H6 ! 2e�þC2Hþ
2 þ 2H2 [95]

e�þC2H6 ! 2e�þCHþ
3 þCH3 [95]

Dissociation e�þC2H6 ! e�þC2H5 þH [98,99]

e�þC2H6 ! e�þC2H4 þH2 [98,99]

C2H5

Ionization e�þC2H5 ! 2e�þC2Hþ
5 [95]

e�þC2H5 ! 2e�þC2Hþ
4 þH [95]

e�þC2H5 ! 2e�þC2Hþ
3 þH2 [95]

e�þC2H5 ! 2e�þC2Hþ
2 þH2 þH [95]

Dissociation e�þC2H5 ! e�þC2H4 þH [98,99]

e�þC2H5 ! e�þC2H3 þH2 [98,99]

C2H4

Momentum transfer e�þC2H4 ! e�þC2H4 [94]

Vibrational excitation e�þC2H4 ! e�þC2H4
� (2) [94]

Ionization e�þC2H4 ! 2e�þC2Hþ
4 [95]

e�þC2H4 ! 2e�þC2Hþ
3 þH [95]

e�þC2H4 ! 2e�þC2Hþ
2 þH2 [95]

Dissociation e�þC2H4 ! e�þC2H3 þH [98,99]

e�þC2H4 ! e�þC2H2 þH2 [98,99]

C2H3

Ionization e�þC2H3 ! 2e�þC2Hþ
3 [95]

e�þC2H3 ! 2e�þC2Hþ
2 þH [95]

e�þC2H3 ! 2e�þC2HþþH2 [95]

Dissociation e�þC2H3 ! e�þC2H2 þH [98,99]

e�þC2H3 ! e�þC2HþH2 [98,99]

C2H2

Momentum transfer e�þC2H2 ! e�þC2H2 [94]

Vibrational excitation e�þC2H2 ! e�þC2H2
� (3) [94]

Ionization e�þC2H2 ! 2e�þC2Hþ
2 [95]

Dissociation e�þC2H2 ! e�þC2HþH [98,99]

e�þC2H2 ! e�þC2 þH2 [98,99]

Table A.1. (Continued)
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C2H

Ionization e�þC2H!2e�þC2Hþ [95]

Dissociation e�þC2H! e�þC2 þH [98,99]

e�þC2H! e�þCþCH [98,99]

C2

Ionization e�þC2 ! 2e�þCþ
2 [98,99]

Dissociation e�þC2 ! e�þCþC [98,99]

C3H8

Momentum transfer e�þC3H8 ! e�þC3H8 [94]

Vibrational excitation e�þC3H8 ! e�þC3H8
� (2) [94]

Ionization e�þC3H8 ! 2e�þC2Hþ
5 þCH3 [95]

e�þC3H8 ! 2e�þC2Hþ
4 þCH4 [95]

Dissociation e�þC3H8 ! e�þC3H7 þH [98,99]

e�þC3H8 ! e�þC3H6 þH2 [98,99]

e�þC3H8 ! e�þC2H4 þCH4 [98,99]

C3H7

Ionization e�þC3H7 ! 2e�þC2Hþ
5 þCH2 [98,99]

e�þC3H7 ! 2e�þC2Hþ
4 þCH3 [98,99]

e�þC3H7 ! 2e�þC2Hþ
3 þCH4 [98,99]

e�þC3H7 ! 2e�þCHþ
3 þC2H4 [98,99]

Dissociation e�þC3H7 ! e�þC3H6 þH [98,99]

e�þC3H7 ! e�þC3H5 þH2 [98,99]

e�þC3H7 ! e�þC2H4 þCH3 [98,99]

e�þC3H7 ! e�þC2H3 þCH4 [98,99]

C3H6

Ionization e�þC3H6 ! 2e�þC2Hþ
5 þCH [98,99]

e�þC3H6 ! 2e�þC2Hþ
4 þCH2 [98,99]

e�þC3H6 ! 2e�þC2Hþ
3 þCH3 [98,99]

e�þC3H6 ! 2e�þC2Hþ
2 þCH4 [98,99]

e�þC3H6 ! 2e�þCHþ
3 þC2H3 [98,99]

Dissociation e�þC3H6 ! e�þC3H5 þH [98,99]

e�þC3H6 ! e�þC2H2 þCH4 [98,99]

C3H5

Ionization e�þC3H5 ! 2e�þC2Hþ
3 þCH2 [98,99]

e�þC3H5 ! 2e�þC2Hþ
2 þCH3 [98,99]

e�þC3H5 ! 2e�þCHþ
3 þC2H2 [98,99]

Dissociation e�þC3H5 ! e�þC2H2 þCH3 [98,99]

Table A.1. (Continued)
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H2

Momentum transfer e�þH2 ! e�þH2 [100]

Vibrational excitation e�þH2 ! e�þH2
� (3) [101]

Ionization e�þH2 !2e�þHþ
2 [102]

Dissociation e�þH2 ! e�þ 2H [103]

H

Ionization e�þH! 2e�þHþ [102]

Table A.1. (Continued)

Table A.2. Electron–ion recombination reactions included in the model. These reactions are treated by energy-dependent rate coefficients,
and the references where these rate coefficients were adopted from, are also included.

e�þCHþ
5 !CH3 þ 2H [96,104]

e�þCHþ
5 !CH2 þH2 þH [96,104]

e�þCHþ
4 !CH3 þH [96,104]

e�þCHþ
4 !CH2 þ 2H [96,104]

e�þCHþ
4 !CHþH2 þH [96,104]

e�þCHþ
3 !CH2 þH [96,104]

e�þCHþ
3 !CHþH2 [96,104]

e�þCHþ
3 !CHþ 2H [96,104]

e�þCHþ
3 !CþH2 þH [96,104]

e�þCHþ
2 !CHþH [96,104]

e�þCHþ
2 !CþH2 [96,104]

e�þCHþ
2 !Cþ 2H [96,104]

e�þCHþ!CþH [96,104]

e�þC2Hþ
6 !C2H5 þH [99]

e�þC2Hþ
6 !C2H4 þ 2H [99]

e�þC2Hþ
5 !C2H4 þH [99]

e�þC2Hþ
5 !C2H3 þ 2H [99]

e�þC2Hþ
5 !C2H2 þH2 þH [99]

e�þC2Hþ
5 !C2H2 þ 3H [99]

e�þC2Hþ
5 !CH3 þCH2 [99]

e�þC2Hþ
4 !C2H3 þH [99]

e�þC2Hþ
4 !C2H2 þ 2H [99]

e�þC2Hþ
4 !C2HþH2 þH [99]

e�þC2Hþ
3 !C2H2 þH [99]

e�þC2Hþ
3 !C2Hþ 2H [99]

e�þC2Hþ
2 !C2HþH [99]

e�þC2Hþ
2 !C2 þ 2H [99]

e�þC2Hþ
2 !2CH [99]

e�þC2Hþ!C2 þH [99]

e�þC2Hþ!CHþC [99]
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e�þC2Hþ! 2CþH [99]

e�þCþ
2 !2C [99]

e�þHþ
3 ! 3H [104]

e�þHþ
3 !H2 þH [104]

e�þHþ
2 ! 2H [104]

Table A.2. (Continued)

Table A.3. Neutral–neutral reactions included in the model, as well as the corresponding rate coefficients for 300K and the references
where these data were adopted from. Note that a, estimated value; b, adjusted in the model for a three-body collision by dividing by
2.446� 1019 cm�3, i.e., the density of the background gas.

CH4 þCH2 !CH3 þCH3 3.01� 10�19 cm3 � s�1 [105]

CH4 þCH!C2H4 þH 9.74� 10�11 cm3 � s�1 [106]

CH4 þC2H5 !C2H6 þCH3 1.83� 10�24 cm3 � s�1 [105]

CH4 þC2H3 !C2H4 þCH3 2.28� 10�18 cm3 � s�1 [105]

CH4 þC2H!C2H2 þCH3 1.31� 10�12 cm3 � s�1 [105]

CH4 þC3H7 !C3H8 þCH3 4.38� 10�24 cm3 � s�1 [107]

CH4 þC3H5 !C3H6 þCH3 2.02� 10�31 cm3 � s�1 [108]

CH4 þH!CH3 þH2 8.43� 10�19 cm3 � s�1 [106]

CH3 þCH3 !C2H5 þH 2.71� 10�19 cm3 � s�1 [109]

CH3 þCH3 þCH4 !C2H6 þCH4 1.56� 10�26 cm6 � s�1 [106]

CH3 þCH2 !C2H4 þH 7.01� 10�11 cm3 � s�1 [106]

CH3 þC2H6 !C2H5 þCH4 7.21� 10�21 cm3 � s�1 [106]

CH3 þC2H5 !C2H4 þCH4 1.91� 10�12 cm3 � s�1 [107]

CH3 þC2H5 þCH4 !C3H8 þCH4 1.00� 10�28 cm6 � s�1 a

CH3 þC2H4 !C2H3 þCH4 1.94� 10�21 cm3 � s�1 [105]

CH3 þC2H3 !C2H2 þCH4 6.51� 10�13 cm3 � s�1 [105]

CH3 þC2H3 þCH4 !C3H6 þCH4 1.20� 10�10 cm3 � s�1 [110]

4.91� 10�30 cm6 � s�1 b

CH3 þC2H2 !CH4 þC2H 7.65� 10�26 cm3 � s�1 [105]

CH3 þC3H8 !C3H7 þCH4 1.02� 10�20 cm3 � s�1 [107]

CH3 þC3H7 !C3H6 þCH4 3.07� 10�12 cm3 � s�1 [107]

CH3 þC3H6 !C3H5 þCH4 1.24� 10�19 cm3 � s�1 [108]

CH3 þH2 !CH4 þH 9.60� 10�21 cm3 � s�1 [106]

CH3 þH!CH2 þH2 9.96� 10�22 cm3 � s�1 [106]

CH3 þHþCH4 !CH4 þCH4 2.97� 10�28 cm6 � s�1 [106]

CH2 þCH2 !C2H2 þ 2H 5.27� 10�11 cm3 � s�1 [106]

CH2 þC2H5 !C2H4 þCH3 3.01� 10�11 cm3 � s�1 [105]

CH2 þC2H3 !C2H2 þCH3 3.01� 10�11 cm3 � s�1 [105]

CH2 þC2H!C2H2 þCH 3.01� 10�11 cm3 � s�1 [105]

CH2 þC3H8 !C3H7 þCH3 1.02� 10�20 cm3 � s�1 [107]

CH2 þC3H7 !C2H4 þC2H5 3.01� 10�11 cm3 � s�1 [107]

CH2 þC3H7 !C3H6 þCH3 3.01� 10�12 cm3 � s�1 [107]

CH2 þC3H6 !C3H5 þCH3 3.65� 10�17 cm3 � s�1 [108]

CH2 þH2 !CH3 þH 5.00� 10�15 cm3 � s�1 [105]

CH2 þH!CHþH2 2.01� 10�10 cm3 � s�1 [106]
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CHþC2H6 þCH4 !C3H7 þCH4 2.78� 10�10 cm3 � s�1 [106]

1.14� 10�29 cm6 � s�1 b

CHþH2 !CH2 þH 6.80� 10�13 cm3 � s�1 [106]

CHþH!CþH2 1.00� 10�10 cm3 � s�1 [111]

CþH2 !CHþH 1.50� 10�10 cm3 � s�1 [112]

C2H6 þC2H3 !C2H5 þC2H4 3.39� 10�21 cm3 � s�1 [105]

C2H6 þC2H!C2H2 þC2H5 5.99� 10�12 cm3 � s�1 [105]

C2H6 þC3H7 !C3H8 þC2H5 3.16� 10�22 cm3 � s�1 [107]

C2H6 þC3H5 !C3H6 þC2H5 2.02� 10�28 cm3 � s�1 [108]

C2H6 þH!C2H5 þH2 4.96� 10�17 cm3 � s�1 [108]

C2H5 þC2H5 !C2H6 þC2H4 2.41� 10�12 cm3 � s�1 [106]

C2H5 þC2H4 !C2H6 þC2H3 4.56� 10�27 cm3 � s�1 [105]

C2H5 þC2H2 !C2H6 þC2H 3.72� 10�30 cm3 � s�1 [105]

C2H5 þC2H!C2H4 þC2H2 3.01� 10�12 cm3 � s�1 [105]

C2H5 þC3H8 !C2H6 þC3H7 3.62� 10�22 cm3 � s�1 [107]

C2H5 þC3H7 !C3H8 þC2H4 1.91� 10�12 cm3 � s�1 [107]

C2H5 þC3H7 !C3H6 þC2H6 2.41� 10�12 cm3 � s�1 [107]

C2H5 þC3H6 !C3H5 þC2H6 2.53� 10�20 cm3 � s�1 [108]

C2H5 þC3H5 !C3H6 þC2H4 5.36� 10�12 cm3 � s�1 [108]

C2H5 þH2 !C2H6 þH 2.97� 10�21 cm3 � s�1 [105]

C2H5 þH!CH3 þCH3 5.99� 10�11 cm3 � s�1 [106]

C2H5 þH!C2H4 þH2 3.01� 10�12 cm3 � s�1 [105]

C2H5 þHþCH4 !C2H6 þCH4 2.25� 10�10 cm3 � s�1 [113]

9.20� 10�30 cm6 � s�1 b

C2H4 þC2H!C2H2 þC2H3 1.40� 10�10 cm3 � s�1 [110]

C2H4 þH!C2H3 þH2 4.92� 10�21 cm3 � s�1 [105]

C2H4 þHþCH4 !C2H5 þCH4 3.66� 10�30 cm6 � s�1 [106]

C2H3 þC2H3 !C2H4 þC2H2 1.60� 10�12 cm3 � s�1 [105]

C2H3 þC2H!C2H2 þC2H2 1.60� 10�12 cm3 � s�1 [105]

C2H3 þC3H8 !C2H4 þC3H7 3.40� 10�21 cm3 � s�1 [107]

C2H3 þC3H7 !C3H8 þC2H2 2.01� 10�12 cm3 � s�1 [107]

C2H3 þC3H7 !C3H6 þC2H4 2.01� 10�12 cm3 � s�1 [107]

C2H3 þC3H6 !C3H5 þC2H4 6.58� 10�19 cm3 � s�1 [108]

C2H3 þC3H5 !C3H6 þC2H2 8.00� 10�12 cm3 � s�1 [108]

C2H3 þH2 !C2H4 þH 9.78� 10�20 cm3 � s�1 [105]

C2H3 þH!C2H2 þH2 2.01� 10�11 cm3 � s�1 [106]

C2H3 þHþCH4 !C2H4 þCH4 2.02� 10�10 cm3 � s�1 [113]

8.26� 10�30 cm6 � s�1 b

C2H2 þC2H!C4H2 þH 1.50� 10�10 cm3 � s�1 [88]

C2H2 þH!C2HþH2 6.12� 10�27 cm3 � s�1 [105]

C2H2 þHþCH4 !C2H3 þCH4 2.81� 10�31 cm6 � s�1 [106]

C2HþC2H!C2H2 þC2 3.01� 10�12 cm3 � s�1 [105]

C2HþC3H8 !C2H2 þC3H7 5.99� 10�12 cm3 � s�1 [107]

C2HþC3H7 !C3H6 þC2H2 1.00� 10�11 cm3 � s�1 [107]

C2HþC3H6 !C3H5 þC2H2 5.99� 10�12 cm3 � s�1 [108]

Table A.3. (Continued)
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C2HþH2 !C2H2 þH 1.52� 10�13 cm3 � s�1 [105]

C2HþH!C2 þH2 1.66� 10�31 cm3 � s�1 [105]

C2HþHþCH4 !C2H2 þCH4 2.31� 10�10 cm3 � s�1 [113]

9.44� 10�30 cm6 � s�1 b

C3H8 þC3H5 !C3H6 þC3H7 2.02� 10�28 cm3 � s�1 [108]

C3H8 þH!C3H7 þH2 5.15� 10�17 cm3 � s�1 [107]

C3H7 þC3H7 !C3H6 þC3H8 2.81� 10�12 cm3 � s�1 [107]

C3H7 þC3H6 !C3H5 þC3H8 2.53� 10�20 cm3 � s�1 [108]

C3H7 þC3H5 !C3H6 þC3H6 3.00� 10�12 cm3 � s�1 [108]

C3H7 þH2 !C3H8 þH 7.12� 10�21 cm3 � s�1 [107]

C3H7 þH!C3H6 þH2 3.01� 10�12 cm3 � s�1 [107]

C3H7 þHþCH4 !C3H8 þCH4 9.68� 10�11 cm3 � s�1 [113]

3.96� 10�30 cm6 � s�1 b

C3H6 þH!C3H5 þH2 6.94� 10�15 cm3 � s�1 [108]

C3H6 þHþCH4 !C3H7 þCH4 9.26� 10�14 cm3 � s�1 [108]

3.79� 10�33 cm6 � s�1 b

C3H5 þH2 !C3H6 þH 2.05� 10�27 cm3 � s�1 [108]

C3H5 þHþCH4 !C3H6 þCH4 3.26� 10�10 cm3 � s�1 [114]

1.33� 10�29 cm6 � s�1 b

HþHþCH4 !H2 þCH4 6.00� 10�33 cm6 � s�1 [106]

Table A.3. (Continued)

Table A.4. Ion–neutral reactions included in the model, as well as the corresponding rate coefficients and the references where these data
were adopted from.

CHþ
5 þCH2 !CHþ

3 þCH4 9.60� 10�10 cm3 � s�1 [115]

CHþ
5 þCH!CHþ

2 þCH4 6.90� 10�10 cm3 � s�1 [115]

CHþ
5 þC!CHþþCH4 1.20� 10�09 cm3 � s�1 [115]

CHþ
5 þC2H6 !C2Hþ

5 þH2 þCH4 2.25� 10�10 cm3 � s�1 [116]

CHþ
5 þC2H4 !C2Hþ

5 þCH4 1.50� 10�09 cm3 � s�1 [115]

CHþ
5 þC2H2 !C2Hþ

3 þCH4 1.60� 10�09 cm3 � s�1 [115]

CHþ
5 þC2H!C2Hþ

2 þCH4 9.00� 10�10 cm3 � s�1 [115]

CHþ
5 þC2 !C2HþþCH4 9.50� 10�10 cm3 � s�1 [115]

CHþ
5 þH!CHþ

4 þH2 1.50� 10�10 cm3 � s�1 [115]

CHþ
4 þCH4 !CHþ

5 þCH3 1.50� 10�09 cm3 � s�1 [115]

CHþ
4 þC2H6 !C2Hþ

4 þCH4 þH2 1.91� 10�09 cm3 � s�1 [116]

CHþ
4 þC2H4 !C2Hþ

5 þCH3 4.23� 10�10 cm3 � s�1 [115]

CHþ
4 þC2H4 !C2Hþ

4 þCH4 1.38� 10�09 cm3 � s�1 [115]

CHþ
4 þC2H2 !C2Hþ

3 þCH3 1.23� 10�09 cm3 � s�1 [115]

CHþ
4 þC2H2 !C2Hþ

2 þCH4 1.13� 10�09 cm3 � s�1 [115]

CHþ
4 þH2 !CHþ

5 þH 3.30� 10�11 cm3 � s�1 [115]

CHþ
4 þH!CHþ

3 þH2 1.00� 10�11 cm3 � s�1 [115]

CHþ
3 þCH4 !CHþ

4 þCH3 1.36� 10�10 cm3 � s�1 [117]

CHþ
3 þCH4 !C2Hþ

5 þH2 1.20� 10�09 cm3 � s�1 [115]

CHþ
3 þCH2 !C2Hþ

3 þH2 9.90� 10�10 cm3 � s�1 [115]
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CHþ
3 þCH!C2Hþ

2 þH2 7.10� 10�10 cm3 � s�1 [115]

CHþ
3 þC!C2HþþH2 1.20� 10�09 cm3 � s�1 [115]

CHþ
3 þC2H6 !C2Hþ

5 þCH4 1.48� 10�09 cm3 � s�1 [115]

CHþ
3 þC2H4 !C2Hþ

3 þCH4 3.50� 10�10 cm3 � s�1 [115]

CHþ
3 þC2H3 !C2Hþ

3 þCH3 3.00� 10�10 cm3 � s�1 [115]

CHþ
2 þCH4 !CHþ

3 þCH3 1.38� 10�10 cm3 � s�1 [39]

CHþ
2 þCH4 !C2Hþ

5 þH 3.60� 10�10 cm3 � s�1 [115]

CHþ
2 þCH4 !C2Hþ

4 þH2 8.40� 10�10 cm3 � s�1 [115]

CHþ
2 þCH4 !C2Hþ

3 þH2 þH 2.31� 10�10 cm3 � s�1 [39]

CHþ
2 þCH4 !C2Hþ

2 þ 2H2 3.97� 10�10 cm3 � s�1 [39]

CHþ
2 þC!C2HþþH 1.20� 10�09 cm3 � s�1 [115]

CHþ
2 þH2 !CHþ

3 þH 1.60� 10�09 cm3 � s�1 [115]

CHþþCH4 !C2Hþ
4 þH 6.50� 10�11 cm3 � s�1 [115]

CHþþCH4 !C2Hþ
3 þH2 1.09� 10�09 cm3 � s�1 [115]

CHþþCH4 !C2Hþ
2 þH2 þH 1.43� 10�10 cm3 � s�1 [115]

CHþþCH2 !C2HþþH2 1.00� 10�09 cm3 � s�1 [115]

CHþþCH!Cþ
2 þH2 7.40� 10�10 cm3 � s�1 [115]

CHþþC!Cþ
2 þH 1.20� 10�09 cm3 � s�1 [115]

CHþþH2 !CHþ
2 þH 1.20� 10�09 cm3 � s�1 [115]

CHþþH!CþþH2 7.50� 10�10 cm3 � s�1 [115]

CþþCH4 !C2Hþ
3 þH 1.10� 10�09 cm3 � s�1 [115]

CþþCH4 !C2Hþ
2 þH2 4.00� 10�10 cm3 � s�1 [115]

CþþCH3 !C2Hþ
2 þH 1.30� 10�09 cm3 � s�1 [115]

CþþCH3 !C2HþþH2 1.00� 10�09 cm3 � s�1 [115]

CþþCH2 !CHþ
2 þC 5.20� 10�10 cm3 � s�1 [115]

CþþCH2 !C2HþþH 5.20� 10�10 cm3 � s�1 [115]

CþþCH!CHþþC 3.80� 10�10 cm3 � s�1 [115]

CþþCH!Cþ
2 þH 3.80� 10�10 cm3 � s�1 [115]

CþþC2H6 !C2Hþ
5 þCH 2.31� 10�10 cm3 � s�1 [115]

CþþC2H6 !C2Hþ
4 þCH2 1.16� 10�10 cm3 � s�1 [115]

CþþC2H6 !C2Hþ
3 þCH3 4.95� 10�10 cm3 � s�1 [115]

CþþC2H6 !C2Hþ
2 þCH4 8.25� 10�11 cm3 � s�1 [115]

CþþC2H5 !C2Hþ
5 þC 5.00� 10�10 cm3 � s�1 [115]

CþþC2H4 !C2Hþ
4 þC 1.70� 10�11 cm3 � s�1 [115]

CþþC2H4 !C2Hþ
3 þCH 8.50� 10�11 cm3 � s�1 [115]

C2Hþ
6 þC2H4 !C2Hþ

4 þC2H6 1.15� 10�09 cm3 � s�1 [115]

C2Hþ
6 þC2H2 !C2Hþ

5 þC2H3 2.47� 10�10 cm3 � s�1 [115]

C2Hþ
6 þH!C2Hþ

5 þH2 1.00� 10�10 cm3 � s�1 [115]

C2Hþ
5 þH!C2Hþ

4 þH2 1.00� 10�11 cm3 � s�1 [115]

C2Hþ
4 þC2H3 !C2Hþ

5 þC2H2 5.00� 10�10 cm3 � s�1 [115]

C2Hþ
4 þC2H3 !C2Hþ

3 þC2H4 5.00� 10�10 cm3 � s�1 [115]

C2Hþ
4 þH!C2Hþ

3 þH2 3.00� 10�10 cm3 � s�1 [115]

C2Hþ
3 þC2H6 !C2Hþ

5 þC2H4 2.91� 10�10 cm3 � s�1 [115]

Table A.4. (Continued)
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Table A.4. (Continued)

C2Hþ
3 þC2H4 !C2Hþ

5 þC2H2 8.90� 10�10 cm3 � s�1 [115]

C2Hþ
3 þC2H3 !C2Hþ

5 þC2H 5.00� 10�10 cm3 � s�1 [115]

C2Hþ
3 þC2H!C2Hþ

2 þC2H2 3.30� 10�10 cm3 � s�1 [115]

C2Hþ
3 þH!C2Hþ

2 þH2 6.80� 10�11 cm3 � s�1 [115]

C2Hþ
2 þCH4 !C2Hþ

3 þCH3 4.10� 10�09 cm3 � s�1 [39]

C2Hþ
2 þC2H6 !C2Hþ

5 þC2H3 1.31� 10�10 cm3 � s�1 [116]

C2Hþ
2 þC2H6 !C2Hþ

4 þC2H4 2.48� 10�10 cm3 � s�1 [115]

C2Hþ
2 þC2H4 !C2Hþ

4 þC2H2 4.14� 10�10 cm3 � s�1 [115]

C2Hþ
2 þC2H3 !C2Hþ

3 þC2H2 3.30� 10�10 cm3 � s�1 [115]

C2Hþ
2 þH2 !C2Hþ

3 þH 1.00� 10�11 cm3 � s�1 [115]

C2HþþCH4 !C2Hþ
2 þCH3 3.74� 10�10 cm3 � s�1 [115]

C2HþþCH2 !CHþ
3 þC2 4.40� 10�10 cm3 � s�1 [115]

C2HþþCH!CHþ
2 þC2 3.20� 10�10 cm3 � s�1 [115]

C2HþþH2 !C2Hþ
2 þH 1.10� 10�09 cm3 � s�1 [115]

Cþ
2 þCH4 !C2Hþ

2 þCH2 1.82� 10�10 cm3 � s�1 [115]

Cþ
2 þCH4 !C2HþþCH3 2.38� 10�10 cm3 � s�1 [115]

Cþ
2 þCH2 !CHþ

2 þC2 4.50� 10�10 cm3 � s�1 [115]

Cþ
2 þCH!CHþþC2 3.20� 10�10 cm3 � s�1 [115]

Cþ
2 þC!CþþC2 1.10� 10�10 cm3 � s�1 [115]

Cþ
2 þH2 !C2HþþH 1.10� 10�09 cm3 � s�1 [115]

Hþ
3 þCH4 !CHþ

5 þH2 2.40� 10�09 cm3 � s�1 [115]

Hþ
3 þCH3 !CHþ

4 þH2 2.10� 10�09 cm3 � s�1 [115]

Hþ
3 þCH2 !CHþ

3 þH2 1.70� 10�09 cm3 � s�1 [115]

Hþ
3 þCH!CHþ

2 þH2 1.20� 10�09 cm3 � s�1 [115]

Hþ
3 þC!CHþþH2 2.00� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H6 !C2Hþ

5 þ 2H2 2.40� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H5 !C2Hþ

6 þH2 1.40� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H4 !C2Hþ

5 þH2 1.15� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H4 !C2Hþ

3 þ 2H2 1.15� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H3 !C2Hþ

4 þH2 2.00� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H2 !C2Hþ

3 þH2 3.50� 10�09 cm3 � s�1 [115]

Hþ
3 þC2H!C2Hþ

2 þH2 1.70� 10�09 cm3 � s�1 [115]

Hþ
3 þC2 !C2HþþH2 1.80� 10�09 cm3 � s�1 [115]

Hþ
2 þCH4 !CHþ

5 þH 1.14� 10�10 cm3 � s�1 [115]

Hþ
2 þCH4 !CHþ

4 þH2 1.40� 10�09 cm3 � s�1 [115]

Hþ
2 þCH4 !CHþ

3 þH2 þH 2.30� 10�09 cm3 � s�1 [115]

Hþ
2 þCH2 !CHþ

3 þH 1.00� 10�09 cm3 � s�1 [115]

Hþ
2 þCH2 !CHþ

2 þH2 1.00� 10�09 cm3 � s�1 [115]

Hþ
2 þCH!CHþ

2 þH 7.10� 10�10 cm3 � s�1 [115]

Hþ
2 þCH!CHþþH2 7.10� 10�10 cm3 � s�1 [115]

Hþ
2 þC!CHþþH 2.40� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H6 !C2Hþ

6 þH2 2.94� 10�10 cm3 � s�1 [115]

Hþ
2 þC2H6 !C2Hþ

5 þH2 þH 1.37� 10�09 cm3 � s�1 [115]
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Table A.4. (Continued)

Hþ
2 þC2H6 !C2Hþ

4 þ 2H2 2.35� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H6 !C2Hþ

3 þ 2H2þH 6.86� 10�10 cm3 � s�1 [116]

Hþ
2 þC2H6 !C2Hþ

2 þ 3H2 1.96� 10�10 cm3 � s�1 [116]

Hþ
2 þC2H4 !C2Hþ

4 þH2 2.21� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H4 !C2Hþ

3 þH2 þH 1.81� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H4 !C2Hþ

2 þ 2H2 8.82� 10�10 cm3 � s�1 [115]

Hþ
2 þC2H2 !C2Hþ

3 þH 4.80� 10�10 cm3 � s�1 [115]

Hþ
2 þC2H2 !C2Hþ

2 þH2 4.82� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H!C2Hþ

2 þH 1.00� 10�09 cm3 � s�1 [115]

Hþ
2 þC2H!C2HþþH2 1.00� 10�09 cm3 � s�1 [115]

Hþ
2 þC2 !C2HþþH 1.10� 10�09 cm3 � s�1 [115]

Hþ
2 þC2 !Cþ

2 þH2 1.10� 10�09 cm3 � s�1 [115]

Hþ
2 þH2 !Hþ

3 þH 2.08� 10�09 cm3 � s�1 [115]

Hþ
2 þH!HþþH2 6.40� 10�10 cm3 � s�1 [115]

HþþCH4 !CHþ
4 þH 1.50� 10�09 cm3 � s�1 [115]

HþþCH4 !CHþ
3 þH2 2.30� 10�09 cm3 � s�1 [115]

HþþCH3 !CHþ
3 þH 3.40� 10�09 cm3 � s�1 [115]

HþþCH2 !CHþ
2 þH 1.40� 10�09 cm3 � s�1 [115]

HþþCH2 !CHþþH2 1.40� 10�09 cm3 � s�1 [115]

HþþCH!CHþþH 1.90� 10�09 cm3 � s�1 [115]

HþþC2H6 !C2Hþ
5 þH2 1.30� 10�09 cm3 � s�1 [115]

HþþC2H6 !C2Hþ
4 þH2 þH 1.40� 10�09 cm3 � s�1 [115]

HþþC2H6 !C2Hþ
3 þ 2H2 2.80� 10-09 cm3 � s�1 [115]

HþþC2H5 !C2Hþ
4 þH2 1.65� 10�09 cm3 � s�1 [115]

HþþC2H5 !C2Hþ
3 þH2 þH 3.06� 10�09 cm3 � s�1 [115]

HþþC2H4 !C2Hþ
4 þH 1.00� 10�09 cm3 � s�1 [115]

HþþC2H4 !C2Hþ
3 þH2 3.00� 10�09 cm3 � s�1 [115]

HþþC2H4 !C2Hþ
2 þH2 þH 1.00� 10�09 cm3 � s�1 [115]

HþþC2H3 !C2Hþ
3 þH 2.00� 10�09 cm3 � s�1 [115]

HþþC2H3 !C2Hþ
2 þH2 2.00� 10�09 cm3 � s�1 [115]

HþþC2H2 !C2Hþ
2 þH 5.40� 10�10 cm3 � s�1 [115]

HþþC2H!C2HþþH 1.50� 10�09 cm3 � s�1 [115]

HþþC2H!Cþ
2 þH2 1.50� 10�09 cm3 � s�1 [115]

HþþC2 !Cþ
2 þH 3.10� 10�09 cm3 � s�1 [115]
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