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Computer Modeling of Plasmas and Plasma-
Surface Interactions
Annemie Bogaerts,* Evi Bultinck, Maxie Eckert, Violeta Georgieva,
Ming Mao, Erik Neyts, Laurent Schwaederlé
In this paper, an overview is given of different modeling approaches used for describing gas
discharge plasmas, as well as plasma-surface interactions. A fluid model is illustrated for
describing the detailed plasma chemistry in capacitively coupled rf discharges. The strengths
and limitations of Monte Carlo simulations and of a
particle-in-cell–Monte Carlo collisions model are
explained for a magnetron discharge, whereas the
capabilities of a hybrid Monte Carlo–fluid approach
are illustrated for a direct current glow discharge used
for spectrochemical analysis of materials. Finally,
some examples of molecular dynamics simulations,
for the purpose of plasma-deposition, are given.
Introduction

There exist several approaches in literature to model gas

discharge plasmas, including analytical models,[1] fluid

models,[2] the Boltzmann transport equation,[3] Monte

Carlo (MC)[4] and particle-in-cell–Monte Carlo collisions

(PIC-MCC) simulations,[5] and hybrid modeling networks,

consisting of different kinds of models, such as fluid and

Monte Carlo simulations.[6] All these modeling approaches

have their specific advantages and limitations, and

therefore, the choice of the model is often dictated by

the gas discharge and conditions under study. This will be

illustrated below, with some examples of modeling

activities, currently going on in our research group.

Furthermore, besides the plasma processes themselves, a

better understanding of the interaction of the plasma

species with the surface is also of great importance,

because it determines the boundary conditions of the
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plasma modeling, and also because it forms the basis of

many applications, such as thin film deposition, surface

etching, modification, etc. Therefore, besides modeling of

the plasma behavior itself, some examples will also be

given here of molecular dynamics (MD) simulations

carried out in our research group, to describe plasma-

surface interactions for thin film deposition purposes.
Fluid Modeling

Fluid modeling is based on solving the continuity and

transport equations (often based on diffusion and migra-

tion) for the various plasma species, in combination with

Poisson equation, in order to obtain a self-consistent

electric field distribution. This approach is particularly

suitable for describing the detailed plasma chemistry, as

will be illustrated here for capacitively coupled (cc) rf

discharges in C2H2. Indeed, a large number of different

plasma species and chemical reactions can be included in

the model, without too much computational effort. In the

case of a C2H2 plasma, 78 different species (i.e., molecules,

radicals, positive and negative ions, up to a maximum of

12 C-atoms, as well as the electrons) were included in the
DOI: 10.1002/ppap.200800207 295
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model, and around 400 chemical reactions were taken into

account. More details of the species and reactions included

in the model can be found in ref. [7] By comparing with

experimental data, for instance mass spectra, some

knowledge can be obtained on the relative importance

of certain mechanisms, as illustrated below. Figure 1 and 2

illustrate a comparison between our calculated species

intensities (based on the fluxes towards the electrode) and

mass spectral intensities, for positive and negative ions,

respectively. It is clear that the mass spectra, as measured

by Deschenaux et al.[8] contain much more peaks than the

simulated spectra, illustrating that a lot of different species

are present in the plasma. However, the most important

peaks are also found back in the simulated spectra, and the

relative intensities show very similar trends. This is

especially true for the positive ions (see Figure 1). For

the negative ions (Figure 2), the agreement is slightly

worse, but still very reasonable. Indeed, the C6H
� ion is

found to be the dominant negative ion, whereas in our

previous model for a C2H2 plasma,[9] the C2H
� ion

appeared to have the largest intensity and a decreasing

trend towards larger negative ions was predicted.[9] This

illustrates that some mechanisms were at that point not

yet included in our model, which turn out to be important

in the plasma. These new mechanisms were proposed in

our recent paper.[7] Indeed, in our previous model only the

so-called Winchester mechanism[10] was included for

anion growth, i.e., the primary C2H
� ions, generated

through electron impact dissociative attachment on C2H2,

can trigger a consecutive chain of polymerization reactions

with C2H2 insertion to form larger anions C2nH
� (n¼ 2–6).

However, this yields the decreasing trend towards larger

anions, as shown in ref. [9] Therefore, a new mechanism

was proposed,[7] based on dissociative electron attachment

to larger hydrocarbon molecules (C2nH2; n¼ 2–5), and

more specifically to branched C2nH2 molecules (n> 2).

These branched molecules are suggested to be formed in

the polymerization process of C2nH2 growth, where

the C2H radical is not only attached to the end C-atoms

(yielding linear structures) but also to the middle C-atoms,

giving rise to branched molecules. Assuming that these

branched molecules are characterized by a higher reactiv-

ity, giving enhanced dissociative electron attachment, this

can explain why the C6H
� ions have the highest intensity

(see ref. [7] for a more detailed discussion). This example

illustrates that the detailed plasma chemistry can be

investigated via fluid modeling, and newmechanisms can

be proposed, by comparing with experimental data. Such

investigations are important, as these reactions are

considered as the initial mechanisms towards nanoparti-

cle formation and growth in C2H2 plasmas. It should,

however, be mentioned that, when investigating detailed

plasma chemistry, the weak point of fluid modeling (and

modeling in general) is the lack of suitable data for the rate
DOI: 10.1002/ppap.200800207
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Figure 1. Calculated a) and measured b) mass spectra of the positive ions in a capacitively coupled radiofrequency discharge, operating in
acetylene at 27 Pa, 13.56 MHz and 40 W (adopted from ref. [7] with kind permission of IOP Publishing).

Figure 2. Calculated a) and measured b) mass spectra of the negative ions in a capacitively coupled radiofrequency discharge, operating in
acetylene at 27 Pa, 13.56 MHz and 40 W (Adopted from ref. [7] with kind permission of IOP Publishing).
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constants of all chemical reactions included in the model.

Therefore, assumptions often have to be made, based on

similar reactions and comparison with experiment. This

clearly shows the need of more complete databases for

modeling. Another weak point of fluid modeling is that it

assumes that the energy of the plasma species, gained by

the electric field, is more or less balanced by their energy

lost as a result of collisions in the plasma. For the heavy

particles, such as ions, and certainly for the neutral species

(molecules, radicals) which do not gain energy from the

electric field, this is a good approximation, but on the other

hand, the electrons typically gain more energy from the

electric field than they lose by collisions, especially in the

case of low pressures. The electron energy is often

calculated in fluid modeling by solving an energy balance

equation, but this yields only the mean electron energy,

whereas in reality, electrons can have energies ranging

from thermal to high energies, corresponding to the

discharge voltage. This electron energy can be calculated

more accurately in Monte Carlo (MC) simulations, as

illustrated below.
Figure 3. Calculated trajectory of one electron, emitted from the
cathode of a direct current magnetron discharge, operating in
pure Ar at 10 Pa, a) side view, b) perspective view. The magnetic
field lines, as calculated by the Open Source finite element solver
GetDP,[11] are indicated in the right half of Figure 3a. The collisions
carried out by the electron are visualized with red full circles
(ionization), blue rectangles (excitation) and green dots (elastic
collisions). The position where the electron is emitted from the
cathode is indicated in Figure 3b by a small arrow.
Monte Carlo (MC) Simulations

The example shown here describes magnetron discharges

used for sputter-deposition applications. The electrons are

trapped in the magnetic field, and give rise to enhanced

ionization in the plasma, due to their longer path lengths.

The behavior of the electrons in the plasma can verywell be

described with MC simulations. Indeed, the detailed

trajectory of individual electrons, under the influence of

the electric and magnetic field, is calculated with Newton’s

laws. The collisions (i.e., occurrence of a collision, kind of

collision, and new energy and direction after collision) are

treated with random numbers. By following in this way a

large number of individual electrons, their behavior can be

statistically simulated. Figure 3 illustrates the trajectory of

one electron as a function of time, starting from its emission

from the cathode (target) until it escapes themagnetic trap,

for an unbalanced circular planarmagnetron reactor, in side

view a) and perspective view b). The electron starting

position is indicated in Figure 3b by a small arrow. The

computational volume is a cylinderwith the same diameter

as the target diameter (50 mm) and a height of 20 mm. The

static magnetic flux density is calculated in a full 3D

configuration using the Open Source finite element solver

GetDP[11] to solve the magnetostatic equations, together

with the three-dimensional finite element mesh generator

Gmsh.[12] The calculated B magnetic field is indicated in the

right half of Figure 3a. The magnetic field at the target

surface is of the order of 0.13 T at the radial positionwhere it

is parallel to the target (r¼ 12.5 mm). The electron trapping

and hopping around the magnetic field lines is clearly
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visible. When the electrons reach the target again, they can

be recaptured or reflected. The present example is for pure

Ar gas at a pressure of 10 Pa. This value is significantly

higher than in typical magnetron discharges, but it is

adopted here to illustrate the trajectory and the effect of

collisions. Only electron impact ionization, excitation and

elastic collisions with Ar atoms are taken into account.

These collisions are indicated in Figure 3a and b by red full

circles, blue triangles and green dots, respectively. The

electron is tracked until it exits the computational volume.

In the present example, the test electron stays for 1.63 ms

(physical time) in the computational volume, after emission

from the cathode until the exit, and it induces 13

ionizations, 7 excitations of argon atoms and it undergoes

884 elastic collisions. A typical ionization distribution,

caused by 50 000 electrons, for a pure Ar discharge at a

pressure of 0.8 Pa (i.e., more characteristic for magnetrons),

is presented in Figure 4. In this case, the electrons are

tracked until their total energy (i.e., sum of potential and

kinetic energies) drops below 11.5 eV, in order to save
DOI: 10.1002/ppap.200800207
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Figure 5. Calculated normalized erosion profile, obtained from
Figure 4, by projection of the ionization distribution onto the
target, and comparison with the measured normalized erosion
profile.

Figure 4. Calculated distribution of ionization collisions of 50 000
electrons, in a direct current magnetron discharge, operating in
pure Ar at 0.8 Pa.
computation time. Indeed, electrons with lower energy do

not contribute to ionization and excitation collisions and

their role as fast electrons is of minor importance. In real

time, it takes typically 4 h of computation time to follow

these 50000 electrons on a normal PC. Asmentioned above,

when the electrons reach the target, they can either be

recaptured or reflected. Exact values for the reflection

coefficient are not known, but assuming a value of 0.5, it

was found thatmost electrons are quickly recaptured at the

cathode. Typically only 5%of the simulated electrons induce

collisions and contribute to the ionization in the plasma. It

is obvious that most ionization takes place in a ring shape,

which corresponds to the magnetic field distribution, i.e., in

the area where the magnetic field is parallel to the target

surface. Consequently, at these positions, the ion density

and flux toward the cathode will reach a maximum, giving

rise to enhanced sputtering. The calculated erosion profile

(i.e., depth normalized to the maximum depth), as

determined from the projection of the ionization distribu-

tion on the cathode, is illustrated in Figure 5. By doing this

projection we assume that ions are not influenced by the

magnetic field and strike the cathode at the same radial

position as their position of formation. The calculated

erosion profile appears to be in good correlation with the

measured normalized erosion profile, as indicated in

Figure 5 by the solid line. This example shows the power

of MC simulations for describing the detailed electron

behavior. Typical calculation times are a fewhours, which is

very reasonable, certainly in comparison to particle-in-cell–

Monte Carlo collision (PIC-MCC) simulations (see below).

However, this method is not a self-consistent simulation

method, as the electric field distribution needs to be used as

input in themodel, and is not calculated self-consistently as

a result of the charge density distribution. It can, for

instance, be obtained from analytical formulas,[13] or from

other calculations, such as PIC-MCC simulations, which are

a self-consistent simulation method, as will be explained

below.
Plasma Process. Polym. 2009, 6, 295–307

� 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
Particle-in-Cell–Monte Carlo Collisions
(PIC-MCC) Simulations

Particle-in-cell–Monte Carlo collisions (PIC-MCC) simula-

tions are based on the same principle as MC simulations,

i.e., the trajectory of a large number of individual species is

calculated using Newton’s laws, whereas their collisions

are treated with random numbers. However, in PIC-MCC

simulations, the electric field distribution is also calculated

self-consistently from the positions of the charged species.

For this purpose, the positions of the species are projected

onto a grid, to obtain a charge density distribution, from

which the electric field distribution can be calculated with

Poisson equation. However, describing in detail the

charged species behavior togetherwith solving the Poisson

equation requires a long calculation time. In order to

reduce the computation time, the real particles (i.e.,

electrons and ions) are replaced by a number of so-called

super-particles, with a weight corresponding to the

number of real particles which they represent. Never-

theless, calculation times can still rise to several weeks for

describing magnetron discharges, certainly when some

plasma chemistry is included, such as for reactive sputter-

deposition applications. The example illustrated here is a

PIC-MCC simulation applied to a planar dc magnetron,

operating in an Ar/N2 gasmixture with Ti target (cathode),

used for the reactive sputter-deposition of TiNx films.[14,15]

In this case, beside electrons also several types of ions

(Arþ, Nþ
2 , N

þ, Tiþ) and fast atoms (Arf, Tif, Nf) are described

in the PIC-MCC model. The fast Ar atoms are created from

elastic (including charge transfer) collisions of the Arþ ions

with the Ar gas. The fast Ti and N atoms are formed by

sputtering, and are followed in this model until they are

thermalized. Their further behavior, once thermalized, is

described with a diffusion equation, including several

production and loss terms (e.g., ionization). Details of this
www.plasma-polymers.org 299
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Figure 6. Calculated sputtered fluxes from the cathode a) and
fluxes to the anode b), as a function of radial position on the
cathode and anode, for both Ti (solid lines) and N (dashed lines)
atoms, at different partial pressures of N2. The Ar partial pressure
is 1 Pa.
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model can be found in.[14] Figure 6a illustrates the

calculated fluxes of sputtered Ti and N atoms from the

target, as a function of radial position, for pure Ar gas (1 Pa)

and for several different partial pressures of N2 added to

the (1 Pa) Ar gas. It is clear that the sputtering occurs

mainly at a radial position between 10 and 15 mm from

the center, where the magnetic field is parallel to the

target. This corresponds to the racetrack, which was also

illustrated in Figure 5 above. In pure Ar, there is of course

only sputtering of Ti. Upon addition of N2 to the Ar gas, the

sputtered Ti flux drops significantly. This is a consequence

of the poisoning of the Ti target, i.e., once N2 is added to the

Ar gas, it will react with the Ti target (through

chemisorption and implantation), giving rise to a TiNx

layer on the target, which changes (among others) the

sputtering yield of Ti. Möller and Güttler[16] calculated that

the sputtering yield of Ti drops by a factor of 6.4 compared

to the sputter yield of Ti from a metallic matrix. This

explains the lower sputtered flux. However, once the
Plasma Process. Polym. 2009, 6, 295–307
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target is poisoned (which occurs already at 0.03 Pa partial

pressure of N2), the sputter yield of Ti will not change

anymore upon further addition of N2 to the Ar gas, and

therefore the sputtered Ti flux remains more or less

constant, as is seen in Figure 6a. The sputter yield of N from

the TiNx target is slightly higher than the corresponding

sputter yield of Ti,[16] and this explains why the sputtering

flux of N is about 50% higher than the Ti sputtering flux. It

increases slightly upon addition of N2 gas, because the Nþ

and Nþ
2 ion concentrations increase, and they give rise to

more efficient sputtering of N than the Arþ ions.

The sputtered Ti and N atoms pass through the plasma

and can be deposited on the substrate, which is located

opposite to the target, in the magnetron under study.[17]

Furthermore, not only sputtered N atoms, but also N atoms

created in the reactor, for example by dissociation of the N2

gas, can be deposited on the substrate. It is assumed that

the sticking coefficient of N2 molecules is negligible, so

that the N2 molecules do not contribute to film deposi-

tion.[14] Figure 6b depicts the fluxes of Ti and N atoms on

the substrate, as a function of radial position, for the same

conditions as in Figure 6a. Again, the flux of Ti atoms is

largest, in the pure Ar case, and it drops upon addition

of N2 gas, similar to the behavior of the sputtered Ti atoms.

Moreover, the shape of the Ti flux at the substrate also

resembles the shape of the sputtered Ti flux, with a

maximum at a radial position between 10 and 15 mm

from the center. However, the maximum is not so

pronounced, and the profile is more spread out, due to

diffusion of the sputtered atoms through the plasma. For

the N atoms, the peak has disappeared, because most of

the N atoms do not originate from the target, but from

plasma reactions. Furthermore, it is clear that the N flux

increases when more N2 gas is added, as expected. Based

on the sticking coefficients for N and Ti atoms, information

can be obtained on the stoichiometry of the deposited TiNx

film. Assuming a sticking coefficient of 1 for N atoms,[16]

and of 0.5 for Ti atoms,[18] the fluxes presented in Figure 6b

would give rise to a stoichiometry xmuch larger than one.

However, in ref. [19] deposited TiNx films were analyzed

with x values in the range 0.26–1.5. This implies that the

assumed sticking coefficient of N might be much smaller

than 1,[19] and it will probably even be a function of the

coverage of N atoms in the film.[16] In future work, we

would like to investigate this in more detail, by coupling a

surface model to our PIC-MCC model.
Hybrid Monte Carlo–Fluid Modeling
Network

The above PIC-MCC model can give a detailed, self-

consistent and accurate picture of the plasma, taking into

account the non-equilibrium behavior of the plasma
DOI: 10.1002/ppap.200800207
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Table 1. Overview of the species taken into account in the hybrid model, and the models used to describe their behavior.

Species Model

Ar atoms No model (assumed uniformþ thermal)

or: Gas heat conduction equation

or: Gas flow calculation (fluid dynamics)

Fast electrons MC model

Slow electrons Fluid model

Arþ ions Fluid model

MC model in sheath region

Fast Arf atoms MC model in sheath region

Ar atoms in excited levels Collisional-radiative model

Cu sputtering Empirical formulaþflux energy equations

Cu thermalization MC model

Thermal Cu atoms, Cu�, Cuþ, Cuþ�, Cu2þ Collisional-radiation model

Cuþ ions MC model in sheath region
species. However, as mentioned above, it requires a very

long calculation time. Another modeling approach to

obtain a self-consistent and detailed picture of the plasma,

but at a reduced calculation time, is a so-called hybrid

model. By combining different models for different species

(e.g., MC simulations for energetic plasma species, which

are not in equilibrium with the electric field, such as fast

electrons and ions in the sheath region; and fluid models

for thermal plasma species, such as neutrals, and ions in

the bulk plasma), the calculation time is reduced, but the

non-equilibrium plasma behavior is still accounted for.

The capabilities of this modeling approach are illustrated

here for a dc glow discharge, used for analytical spectro-

chemistry applications, where the material to be analyzed

serves as the cathode (target) of the glow discharge, and is

subject to sputtering.[20,21] The sputtered atoms arrive in

the plasma, where they can be ionized and/or excited. The

corresponding ions can be measured in a mass spectro-

meter, whereas the excited atoms emit characteristic

photons, which can be detected with optical emission

spectrometry. For this purpose, not only electrons, various

ions and atoms are included in the model, but also excited

atoms and ions. Table 1 gives an overview of the different

species that have been included in the hybrid modeling

network and the corresponding models used to describe

their behavior. As indicated, the Ar atoms can simply be

considered to be thermal and uniformly distributed in the

plasma, but on the other hand, the calculation of gas

heating, as well as the gas flow have also been coupled to

this hybrid model, by means of a heat conduction

equation[22] and by computational fluid dynamics simula-

tions,[23] respectively. Both models give rise to a

non-uniform gas density distribution, as illustrated in

refs. [22,23]
Plasma Process. Polym. 2009, 6, 295–307
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The electrons are split up in two groups: the so-called

fast electrons, with energy above the threshold for

inelastic collisions, which are treated with a MC model,[24]

whereas the slow electrons are described with a fluid

model.[25] Indeed, the slow electrons do not have to be

described with a MC model, as they cannot give rise to

inelastic collisions; their role in the plasma is to provide

negative space charge and to carry the electrical current,

which can as well be described with a fluid model. The Arþ

ions are also treated in this fluid model, and the continuity

and transport equations of electrons and ions are coupled

to the Poisson equation, in order to obtain a self-consistent

electric field distribution. Furthermore, the Arþ ions are

also described with a MC model in the sheath region,

where a strong electric field is present.[24,26] In this way,

the full ionic energy distribution at the cathode can be

obtained, which is needed to calculate the sputtering

process. For the same reason, also the fast Ar atoms, which

are created from the Arþ ions by elastic (including charge

transfer) collisions, are handled with a MC approach in the

sheath region, because they also contribute to sputter-

ing.[24,26,27] The behavior of Ar atoms in excited levels is

described with a collisional-radiative model.[28] This is

actually a kind of fluid model, consisting of a set of

continuity (or balance) equations (one for each level), with

different production and loss terms, such as electron

impact (de)excitation, ionization, recombination, radiative

decay, etc. More information can be found in ref. [28] The

sputtering process is approximated with an empirical

formula for the sputtering yield,[29] multiplied with the

flux energy distributions of the various species bombard-

ing the cathode, calculated in the MC models. This yields

the flux of sputtered atoms (in this example Cu). The

sputtered atoms have typical energies of several eV, which
www.plasma-polymers.org 301
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they lose rapidly by collisions in the plasma, until they are

thermalized. This is described with a MC model.[30] The

further behavior of the sputtered atoms, i.e., transport by

diffusion, as well as ionization and excitation, and the

behavior of the corresponding ions and atoms in excited

levels, is described again with a collisional-radiative

model.[31] Finally, the behavior of the Cuþ ions in the

sheath region is again describedwith aMonte Carlomodel,

because the Cuþ ions also contribute to sputtering.[27] All

these models are coupled to each other due to the

interaction processes between the various species, and

they are solved iteratively until final convergence is

reached. This takes typically several days, which is

significantly shorter than in the PIC-MC model described

above. Furthermore, the model can easily be extended to

also include other species, such as H2 or N2 impurities.[32,33]

Typical calculation results include the electrical character-

istics (i.e., current-voltage-pressure relationships, electric

field and potential distributions), densities, fluxes and

energies of the various plasma species, and information

about their collisions in the plasma. All these quantities

can be obtained as a function of position in the

plasma.[20,21] Results of interest for the applications

include the erosion rates and crater profiles at the cathode

(i.e., material to be analyzed) due to sputtering, as well as

optical emission intensities.

Figure 7a illustrates a calculated crater profile for the so-

called VG9000 glow discharge cell, after 1 h of sputtering at

1 000 V, 75 Pa and 3 mA.[34] It should be mentioned that

this analytical glow discharge is not only used for bulk
Figure 7. Calculated a) and measured b) crater profiles at the
cathode, obtained after 1 h of sputtering in the so-called VG9000
glow discharge cell, at 1 000 V, 75 Pa and 3 mA. Also shown is the
two-dimensional electric potential distribution for the same
conditions c), illustrating that the equipotential lines are not
completely parallel to the cathode surface. The cathode is located
at the left border of the Figure, whereas the other Figure borders
represent the anode cell walls. The black rectangles between
z¼0 and z¼0.05 cm symbolize the insulating ring between
cathode and anode, and the black rectangles between z¼0.05 cm
and z¼0.15 cm represent the so-called front plate at anode
potential.
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analysis of materials, but also for so-called depth profiling,

i.e., measuring the impurity concentrations in the sample

as a function of depth. For this purpose, it is of course

important to obtain flat crater profiles, so that impurities

at a certain depth are sampled at the same moment in

time. It is clear that the calculated crater profile depicted in

Figure 7a is far from ideal for depth profiling analysis.

Indeed, the crater is much deeper at the sides than in the

center. This so-called ‘‘crater edge effect’’ is also found back

in the measured crater profile, as illustrated in Figure 7b,

which was obtained for exactly the same conditions. The

reason for this effect can be understood, when looking at

the potential distribution in this glow discharge cell, as

shown in Figure 7c. Indeed, this cell is characterized by an

anode plate in front of the cathode (visualized with the

black rectangles in Figure 7c), to limit the cathode-

sputtering to a certain part of the sample. However, as a

consequence, the equipotential lines are not completely

flat in front of the cathode, and the ions bombarding the

cathode are preferentially focused to a radial position of

0.4 cm from the cell axis, yielding more sputtering, and

hence a deeper crater than in the center. This demonstrates

that the VG9000 glow discharge cell is not well suitable for

depth profiling analysis, unless some modifications are

proposed, as discussed in ref. [34]

Another glow discharge cell, which is very often used for

chemical analysis applications, is the so-called Grimm-

type cell. In Figure 8a and b some calculated andmeasured

crater profiles are plotted. They were both obtained for

157 s of sputtering, at 880 V and 5 mA.[35] It is clear that

these craters are muchmore flat, which can be understood

when looking at the potential distribution in front of the

cathode, visualized in Figure 8c. Indeed, the equipotential

lines are now much more parallel to the cathode surface,

and therefore this Grimm-type cell is clearly more suitable
Figure 8. Calculated a) and measured b) crater profiles at the
cathode, obtained after 157 s of sputtering in the so-called
Grimm-type cell, at 880 V and 5 mA. Also shown is the two-
dimensional electric potential distribution for the same con-
ditions c). Note that the Grimm-type cell is much longer than
shown in Figure 8c, but only the first mm in front of the cathode is
presented, to illustrate a detailed view of the equipotential lines
in front of the cathode.
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Figure 9. Calculated optical emission spectrum of the Ar(I) lines (605 in total), for the conditions of 1 000 V, 133 Pa and 2 mA (adopted from
ref. [21] with kind permission of the Royal Society of Chemistry).
for depth profiling analysis, as is demonstrated by the

large number of publications on this topic (see e.g.[36–38]).

This example shows how a result of analytical interest can

be understood and interpreted, and possibly improved,

based on investigations of the basic plasma behavior.

Another important calculation result, from applications

point of view, is the optical emission spectrum, which can

be obtained from the populations of the excited levels, as

calculated in the collisional-radiative models. Figure 9

illustrates the calculated spectrum of Ar(I) lines, for typical

operating conditions of 1 000 V, 133 Pa and 2 mA.[39] In

total, 605 lines are taken into account. It is clear that the

4p–4s lines in the region 700–1 000 nm have the highest

intensity, followed by the 5p–4s lines, in the region 400–

500 nm. This spectrum agrees qualitatively with a

spectrum found in the literature for a hollow cathode

glow discharge,[40] demonstrating that the collisional-

radiative model takes into account the correct processes.

This was also illustrated in ref. [41], where the calculated

axial profiles of several Ar(I), Ar(II) and Cu(I) lines were

compared with experimental data, for a wide range of

operating conditions.
Molecular Dynamics Simulations

Modeling the plasma behavior is of interest for improving

the various applications, but besides the processes in the
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plasma, the interaction with the walls is also of great

importance, for two major reasons: (i) it forms the basis of

many applications, such as plasma deposition, etching,

surface modification, etc., and (ii) it determines the

boundary conditions of the plasma simulations. Plasma-

surface interactions can be modeled in a macroscopic way,

based on surface reaction probabilities, sticking coeffi-

cients, etc., e.g., etch profile simulations,[42] but these

reaction coefficients then need to be obtained from

experiments or from detailed atomistic simulations, such

as molecular dynamics (MD) modeling. The latter model-

ing approach can also provide detailed information on the

reaction mechanisms at the surface, and on the resulting

microscopic structure of deposited films, as it will be

shown below.

The principle of MD simulations is based on following

the temporal behavior of all atoms in a system (i.e.,

individual atoms in the substrate and atoms belonging to

plasma species arriving at the substrate) by Newton’s

laws. The force acting on the various atoms is obtained

from the interatomic interaction potential between all

atoms. Hence, the system can be described in a fully

deterministic way. However, the reliability of the results

depends greatly on the choice of this interaction potential.

In classical MD simulations, mostly empirical potentials

are applied, for which the parameters are obtained by

fitting to experiments or to density-functional-theory.

We have applied this MD approach to the plasma
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Figure 10. Calculated microscopic structures of deposited MgxAlyOz films on an amorphous Al2O3 substrate, for conditions typical for dual
magnetron reactive sputter-deposition. The different colors represent different kinds of atoms, as indicated by the legend. The impacting
atoms are Mg, Al and O, at different ratios. The Mg content, relative to the total metal flux (MgþAl), is indicated above each structure
(adopted from ref. [47] with kind permission of IOP Publishing).
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deposition of metal oxide thin films, based on classical

pair-wise ionic potentials,[43] and to various carbon

systems (amorphous carbon, diamond-like carbon, nano-

crystalline diamond, carbon nanotubes), where we apply

the so-called Brenner potential,[44] or a modified version,

developed by Shibuta and Maruyama, for carbon

nanotube growth (interaction between carbon and metal

nanoparticles).[45,46]

Figure 10 illustrates the calculatedmicroscopic structure

and the composition of thin MgxAlyOz films, deposited on

an amorphous Al2O3 substrate by dual magnetron reactive

sputter-deposition, for different ratios of Mg and Al

fluxes.[47] In order to limit the calculation time, the

simulation box is limited to a surface area of 17� 17 Å2.

The film is grown to a thickness of approximately 5 nm.

The simulation time per impact is 2 ps, followed by 2 ps of

relaxation, before the next impact takes place. This yields

far too high deposition rates, but it is required to limit the

calculation time. In reality, the film will relax during a

much longer time (order of ms) before the next impact

takes place, enabling surface diffusion and other relaxa-

tion processes. However, such long simulation times are

not feasible with MD simulations; for this purpose,

acceleration techniques, such as accelerated molecular

dynamics methods,[48] activation-relaxation techni-

ques,[49] or MC simulations[50] need to be applied. Never-

theless, in the case of magnetron sputter-deposition,

where the growth process is assisted by energetic ion

bombardment, thermal surface diffusion probably does

not play a significant role in the film growth if the

substrate temperature is low compared to the activation

energy barrier for surface diffusion.[51] As observed in

Figure 10, the growing film appears to be crystalline when
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the Mg to Al flux ratio to the substrate is large, and it

gradually becomes an amorphous structure when more Al

than Mg is deposited. This simulation result was also

found for film growth on crystalline substrates, and it was

also confirmed by X-ray diffraction and transmission

electron microscopy experiments, as is explained in detail

in ref. [47] The reason for this transition from a crystalline

to an amorphous structure is probably related to the fact

that the crystal structures of MgAl2O4 and Al2O3 are more

complex than the simple cubic crystal structure of MgO,

yielding amuchmore complex energy surface when the Al

concentration increases, so that surface diffusion, giving

rise to crystallization of the film, is less obvious. Further

studies of the activation energy barriers and diffusion

coefficients are foreseen in order to investigate these

mechanisms in more detail.

MD simulations can also provide better insight in the

growth mechanisms of amorphous carbon films. Figure 11

illustrates the effect of hydrogen on the calculated mass

and atom densities in a growing hydrogenated amorphous

carbon film.[52] It was found that the incorporation of H

into the film increases the mass density, up to a H content

(or H-flux) of about 10%. The atom density of the films

reaches a maximum at a H-content of about 22%. It was

demonstrated in ref. [52] that these effects are a result of

the change in the microstructure of the films, including a

H-induced sp to sp2 to sp3 shift. Experimentally, a H

content of about 33% and a mass density of about

1.5 g � cm�3 were found, which corresponds well with our

simulations. The results show how amorphous hydro-

genated carbon films can be densified using low H-fluxes

to the substrate, for instance when no ion bombardment

densification is possible.[52]
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Figure 11. Calculated mass density (left axis, full circles) and atom
density (right axis, open circles) as a function of H content in an
amorphous hydrogenated carbon film, deposited from hydro-
carbon radicals at thermal energy (adopted from ref. [52] with
kind permission of American Institute of Physics).
Finally, the relative importance of impacting species to

the growth process can also be deduced from MD

simulations, based on calculated sticking coefficients.

Figure 12a and b illustrates the calculated sticking

coefficients of the various CHx (x¼ 0–4) and C2Hx (x¼ 0–

6) species, respectively, bombarding a diamond substrate.

The reaction behavior was investigated on the two most

important crystallographic diamond surfaces with recon-

struction geometries corresponding to the hydrogenated

surfaces, i.e., (100)2� 1 and (111)1� 1, and for two

different temperatures, i.e., 800 and 1 100 K, which are

characteristic for the growth of ultra-nanocrystalline

diamond (UNCD) and nanocrystalline diamond (NCD) thin
Figure 12. Calculated sticking coefficients of CHx species (x¼0–4) (a) and C2Hx species
(x¼0–6) (b) on the two most important crystallographic diamond surfaces with
reconstruction geometries corresponding to the hydrogenated surfaces (i.e., diamond
(100)2� 1 and diamond (111)1� 1), for two different substrate temperatures, which are
relevant for the growth of nanocrystalline and ultrananocrystalline diamond films (i.e.,
1 100 and 800 K, respectively), as indicated by the legends. The top axes represent the
number of free electrons in the various CHx and C2Hx species.
films, respectively.[53,54] It appears from

Figure 12 that the sticking behavior of

the various impacting species was very

similar for the two different diamond

surfaces, and the two different tempera-

tures, although the diamond (111)1� 1

surface exhibited a slightly more pro-

nounced temperature variation than the

diamond (100)2� 1 surface. In general, a

significant drop in the sticking coeffi-

cients is predicted, both in the series

C�CH4, and the series C2�C2H6. This is

certainly correlated with the number of

free electrons in the species, as is

indicated on the top axes, which is

logical because these free electrons can

form bonds to the surface. Nevertheless,

the drop in sticking coefficient does not

show a completely linear variation with
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the number of free electrons, indicating that there must be

a second effect, attributed to sterical hindrance caused by

H-atoms bound to the impacting C-atoms. Indeed, these H-

atoms cause shielding of the C-atoms, preventing their

sticking efficiency at the surface.

Beside the overall sticking efficiency, also the resulting

coordination of the C-adatoms is important, because this

determines whether the impacting species contribute to

the growth of the diamond structure. This is investigated

in detail in ref. [54] Moreover, surface relaxation can be

important to promote the growth of diamond structures.

However, as mentioned above, these surface relaxation

and diffusion processes cannot be described by classical

MD simulations, because of the limited calculation time.

For this purpose, we have recently developed a Metropolis

MC algorithm,[55] to couple to the MD model, in order to

account for surface relaxation, and to investigate in more

detail the plasma deposition of (U)NCD films.[56]
Conclusion

Some examples of modeling activities, currently going on

in our research group, are presented, illustrating the

strengths and limitations of the various modeling

approaches. This is also summarized in Table 2. A fluid

model, based on solving continuity and transport equa-

tions for the various plasma species, is particularly suitable

for describing the detailed plasma chemistry. Indeed, a

large number of different species and chemical reactions

can be included in the model, without too much

computational effort. By coupling the continuity equa-

tions of the charged plasma species to the Poisson

equation, the electric field distribution can be self-

consistently obtained. However, this approach is not so
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Table 2. Summary of the various models for describing plasmas or plasma-surface interactions, explained in this paper, with their strengths
and limitations. Note that there exist other modeling approaches in literature as well, such as analytical models, or solving the Boltzmann
equation, but they are not included in this table, as we have no experience with them in our research group.

Model Short description Strengths Limitations

Fluid Continuityþ transport

equations for all plasma

species

þ Poisson equation for

electric field

- Fast

- Detailed plasma

chemistry

- Self-consistent

- Approximation (for

non-equilibrium electron

behavior)

Monte Carlo Newton’s laws for species’

trajectoryþ random numbers

for collisions

- Suitable for

non-equilibrium

electron behavior

- Not self-consistent

PIC-MCC Similar to MCþ Poisson

equation for electric field

- Suitable for non-equilibrium

electron behavior

- Long calculation time

- Self-consistent

Hybrid Combination of several

models (e.g., fluidþMC)

- Suitable for non-equilibrium

electron behavior

- Still rather long

calculation time

- Self-consistent

- Reduced calculation time

compared to PIC-MCC

MD (plasma-surface

interactions)

Newton’s laws for

atom behavior, based on

interatomic interaction

potential

- Detailedþ accurate

description on atomistic

level

- Very long

calculation time

- Self-consistent - Accuracy critically depends

on choice of interatomic

interaction potential
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suitable for describing the detailed (and non-equilibrium)

electron behavior, as only the average electron energy is

calculated by an energy balance equation. The detailed

electron behavior can be simulated very accurately by MC

simulations, which are based on solving Newton’s laws for

the electron trajectory and random numbers to treat their

collisions; however, this approach on its own is not a self-

consistent simulation method. This problem can be

overcome by integrating the MC method in a PIC-MCC

simulation, where the description of the plasma species

trajectory and collisions is coupled to solving the Poisson

equation, in order to obtain a self-consistent electric field

distribution. The major disadvantage of this approach is,

however, the long calculation time. An alternative for PIC-

MCC simulations is the so-called hybrid approach,

which combines several models (e.g., MC and fluid

simulations, but also other models, like collisional-

radiative models can be added) into a modeling network.

In this way, the advantages of the individual models can

be combined, whereas the disadvantages can be avoided

(although it should bementioned that the calculation time
Plasma Process. Polym. 2009, 6, 295–307
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can still be rather long). Finally, for modeling plasma-

surface interactions, MD simulations are a very powerful

tool, as they provide insight in the detailed reaction

mechanisms on the atomic scale. Furthermore, based on

fluxes from plasma species, obtained from experiments or

plasma simulations, the film growth process can be

simulated, and the microscopic structure and composition

of growing films can be predicted. This paper has

illustrated that the most suitable modeling approach

depends on the application, and that by combining

different modeling approaches, a complete picture of the

plasma behavior, including the surface processes, can be

obtained.
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