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Plasma-treated liquids have great potential for biomedical applications. However, insight into the
underlying mechanisms and the exact chemistry is still scarce. In this study, we present the combination
of a 0D chemical kinetics and a 2D fluid dynamics model to investigate the plasma treatment of a
buffered water solution with the kINPen® plasma jet. Using this model, we calculated the gas and liquid
flow profiles and the transport and chemistry of all species in the gas and the liquid phase. Moreover,
we evaluated the stability of the reactive oxygen and nitrogen species after plasma treatment. We found
that of all species, only H,O,, HNO,/NO,~, and HNOz/NOs~ are stable in the buffered solution after
plasma treatment. This is because both their production and loss processes in the liquid phase are
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Introduction

Cold atmospheric plasma is gaining increasing interest for
medical applications, such as wound healing," sterilization,’
blood coagulation,* and cancer treatment.> However, the under-
lying mechanisms are not yet fully understood. In general, it is
stated that reactive oxygen and nitrogen species (RONS) can
affect the signaling pathways in treated cells, inducing several
different effects on these cells and the surrounding tissue.®”
Several cold plasma sources have been developed to be
specifically used for these medical applications. Among these
sources are atmospheric pressure plasma jets (APPJs), dielectric
barrier discharges (DBDs), and floating-DBDs. Firstly, the research
was mainly focused on direct plasma treatment, where the plasma
is directly applied on the tissue or cells to be treated. More recently,
a novel approach in cold plasma treatment has gained attention in
the research field, ie. the use of plasma-treated liquids (PTLs).®
In this method, a liquid is treated by plasma first, so that the RONS
are captured in the liquid, after which the liquid can be injected
into the tissue. This way, problems with the standardization of
direct plasma treatment and the way of delivery in the body are
avoided. Moreover, the plasma reactivity can be stored in a liquid
and kept stable for several days,'® so that plasma treatments can
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in our model are in qualitative agreement with experimental data and literature.

be assured even where no plasma source is available. In the
literature, several different liquids have been used to produce
PTL, e.g. water," "2 cell culture media,"*™** phosphate buffered
solutions (PBS),"®*® and Ringer’s lactate solution.'® In medical
applications, mostly buffered solutions are used to avoid the
decrease in pH in water caused upon plasma treatment."*

Although the interest in the use of PTL for medical applications
is clearly increasing,'****! insight into the fundamental mechan-
isms of the generation of RONS and the activity of PTL is still
lagging.>> Experiments can provide useful information, but due
to the very reactive plasma environment, some open questions
cannot be answered experimentally. In this case, computational
approaches can be of great value to provide an answer to these
open questions. Many efforts have been made to simulate the
interaction of a DBD with a liquid layer.>*” Babaeva et al.*?
computationally investigated the interaction of DBD filaments
with a liquid layer in OD. Also in 0D, Chen et al.** evaluated the
plasma-liquid chemistry for a He/O, DBD for the application of
treating biofilms and biological tissues. Lietz and Kushner®®
provided more detailed information on a DBD treating liquid
covered tissue, and Liu et al.*® gained insight into the propagation
of reactive species in the liquid phase and the effect of the gap on
the simulated plasma chemistry.

Although the gas phase chemistry for plasma jets is extensively
studied,”®>" only a limited number of studies report the inter-
action between a plasma jet and a liquid. Previously, we reported a
combined experimental and computational study on the treatment
of PBS with the kINPen® plasma jet, applying a 0D model to
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elucidate the reaction mechanisms for the formation of H,O, and
HNO, in the liquid."” Du et al.** used a 1D drift diffusion model to
investigate the mass transfer process from a plasma jet into the
liquid. In addition, a few papers reported 2D simulations of the
interaction between a plasma jet and a liquid layer. Lindsay et al.*®
investigated the transport of a limited number of reactive species
produced by a He plasma jet to liquid water in a 2D model using
13 species and 23 reactions. Lietz and Kushner* used a 2D plasma
hydrodynamics model to study the consequences of H,O and O,
admixtures in the feed gas of a He plasma jet. From the same
group, Norberg et al® investigated the influence of the pulse
repetition frequency on the plasma treatment of a reactive liquid
layer. In previous work, we demonstrated the first 2D fluid
dynamics model to study the transport and accumulation of
plasma-generated species in aqueous solution.*® Nevertheless, this
2D model still had some limitations. We could only simulate a
large liquid volume (135 mL) and were not able to extend the
simulation after the plasma treatment. Moreover, to compensate
for the fact that we could not simulate the plasma discharge due to
long calculation times, we had to implement the species and their
concentrations based on literature for a similar, though not exactly
the same, condition.

In the current work, we present the first combined 2D-0D
model, using a 0D chemical kinetics model and a 2D axisym-
metric fluid dynamics model, to study the plasma-liquid
interaction of a plasma jet with buffered water solution. We
use both models in order to combine their advantages, while
avoiding their drawbacks. In a 0D model typically extended
chemistry sets can be implemented and calculation times are
relatively short. On the other hand, a 2D axisymmetric fluid
dynamics model gives insights about the spatial behavior, flow
patterns and transport of species. However, these demanding
simulations result in very long calculation times, thus limiting
the chemistry. We significantly improved our previous 2D model,
so that it is able to simulate the plasma treatment of 2 mL liquid
with the kINPen®™ IND plasma jet. The treatment of this volume of
2 mL is based on experiments in the context of cancer treatment,
where 2 mL of PBS is typically treated in a 12-well plate. This allows
us to directly compare our computational results with experi-
ments. Furthermore, we also apply the 2D model to perform a
simulation after plasma treatment, in order to reveal the stability
of the RONS in the liquid after treatment. This information is
useful because of the increasing interest in the storage of PTLs,
and thus the need to understand the stability of RONS in the
liquid. With this study, we want to provide deeper insight into the
production and reactivity of the reactive species formed in a
buffered water solution during plasma jet treatment by the
combination of a 0D and a 2D model. Moreover, this is the first
computational study that focuses on the stability of the reactive
species in a buffered water solution after plasma jet treatment.

Computational setup

Fig. 1 illustrates the simulated system of the 2D model. The
model is based on the kINPen™ IND plasma jet, used to treat a
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Fig. 1 Left: Picture of the kINPen® plasma jet while treating 2 mL of liquid
in a well of a 12-well plate with 3 slm of Ar. Right: Geometry of the
simulated system in the 2D model based on the picture on the left.
The right part forms the axisymmetric geometry that is considered in the
model, while the left part is added to form the full 2D geometry.

buffered water solution in a well of a 12-well plate. A flow rate of
3 slm of pure argon and a gap (the distance between the nozzle
of the plasma jet and liquid surface) of 30 mm are considered.
The liquid surface is not flat, as the gas flow during plasma
treatment deforms the surface so that a dimple is formed. The
shape of the dimple is based on experimental observations using
the same set-up as in the simulations. As a moving mesh would
be too demanding in calculation time, the dimple is already
present from the start, instead of being formed upon plasma
treatment. The edges of the simulated system are considered as
open boundaries with ambient air on the outside.

We use a combination of a 0D chemical kinetics model and
a 2D axisymmetric fluid dynamics model (Fig. 2), to combine
the advantages of both types of models and avoid some dis-
advantages. In a 0D model typically an extended chemistry set
can be used, but no dimensional information can be obtained.

2D model: Ar flow in

ambient air
Gas velocity, mixing rates
with ambient air,
temperature profile
0D model: complete

chemistry in jet +
gas & liquid phase

Concentrations at the end
of the afterglow, limited
reaction set for gas & liquid

2D model: flow and
chemistry in gas &
liquid phase

Fig. 2 Overview of the computational flowchart.
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The greatest drawback of a 2D model is the very long calculation
times, since many parameters are calculated in a 2D mesh. For
the conditions under study, a plasma treatment of 10 seconds
took 4 months of calculation time on today’s fast workstations.
As a comparison, for our previous model,*® it took 2-5 weeks to
simulate 30-60 seconds of plasma treatment. The main reason
for the longer calculation time in the present setup is that we
now consider a smaller liquid volume (2 mL instead of 135 mL)
to be able to directly compare with experiments.

Because of these demanding calculations, we use the 0D model
to obtain information on the detailed chemistry, to reveal the most
important species and reactions, so that the number of reactions
included in the 2D model can be limited. In practice, we don’t
consider the plasma discharge in the 2D model, to reduce the
calculation time. Therefore, the densities of the most important
reactive species at the end of the visible afterglow (12 mm below
the nozzle of the plasma jet, point A in Fig. 1) are used as input for
the 2D model, in which the spatial concentrations are calculated.
To make sure that both models are fully consistent with each
other, we first applied the 2D model to simulate a gas flow of
pure argon as the feed gas for the plasma jet, without other
species or reactions. This simulation provides the gas flow rate,
the temperature profile, and the mixing rate of the argon flow
with the surrounding air, to be used as input for the 0D model
(see the flowchart in Fig. 2).

The 0D model was already used in previous work. Itis
based on solving balance equations for the various species as a
function of time, with production and loss rates determined
by the chemical reactions. By introducing the velocity profile of
the feed gas (taken from the first calculation in 2D, see above),
the time can be coupled to the position along the axis, which
allows us to obtain information about the species densities as a
function of distance, and thus to calculate the species densities
at the end of the afterglow. 91 different gas phase species and
43 different liquid phase species are included in this model (see
Table 1), which react in 1390 gas phase and 89 liquid phase
reactions (Table S1 in the ESIt). Note that H,O™ is not a stable
species in the liquid phase. However, it is included in the
model, because it is important in the interface. Indeed, the
electrons will ionize the H,O molecules, forming H,O ™, which
then quickly reacts further (either by charge transfer with OH or
0,, or by dissociation into H atoms and OH™ ions).

In practice, we used the ZDPlasKin code.’” The gas phase
chemistry was extensively validated through experiments,>®>%>®
and also for the liquid phase the concentrations of H,O, and
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HNO, were in good agreement with experiments.'” More details
about the 0D model can be found in the ESIL.{

For the 2D model, a 2D axisymmetric fluid dynamics model
is developed within Comsol Multiphysics (version 5.3). Four
different physical modules are used for both the gas and the
liquid phase: turbulent flow to obtain the fluid velocities, heat
transfer, transport of diluted species, and chemistry. These
modules are set up separately for the gas and the liquid phase,
but the two phases are coupled through the gas-liquid interface
(see below). More detailed information about the modules and
formulas used can be found in the ESI.{

Turbulent flow

A mass flow rate of 3000 sccm (or 3 slm) of argon is used as the
input velocity at the inlet of the plasma jet (i.e., top in Fig. 1).
Both in the gas and the liquid phase a turbulent flow (k-¢
turbulence model, as built in Comsol Multiphysics) is used.
This turbulence model is a widely used and well-established
model for the description of a turbulent fluid flow. For this
model, a Reynolds number of ca. 2200 is obtained in the gas
phase, which is higher than the typical limit value of 2100
above which a turbulent flow is considered.>® More detailed
information can be found in ref. 40. The velocities are calculated
until a steady state is reached using the time-independent
Navier-Stokes equations. The gas flow over the liquid surface
creates a shear stress on the upper liquid layers. This causes a
movement of the liquid in the same direction as the gas flow.
The latter is introduced in the simulations by considering the
top of the liquid as a sliding boundary with the same velocity as
the gas phase at the gas-liquid interface. The steady state
velocities in the gas and the liquid phase are used as input
values for the transport of heat and species.

Heat transfer

The initial temperature of the gas and the liquid phase is set to
295 K. According to ref. 41 the gas temperature in the kKINPen is
327 K. Both the inflowing gas and the inside walls of the plasma
jet are thus set to 327 K. All the other walls are considered to be
insulating, except for the open boundaries, of which the out-
side temperature is also kept at 295 K. Through the gas-liquid
interface a continuous heat flow is considered, implemented by
keeping the gas-liquid boundary at the temperature of the
liquid and the gas phase on the side of the gas and the liquid
phase, respectively. An additional heat flux is considered over
the gas-liquid interface, accounting for the heat loss in the

Table 1 Species included in the OD model. All species are included in the gas phase, while in the liquid phase only the species in bold are taken into

account

Ground state neutrals Excited state neutrals

Charged species

Ar Ar(*S[’P,]), Ar(*S[*P,]), Ar(*S[*P,]), Ar(*S['P,]), Ar(4P)
N(°D), N(*P), Ny ib(1-4)s Naror, Nao(A’Zy), Na(a''Zy)
0('D), O('S), Oy yib(1-5) Oz,rotr Oa(a'Ag), O5(b'Zy)

Na N2

0, 021 03

N07 NOZv N03a Nzoa N203) N204y NZOS
H, H, OH, H,0, HO,, H,0,

NH, HNO, HNO,, HNO;, HNO,, ONOOH
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H*y Hz,viby HZ,rota HZ*; OH(A)

e, Ar’, Ar,", ArH"

N+y N2+) N3+) Na;r

O+y 02+1 O4+7 07, 027y 037

NO', NO,", N,O", NO~, NO, , NO;~

H', H,", H;', OH', H,0", H;0", H", OH ,
0,H,0~, H,0~, HO,~

NO,H,0~, NO;H,0~, ONOO™
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liquid due to evaporation of water into the gas phase. The value
of this evaporation of heat is based on experimental results,
where the liquid temperature was measured for different setups.

Transport of species and chemistry

As mentioned before, the plasma treatment of a buffered water
solution with an argon plasma jet in ambient air is considered.
The initial gas properties are based on ambient air (78.09% N,,
20.95% O,, 0.96% H,0) with a pressure of 1 atm. The liquid is
defined as buffered water, with a pH of 7.3, equal to that of
PBS (phosphate buffered solution), which is often used in
experiments. To keep this pH constant, the concentrations of
OH™ and H;0" are kept at 1.995 x 10~7 M and 5.012 x 10 ° M,
respectively. This assumption of constant pH was verified
experimentally, as we measured the pH before and after the
experiments, and we did not observe any change for the
conditions under study (i.e. treatments up to 5 min). In this
study, we do not consider chlorine species (present in PBS) in
order to avoid longer calculation times. This assumption is
justified because our experiments showed that these species do
not really affect the RONS chemistry. Indeed, we measured the
H,0, and HNO, concentrations (which are the main species) in
the plasma-treated solutions for three different orders of magnitude
of chlorine concentrations in PBS, and the results were not
significantly different (results not shown). In addition, we do
not include phosphate ions (also present in PBS) in the model.
To the best of our knowledge, no information about the
importance of these species in plasma-treated solutions or
about reactions with phosphate ions (and their rate coefficients)
can be found in the literature. The species included in the
model in the gas and the liquid phase are listed in Table 2.
Based on the importance of the species in the 0D model and the
knowledge of their possible biological effects, these 21 gas
phase and 25 liquid phase species are implemented in the
model. Some species, like O,(1D) in the liquid phase and
ONOOH in the gas phase, are not included, given the limited
knowledge of their chemistry. Since the 2D model does not
consider the plasma discharge, no electrons or excited species
are included here.

The inlet concentrations (Table S2, ESIT) are taken from the
0D model at the end of the visible afterglow (point A in Fig. 1).
In the 2D model, the inlet is defined at the top of the plasma jet
in Fig. 1. However, since reactions in the 2D model only take
place outside the visible afterglow, the concentrations of the
species will still be equal at the end of the visible afterglow, i.e.
where the reactions start. The transport of the species in both
the gas phase and the liquid phase is determined by diffusion
and convection. Diffusion is dependent on the diffusion

Table 2 Gas and liquid phase species included in the 2D model

PCCP

constants of each species (Table S2, ESIt), while convection is
governed by the gas and liquid velocity, calculated in the turbulent
flow module (see above). The transport over the gas-liquid inter-
face is controlled by Henry’s law, for which every species has a
temperature-dependent Henry’s constant (Table S2, ESIT).

The concentrations of the species in the gas and the liquid
phase are not only determined by their transport, but also by
their production and loss due to the gas and liquid phase
reactions, implemented in the chemistry module. Based on the
importance of the reactions in the 0D model, 56 gas-phase reactions
(Table S3, ESIT) and 52 liquid-phase reactions (Table S4, ESIt) are
included in the 2D model.

Heat transfer and the transfer and chemistry of species are
calculated simultaneously in a time-dependent study for a
plasma treatment of 10 seconds.

Calculation after plasma treatment

To determine the stability of the liquid species after plasma
treatment, we extended our model with another simulation. The
inlet concentrations of the species are set to zero and a short
time-dependent calculation (0.33 seconds) of the flow, together
with the heat transfer, transport of diluted species, and chemistry,
is carried out until the flow is faded out. Afterwards, during
another 9.67 seconds, the heat transfer, transport of diluted
species and chemistry are calculated, so that in total 10 seconds
after plasma treatment is calculated. This simulation time may
seem quite short in order to reveal the stability of the reactive
species in the liquid. However, as will be shown in the results,
10 seconds is long enough to determine the most important
findings about the lifetime of the species after plasma treatment.
In addition, a longer after-treatment simulation time would
unnecessarily extend the calculation time.

Experimental

To validate the model, we measured the concentrations of H,O,,
HNO, and HNO; after plasma treatment with the kKIN Pen™ IND
of PBS in a 12-well plate, under the same conditions as used in
the model. The plasma treatment time was 5 minutes.

For the detection of H,0, we applied colorimetry, using the
titanium sulphate method.”> We added NaNj to the solutions
in order to avoid the destruction of H,0, by NO, ."” The
absorbance measurements of the formed peroxytitanium(v)
complex were done with a ThermoFischer Genesys™ 6 spectro-
photometer at a wavelength of 400 nm. The quartz cuvettes
have a path length of 1 cm, an internal width of 2 mm, and a
volume of 700 pL. For the measurements we added 50 puL N3~
solution (80 mM NaNj; in PBS), 200 pL sample and 50 pL

Liquid phase

Gas phase
Molecules 0,, O3, H,, HO,, H,0,, H,0, N,, HNO, HNO,, HNOj3, N,0, Ar
Radicals 0, H, OH, N, NH, NO, NO,, NO,
Excited species O,(1D)
Ions
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Ti(iv)-solution (0.1 M K,TiO(C,0,),-2H,0 and 5 M H,SO, in
Milli-Q water) to the cuvette and we shook thoroughly.

To measure the NO,  and NO;  concentrations, we used
a nitrate/nitrite colorimetric assay kit (Cayman Chemical,
780001) according to the provided protocol. The detection of
NO,” was done with Griess reagents. For NO;~ a nitrate
reductase enzyme and cofactor were used to reduce NO;~ to
NO, ", and subsequently it was detected with Griess reagents. It
must be realized that this detection method is not very accurate,
as it might yield a systematic underestimation due to effectivity
loss in plasma-treated solutions. However, we had no access to
more accurate methods, like ion chromatography. Nevertheless,
this limitation must be taken into account when comparing our
calculation results with the experimental data. The absorbance
was measured in a 96-well plate with a BIO-RAD iMark™
plate reader at 540 nm.

micro-

Results and discussion
Flow profile in the gas and the liquid phase

The calculated steady state flow profile is shown in Fig. 3. The
inlet flow rate of 3 slm argon results in a maximum gas velocity

u/;’f/fﬁ' -
IV TN E A
N - -
- € hsE

Fig. 3 Visualization of the steady state gas and liquid flow, and details of
the liquid flow, calculated in the model for an inlet flow rate of 3 slm of Ar.
The magnitude of the velocity is given by the colour range, while the
arrows show the direction of the flow. The size of the arrows does not
correlate to the magnitude. The maximum velocity in the area in the upper
right, where the gas flows inwards from the open boundary, is only
0.05 m s~%. The upwards gas stream next to the plasma jet housing is
0.7 m s~ next to the nozzle, and at maximum 0.3 m s~* at the top of the
calculated area. In the bulk of the gas, around the vortex, the gas velocity
varies between 1 and 5 m s~ while the bulk liquid velocity, around the
vortex, is about 0.5 m s%.
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of 57 m s~ " inside the plasma jet. The maximum gas velocity
outside the plasma jet is 34 m s . When the gas flow reaches
the liquid surface, it flows towards the edge of the well, causing
a shear stress on the liquid surface. Hitting the wall of the well,
the gas flow results in a vortex within the well so that the gas
flows back towards the afterglow.

Because of the shear stress on the liquid surface, the upper
layer of the liquid will start moving in the same direction as the
gas, but with a lower velocity. The maximum velocity in the
liquid is reached near the edge of the well (i.e. 2.5 m s ). The
liquid movement makes another vortex in the liquid phase,
occupying the whole well, so that in the middle of the well the
liquid goes back up, in the direction of the surface. At first sight
this may seem contradictory with our previous findings*® where
2 vortices were formed in the liquid phase. However, in this
study a much lower liquid volume is used, so it is logical that
only 1 vortex occupies the whole vessel. Van Rens et al.*’ also
studied the induced liquid phase flow by the kINPen®™. They
observed a different flow pattern in the treated liquid. However,
their plasma treatment conditions were also very different. In
their experiments, the plasma plume was in contact with the
liquid surface. As they also observed, the presence of a net
electrical field and charging of the water surface due to the ion
flux can cause a different liquid flow pattern. In our experiments,
the gap between the plasma jet and the liquid surface is larger
(30 mm vs. 12 mm), so this can explain the different liquid flow
pattern for our setup.

The gas and liquid velocity fields are used as input for (1) the
0D model (see Computational setup), and (2) the 2D simulations
of heat transfer and chemical transport.

Gas phase concentrations

Fig. 4 shows the gas phase densities of the reactive oxygen and
nitrogen species (upper and lower panels, respectively) as a
function of distance from the end of the afterglow (point A in
Fig. 1) after 10 seconds of plasma treatment. On the left side,
the densities calculated in the 0D model are shown, while on
the right side, the corresponding densities calculated in the 2D
model are plotted. It is clear that the gas phase densities
calculated with the 2D model are comparable with those from
the 0D model. This means that although the chemistry set is
reduced from 91 gas phase and 43 liquid phase species (Table 1)
and from 1390 gas phase and 89 liquid phase reactions (in the
0D model) to 21 gas phase and 25 liquid phase species (Table 2)
and to 56 gas phase and 52 liquid phase reactions (Tables S3
and S4, ESIt) (in the 2D model), the chemistry for the neutral
long-lived species is correctly implemented in the 2D model.
Overall, these gas phase density profiles are also in good
qualitative agreement with the previous computational work of
Van Gaens and co-workers®**** where a similar Ar plasma jet
was used, and for which several plasma species were validated
with experiments. One remarkable difference in our results is
that the NO gas phase density increases in the afterglow, while
Van Gaens et al. predict a drop in its density in the afterglow.
This is due to the different approach between the calculations
of Van Gaens et al. and the present model (both 0D and 2D).

Phys. Chem. Chem. Phys., 2019, 21, 12881-12894 | 12885
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Fig. 4 Comparison of the gas phase densities of the ROS (upper panels) and RNS (lower panels) underneath the nozzle of the plasma jet, calculated by the
0D (left) and the 2D (right) model. For the 0D model, the densities are calculated as a function of time (upper x-axis), which can be converted to distance
(lower x-axis) based on the gas velocity. The calculation starts at the end of the pin electrode and ends at the liquid surface. The afterglow ends at a distance
of 1.5 cm from the pin electrode of the plasma jet. For the 2D model, the densities are calculated from the end of the afterglow until the liquid surface.

Indeed, Van Gaens et al. considered a free plasma jet, meaning
that outside the plasma jet there was just air, with no specific
obstacles in the effluent. In our case, the model is based on the
experimental setup shown in Fig. 1, where a well is put under-
neath the plasma jet. This results in a very different mixing with
the ambient air than in the case of a free jet. Indeed, we found
that within half a second of plasma treatment, almost all ambient
air is blown away out of the well (see Fig. 5), and because of the
small dimensions and high velocities, the ambient air cannot
reach the plasma jet afterglow anymore during treatment. The

t=0.0s t=0.1s
2 £
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1 £
c
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05 2
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=
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Ar density at the side of the jet outlet is between 1 x 10'° and
2 x 10" em™>. This much lower mixing with the ambient air in
our model results in an overall lower density of the NO radical.
Because of this, the loss reactions are less important and the
NO density is increasing in the afterglow.

It should be noted that the gas phase densities of some
species (O3 and NO,) as calculated by our model are one or two
orders of magnitude lower than what was found in previous work.
For example, the O; concentrations in the far field were one to
two orders of magnitude higher in Schmidt-Bleker et al.*' and
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Fig. 5 2D plots of the N, density in the gas phase at different time points. At t = 0 s, it is clear that the whole system is filled with ambient air. Already after
0.1 s a large fraction of the N, gas is blown away out of the well, and after 0.5 s almost no N, is present between the plasma jet and the liquid surface

inside the well. O, behaves exactly the same as N, (results not shown).
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Fig. 6 2D-plots for the density of air (N, + O,) after a plasma treatment of
10 seconds for the system without a gas shield (left) and for the system
with a gas shield (right).

Hansen et al.*® than in our results. These two papers, however,
use a shielding gas around the effluent of the plasma jet. To
verify whether our reaction kinetics model is correct, we per-
formed simulations to mimic the conditions of Schmidt-Bleker
et al** and Hansen et al.*®> As in both papers a shielding gas
device was used, we also added this in our model (see details in
the ESIL;+ Section S3). In Fig. 6 we plot the air density (i.e. N, + O,)
after 10 seconds of plasma treatment for our original model (left)
and the model with shielding gas (right). It is clear that after
10 seconds still a lot of air is present inside the well in the case of
using a shielding gas. Since the production of O; largely depends
on the presence of O,, this explains why the O; concentration
in our model without shielding gas is significantly lower than
when a shielding gas is used, as in Schmidt-Bleker et al.** and
Hansen et al.*” (see detailed discussion in the ESI;t Section S3).
However, the use of a shielding gas cannot explain the lower
NO, concentration in our model. As explained in detail in the
ESIt (Section S3), this might be due to the presence of the
liquid surface (more specifically, the different gap between
the plasma jet and the liquid surface) or the impurities imple-
mented in the feed gas.

General behaviour of species

In Fig. 7 we plot the gas phase density and liquid phase concen-
tration of H,0,, HNO, and HNO; after 10 seconds of plasma
treatment. For HNO, and HNOj; the sum of the acid HNO, and the
negative ion NO, is taken as the liquid phase concentration. First
of all, it is clear that the density profiles in the gas phase and the
liquid concentration profiles of the species follow the velocity
field shown in Fig. 3. Indeed, because of the high velocities, the
convection of the species is more important than diffusion. The
different behaviour of these species in the gas phase is clearly
visible. The H,0, density is the highest underneath the plasma jet,
just above the liquid surface. Its density drops to half its value
towards the edge of the wall and in the bulk gas. HNO, is only

This journal is © the Owner Societies 2019

Paper

formed to a small extent underneath the plasma jet just above the
surface, but its density is the highest towards the edge of the well
and in the bulk gas. The HNO; density, on the other hand, is not
rising at all underneath the plasma jet. Its concentration is the
highest in the bulk gas, further from the liquid surface than the
HNO, density. It is clear that the densities of HNO, and HNO;
accumulate in the vortex in the gas phase. Indeed, at the edge in
the well, the species are redirected towards the effluent of the
plasma jet. Since the upwards velocity is quite low, the species
accumulate inside this vortex. Also H,O, accumulates inside this
vortex. However, this is not clearly visible, because the density of
H,0, just above the liquid surface in the middle of the well is a factor
2-2.5 higher than inside the vortex (which is not the case for HNO,
and HNO;, which exhibit the highest densities inside the vortex).

When looking at the transport of the species from the gas
into the liquid phase, and as a consequence the behaviour of
their profiles just above and below the liquid surface, it is
important to account for the Henry’s constants. H,O,, HNO,,
and HNO; all have a high Henry’s constant (i.e. greater than 1),
which means their equilibrium is towards the liquid phase.
This is seen in the difference between the gas phase density
profile just above the liquid surface, and the liquid phase
concentration profile just below the liquid surface (see the
close-ups in Fig. 7). The gas phase density of the three species
is very low just above the liquid surface, because the species are
transported towards the liquid, and as a consequence removed
from the gas phase in a few nm above the liquid surface. In
the upper layer of the liquid the opposite trend is observed. The
liquid concentration is the highest in the first few nm below the
liquid surface, because of the import from the gas phase, after
which the species follow the liquid flow and are redistributed
over the liquid volume. Since the HNO, and HNOj; densities in
the gas phase are the highest towards the edge of the well, these
species will be mostly imported into the liquid phase at this
position, while H,O, will be transported into the liquid mainly
in the center of the well (underneath the plasma jet). Note that
the highest concentration of H,0, is calculated to be ten times
greater than that of HNO,, which is in its turn ten times greater
than that of HNO; (cf. different values on the color scales). This
does not tell us anything about the total liquid concentration,
since the latter is also affected by the redistribution over the
liquid volume and by the liquid phase reactions of the species
(see below). In the liquid the concentrations of the species
follow the liquid velocity profile shown in Fig. 3, which results
in a depression of the concentrations in the center of the liquid
vortex. This is because the species do not get into the vortex,
but are redirected towards the center of the well along the edge
and bottom of the well.

In Fig. 8 we plot the gas phase densities and liquid con-
centrations for some other important RONS, i.e., Oz, HO,, NO, OH,
and NO,. O; exhibits a similar behaviour to HNO, (see Fig. 7). HO,
is only highly present just outside the visible afterglow, and does
not accumulate into the liquid as much as H,0,, HNO,, HNO; and
03. The concentration of NO is high both below the plasma jet and
in the bulk gas. OH is only present on the axis below the plasma jet,
and NO, is also accumulating into the gas phase vortex. For OH,
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Fig. 7 2D plots of the gas phase densities and liquid phase concentrations of selected species after 10 seconds of plasma treatment. A zoom of the gas—
liquid interface is shown in the frame. For H,O5 this detail is shown for a position underneath the plasma jet, while for HNO, and HNOs it is taken for a
position more towards the edge of the well, explaining the difference in slope of the liquid surface. The gas phase densities are plotted in 10 cm™3, while
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Fig. 8 2D plots of the gas phase densities and liquid phase concentrations of selected species after 10 seconds of plasma treatment. The left colour
scale shows the gas phase density, while the right colour scale shows the liquid concentration. For the short-lived species NO, OH, and NO; no clear
concentration profile in the liquid phase is visible, because these species are only present in the first few nm below the gas-liquid interface.

NO, and NO, the liquid phase profile is not clearly visible, since
their concentrations are only significant in the first few nm below
the gas-liquid interface, after which they drop to almost zero. They
are not able to accumulate into the bulk liquid.

It is worth mentioning that ONOOH is not pictured here,
since it is only present in the liquid phase (see below). The
behaviour of O, N, HNO, O,(1D), NH and H is similar to that of
OH, with the only difference that NH and H are not able to reach
the liquid surface. The gas phase profile of N,O looks similar to
that of HNO, and O;, and NO; in the gas phase behaves the
same as HO,, while H, in the gas phase behaves the same as
NO. In the liquid phase these species behave the same as the
short-lived species presented in Fig. 8 (NO, OH, NO,, and HO,).

Total liquid concentration of the long-lived species

Of all liquid phase species, only H,0,, HNO,, HNO3, HO,, O3,
and ONOOH are able to accumulate (to some extent) in the
liquid (¢f Fig. 7 and 8) and are named as long-lived species in
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the liquid. The other species are too short-lived and are only
important in the first few nm below the liquid surface, after
which they are completely lost by chemical reactions. For the
long-lived species in the liquid, the total liquid concentration
can be evaluated through a volume integration over the total
liquid volume (i.e. 2 mL). The concentration of these species as
a function of time is shown in Fig. 9, not only during but also
after plasma treatment. Indeed, the plasma treatment takes
10 seconds, after which the plasma is turned off, and another
10 seconds after plasma treatment is simulated. During plasma
treatment (i.e. time = 0-10 s), three different patterns of concen-
tration change with time can be seen. The concentrations of
H,0,, HNO,, and HNO; increase linearly over time. For H,O,
and HNO,, this is in agreement with our previous experimental
results'” (HNO; was not measured in that work). HO,, on the
other hand, increases very quickly in the first couple of milli-
seconds, after which it reaches a steady state, which is retained
during the total plasma treatment. Finally, the concentrations of
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Fig. 9 Total liquid concentrations (calculated by volume integration over the total liquid volume) of the accumulating species as a function of time,
during and after plasma treatment. For clarity, the H,O, concentration is shown a factor of 10 lower than its actual concentration. The concentrations of
HNO, + NO,~, HNOz + NO3~, HO, + O, and H,O, are given in uM (left), while the concentrations of Oz and ONOOH + ONOO™ are given in nM.
During the first 10 seconds the plasma is “on”, after which the plasma is switched off, so that the stability of the species in the liquid after plasma

treatment can be revealed.

0; and ONOOH keep on increasing over time, but the rise
clearly flattens as a function of treatment time.

After plasma treatment (time = 10-20 s), it is clear that H,O,,
HNO, and HNO; are the only stable species in the liquid. Their
concentrations remain constant in the first 10 seconds after
plasma treatment. In principle, these species can be lost, but
the corresponding reactions are much slower than the radical
mechanisms. This is also in agreement with our previous
results.’” Indeed, the H,0, and HNO, concentrations did not
change in the plasma-treated liquid for up to 2 hours after
plasma treatment (HNO; was not measured in that work). The
concentrations of HO, and ONOOH decrease rather quickly
after plasma treatment, and after 10 seconds no significant
amount of these species is still present. Finally, the O; concen-
tration decreases linearly after plasma treatment. 10 seconds
after plasma treatment, its concentration has dropped to 80%
of its value at the end of the plasma treatment. This linear
decrease is due to the transport of O; back to the gas phase.
Indeed, the Henry constant of Oz is low (i.e. lower than 1),
which means that its equilibrium is pointed towards the gas
phase. Because the O; density above the liquid surface disappears
after plasma treatment (because of no supply from the plasma
jet), the Oz concentration in the liquid starts to evaporate. This
evaporation will continue until all the O3 is lost from the liquid
phase. According to our simulations, this will last approximately
50 seconds (extrapolation of the O; concentration after plasma
treatment). For comparison, the lifetime of the short-lived
species, like OH, NO, and NO,, is on the order of a couple of
milliseconds (e.g. after 5 ms the concentration of OH at the
interface has dropped by one order of magnitude, and after 8 ms
already by two orders of magnitude).

Validation of the model with experiments

To validate our model, we have also measured the concentra-
tions of H,0,, HNO,, and HNO; for the same setup as used in
the model, but with an extended treatment time of 5 min,
because for a shorter treatment time the concentrations would
be too low for detection. Since the concentrations of H,O,,
HNO, and HNO; increase linearly over time in the model during
plasma treatment, we extrapolated the results of 10 seconds of
treatment to 5 minutes of treatment, assuming that the
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concentrations indeed keep on increasing linearly up to 5 min.
Indeed, in our previous experiments, we found that the concen-
trations of H,0, and HNO, increase linearly up to 9 min,'” and
this is probably also true for HNOj;. The experimentally measured
concentrations are 186 + 5, 57 &+ 6, and 56 + 11 uM for H,0,,
HNO,, and HNOj; respectively (keeping in mind however the
limitations of the nitrate reductase enzyme, as explained above),
while the extrapolated simulated concentrations are 17, 1.6, and
0.77 uM, hence a factor of 11, 37, and 73 too low for H,0,, HNO,,
and HNO;, respectively. Obviously, our model does not provide a
good agreement yet with experiments. Thus, we should not focus
too much on the absolute values.

Nevertheless, we believe that we can explain the discrepancy
caused in the model, and thus how this could be improved in
the future. Indeed, in the 2D model a static gas-liquid interface
is considered. The only movement at the interface is caused by
the shear stress of the gas on the liquid surface. In experiments,
however, the liquid surface is moving very turbulently, according
to the high gas flow rate and the small liquid vessel. Because
transport of the gas phase species into the liquid phase is
calculated in the model with Henry’s law, which is based on an
equilibrium between the gas and the liquid phase, we believe that
the transport into the liquid is underestimated in the model.
Indeed, in the experiments, the top layer of the liquid will be
more often replaced by ‘fresh’ liquid with a lower concentration
of species, so that additional species will be transported into the
liquid. This equilibrium between the gas and liquid phase is
determined by the Henry’s constant of each species. For the three
experimentally measured species, the Henry’s constant is the
highest for HNO;3, followed by H,0,, while HNO, has the lowest
Henry’s constant, albeit still pointing towards the liquid phase.
Based on the above explanation, if the transport into the liquid is
underestimated, the discrepancy of the concentration of species
with the highest Henry’s constant should be the highest. This is
indeed true for HNO;, but HNO, and H,O, act the other way
around, since HNO, has the lowest Henry’s constant but it
shows a larger deviation from the experimental concentration
than H,O0,.

However, a static interface does not only affect the transport
into the liquid phase, but also the liquid chemistry in the
interface region. As will be discussed below, H,O, and HNO;
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are mainly produced in the interface region and their production
depends on reactions of radicals, like OH and NO,. These short-
lived species will all be gone in the interface region anyway (i.e.
because of their short lifetime), so the static interface does not
elongate their presence in the interface region. This way, the
static interface does not significantly affect the production of
H,0, and HNO; by chemical reactions. However, since HNO, is
lost in the interface region due to chemical reactions (see below),
the static interface will affect its concentration. Indeed, the static
interface causes HNO, to stay longer in the interface region than
it would in experiments, leading to an overestimation of its loss
in the liquid. This explains why HNO, and H,0, act the other way
around than what is expected based on their Henry’s constants. In
summary, assuming a static interface in the model will under-
estimate the liquid concentrations, due to lower mixing of the liquid
than in experiments. Up till now, however, simulating a moving
liquid surface was not yet feasible, due to very long calculation
times. Indeed, the current simulations, with a static interface and
for a plasma treatment time of 10 seconds, already took 4 months.
However, in future work we will further improve our model and try
to make it faster. Therefore, we believe that we will be able in the
future to solve this discrepancy of our simulations with experiments.
Nevertheless, despite the fact that the calculated liquid species
concentrations are not yet in quantitative agreement with the
experiments, the model is already very useful to study the chemistry
and stability of species in the liquid. A moving interface would only
result in different relative amounts of the reactive species, which will
not change the overall liquid processes significantly. Thus, apart
from the exact values of the concentrations, the general trends can
already be determined.

To verify our hypothesis on the effect of the turbulent
movement of the liquid interface, we performed additional
simulations (see the ESIL,{ Section S4). More specifically, by
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comparing our calculation results with Winter et al.*® where
H,0,-containing argon gas was used without plasma ignition,
we can conclude that the transport of species (H,O, in this
case) from the gas into the liquid phase is indeed under-
estimated in our model, and this cannot be attributed to the
chemistry (which is absent in this case), but it is most probably
due to the turbulent movement of the liquid interface. Hence,
we believe that the turbulent movement of the liquid interface
should be accounted for. The underestimation of the liquid
concentration of H,0, is, however, less pronounced than in our
plasma model when compared with our experiments. This
could be attributed to the very different geometry used in Winter
etal,*®ie., a large Petri dish, where the turbulent movement of
the liquid surface might not be as prominent as in a small well
of our well plate. However, the underestimated liquid concen-
trations might also be due to a combination of both the static
liquid surface and an underestimation of gas phase densities.

Detailed liquid chemistry

The main production and loss reactions for the long-lived species
in the liquid during plasma treatment are listed in Table 3. After
plasma treatment, the chemistry does not change much, except for
the fact that the import from the gas phase stops, and thus also
some of the reactions. The most important liquid phase chemistry
is also schematically illustrated in Fig. 10.

H,0,, HNO,, and HNO;. H,0,, HNO, and HNO; have high
Henry’s constants and thus they are continuously transported
from the gas phase into the liquid during plasma treatment. On
top of the accumulation of H,0, in the liquid due to transport
from the gas phase, there is also a net production of H,O, in
the liquid phase. The dominant production of H,0, is caused
by the recombination of two OH radicals (reaction (R6)), which
occurs only in the first few nm underneath the gas-liquid

Table 3 Most important production and loss reactions for the long-lived species in the liquid (analyzed during plasma treatment) and their contribution
to the total production or loss of that species. The numbers indicate the % of contribution for the total liquid chemistry, taken as the average over the total
volume. Some of the most important reactions occur only in the interface, which is where most of the chemistry happens, but since the interface region
only occupies a small part of the total volume, the % of contribution for the total liquid is almost zero for these interface reactions. These reactions are
thus designated with ‘IF’ (interface) instead of their very low % of contribution. A reaction with a star (*) behind it is the only reaction for the production or
loss of that species implemented in the 2D model. The reaction numbers correspond to Table S4 (ESI). Reactions between 2 species resulting in 1 species
are possible because of the omnipresence of H,O molecules in the liquid (conservation of momentum and energy)

Species Main production reactions % Main loss reactions %
H,0, (6) 20H — H,0, IF (9) H,0, + OH — HO, + H,0 IF
(14) H,0, + H — OH + H,0 100
HNO, (33) NO + OH — HNO, IF (24) NO,” + OH — NO, + OH™ IF
(27) 2NO, + 2H,0 — HNO, + NO,;~ + H;0" 65 (48) NO,~ + N,O — NO;™ + N, 80
(28) 2NO, + 3H,0 — NO,” + NO;~ + 2H;0" 25 (25) NO,” +H — NO + OH ™~ 15
HNO, (34) NO, + OH — HNO; IF (35) HNO; + OH — NO; + H,0 (¥)
(27) 2NO, + 2H,0 — NO;~ + HNO, + H;0" 65
(28) 2NO, + 3H,0 — NO; ™ + NO,™ + 2H;0" 25
ONOOH (39) NO, + OH — ONOOH IF (41) ONOOH + H,0 — NO;~ + H;0" IF65-30
(38) NO + HO, - ONOOH 100 (42) ONOOH + H,0 — NO, + OH + H,0 IF30-65
HO, (9) H,0, + OH — HO, + H,0 IF (10) O, + OH — O, + OH™ IF
0, (16) 0, + O - 05 (%) (37) 03 + NO,~ — NO;™ + O, 85
(45) O3 + HNO — HNO, + O, 15
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Fig. 10 Schematic overview of the transport of species from the gas to the liquid phase and of the most important liquid chemistry. The down- or
upward arrows between the gas and the liquid phase illustrate the transport due to Henry’s law. The thickness of the arrows indicates the relative values of
the Henry's constants, while the direction of the arrows shows the equilibrium of the species towards the gas or liquid phase. The reaction numbers
mentioned on the arrows between the species correspond to the reaction numbers in Tables 3 and 4, and in Table S4 (ESIT). For the importance of these
reactions, we refer to Tables 3 and 4, where we have listed their relative contributions (in %) to the overall production or loss of the species. The thickness
of the reaction arrows is a measure of the rate of that reaction. Species in a white box are the short-lived species that completely react away just below
the gas—-liquid interface. Species in a blue box are able to accumulate in the bulk liquid, but only those with a thick black frame are stable in the liquid after
plasma treatment. O, is only pictured to shown the transition of HO, into Oz over O,, and is not analysed as a separate species.

interface and also mainly in the center of the well (in the
depression of the dimple), because further and deeper into the
liquid, there are virtually no OH radicals left. In the same
region the loss of H,0, is also mainly caused by OH radicals
(R9), while deeper in the bulk liquid the loss of H,0, is caused
by reaction with H radicals (R14). It must be noted that the
greatest part of the liquid chemistry happens just beneath the
gas-liquid interface and that the reaction rates in the bulk
liquid are at least three orders of magnitude lower than in the
first few nm below the interface. For H,O, the rates of the loss
processes are much lower than the production rates (e.g. in
the interface the rate of the loss reaction (R9) is a factor
50 lower than that of the production reaction (R6)), causing a
continuous increase of the H,O, concentration in the liquid
phase (see Fig. 9).

HNO, and HNO; in water partially split into H;0" and NO, ™~
or NO; ™ ions, respectively, according to their pK, values. They
can react both in their neutral and ionic form. To evaluate the
most important reactions of these species, these neutral and
ionic forms are taken together in the analysis. The acid-base
reaction is not accounted for in the production or loss terms.
The production of HNO, is due to the reactions of the short-
lived species OH and NO in the interface region (R33), and of
NO, with H,O in the bulk liquid ((R27) and (R28)). It is lost
mostly in its ionic form in the first 3 nm depth below the gas—
liquid interface and in the center of the well, due to reaction
with OH radicals (R24). Further in the bulk liquid, the reactions
with N,O and H ((R48) and (R25)) become more important, but
again the greatest part of the chemistry happens in the first
few nm below the gas-liquid interface. Note that the loss of
NO, upon reaction with OH radicals (R24) is two orders of
magnitude faster than the production reaction (R33), so HNO,
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exhibits a net loss in the liquid phase due to chemical reactions.
Still, its concentration linearly increases, which is due to the
constant supply from the gas phase.

For HNOj;, on the other hand, our model predicts a net
production in the liquid phase due to chemical reactions. Just
below the interface in the first 2 nm depth, this is due to the
reaction of OH with NO, (R34). Below that, in the next 2 nm,
the production rate is still very high and is due to reactions
involving NO, and H,O ((R27) and (R28)). Again, the production
is the highest in the center of the well, while in the bulk liquid
the reaction rates are three orders of magnitude lower than at
the interface. The reaction with OH (R35) is the only loss
reaction for HNO; included in the model. Its rate is a factor
150 lower than that of the main production reaction between
NO, and OH (R34), explaining the net production of HNO; in
the liquid phase. Although HNO; has a higher Henry’s constant
than HNO, and is net produced by chemical reactions, while
HNO, is lost in the liquid, the total concentration of HNO; is
lower than that of HNO,. This is due to the much lower gas phase
density of HNO; just above the liquid surface (see Fig. 7), so that less
HNO; is transported into the liquid phase than HNO,.

In summary, the liquid chemistry for these three most
important species is mainly driven by reactions of short-lived
species, like OH and NO,. For H,O, and HNO; there is net
production by chemical reactions, while for HNO, the loss reactions
are faster than the production reactions. It is not surprising that the
only significant changes in liquid concentrations are happening in
the first few nm below the gas-liquid interface, where indeed these
short-lived species are still present before being completely lost by
reactions. Because both the production and loss reactions of H,0,,
HNO, and HNO; are only based on these very short-lived radicals
(OH, NO, and NO,), which will be completely gone immediately
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after the supply of the plasma jet is switched off, H,0,, HNO, and
HNO; are not being formed or lost anymore in the liquid after
plasma treatment (at least not on the short time scales of relevance
here). In addition, because of their high Henry’s constants, they will
not (significantly) evaporate into the gas phase. Hence, this explains
why their concentrations remain constant after plasma treatment
(see Fig. 9).

ONOOH, HO,, and O;. A similar analysis can be performed
for the other three long-lived species: ONOOH, HO,, and O;.
Just like HNO, and HNO;, ONOOH and HO, also partially split
in water into H;0" and ONOO™ or O, ions, respectively. To
evaluate the most important chemistry, these neutral and ionic
forms are again taken together in the analysis. The acid-base
reaction is not accounted for in the production or loss terms.

ONOOH is not present in the gas phase in our model,
because of a lack of information about its gas phase chemistry.
Thus, no ONOOH is transported into the liquid and its con-
centration only depends on the liquid chemistry. There are a
few studies on how peroxynitrite can be formed in the liquid
(i.e., in acidic conditions from H,0, and NO, ,*” as well as
from reactions between OH and NO,, and from O, and NO*®*%),
The formation of ONOOH in the gas phase was - to our knowl-
edge - never reported, however, it can be assumed that the
reaction between OH and NO, radicals also takes place in the
gas phase, leading to gaseous ONOOH. By only considering
ONOOH in the liquid phase in the model, its total liquid
concentration might be underestimated. However, the general
behavior of ONOOH will still be valid in the case of additional
transport from the gas into the liquid phase. Our model predicts
that ONOOH exhibits a net production in the liquid phase,
mainly in the first 2 nm depth below the gas-liquid interface
and both in the center and towards the edges. The production of
ONOOH is mainly driven by the reaction between NO, and OH
(R39). The reaction between NO and HO, (R38) becomes important
in the bulk liquid. The main loss of ONOOH is based on reactions
with H,O ((R41) and (R42)). Both processes are important in the
interface region and in the bulk liquid. In the interface region (R41)
counts for 65% (IF65) of the ONOOH production and (R42) for 30%
(IF30), while in the bulk the importance has shifted to 30 and 65%,
respectively. Nevertheless, its production is two orders of magnitude
faster than its loss during plasma treatment. After plasma
treatment, the situation reverses. Indeed, as the production of
ONOOH mainly depends on short-lived species, while the loss is
due to reaction with H,O (clearly long-lived species), this
explains why ONOOH is lost within 10 seconds after plasma
treatment (Fig. 9).

HO, is mainly lost in its ionic form (O, ") in the liquid phase,
just below the gas-liquid interface, upon reaction with OH
radicals (R10). The rate of its production (again just below the
gas-liquid interface, upon reaction of OH radicals with H,O,;
(R9)) is a factor of 40 lower than its loss rate. In Fig. 9, we can
see that the concentration of HO, rapidly increases upon
plasma treatment, after which it remains constant in the liquid
phase during plasma treatment. This indicates that all the HO,
that is transported into the liquid from the gas phase immediately
reacts away with OH radicals, and no HO, can accumulate
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additionally in the bulk liquid. This also explains why its
concentration drops within 10 seconds after plasma treatment.
Indeed, once the transport from the gas phase stops, the
concentration of HO, starts to drop to zero, because all HO,
that came in from the gas phase reacts away.

For Oz only one production reaction is included in the
model, i.e., recombination between O and O, (R16). Other than
all the other long-lived species, O; has a low Henry’s constant,
which means it has an equilibrium towards the gas phase. O; is
net produced in the liquid phase, mainly towards the edges
of the well and in the first 2 nm depth below the gas-liquid
interface. The most important loss reactions of O; are reactions
with NO,~ and HNO ((R37) and (R45)), but the total loss rate of
O3 is three orders of magnitude lower than its production rate.
The concentration of Oz drops relatively slowly after plasma
treatment (Fig. 9), because its loss is not due to chemical
reactions in the liquid phase, but due to evaporation into the
gas phase as a result of its low Henry’s constant.

Although ONOOH, HO,, and O; are able to accumulate to
some extent in the liquid during plasma treatment, their con-
centrations clearly drop after plasma treatment. For ONOOH
and HO, this is due to more important loss than production
reactions after treatment, while O; evaporates into the gas phase
because of its low Henry’s constant.

O, OH, NO, NO,, NO;. As already discussed, the short-lived
species (O, OH, NO, NO,, and NO;) immediately react in the
interface region to form other (long-lived) species. This way,
they cannot reach the bulk liquid and thus do not accumulate
in the solution. In Table 4, the main loss processes of these
short-lived species are listed. These reaction pathways are also
added in Fig. 10 in order to give a complete overview of the
liquid chemistry.

For both O and NO; only one loss reaction is implemented
in the 2D model. O reacts with O, to form O; (R16) and NO;
reacts with OH™ to form OH radicals and NO;~ (R50). OH is lost

Table 4 Main loss processes for the short-lived species (analyzed during
plasma treatment) and their contribution to the total loss. Since these
species do not reach the bulk liquid, the analysis is done only for the
interface. The numbers indicate the % contribution for the loss in the
interface. A reaction with a star (*) behind it is the only loss reaction for that
species implemented in the 2D model. The reaction numbers correspond
to Table S4 (ESI). Reactions between 2 species resulting in 1 species are
possible because of the omnipresence of H,O molecules in the liquid
(conservation of momentum and energy)

Species Main loss reactions %

(o) (16) O + O, — O3 (¥)

OH (10) OH + 0,~ —» OH™ + 0, 60
(24) OH + NO,~ — OH + NO, 25
(6) OH + OH — H,0, 10

NO (33) NO + OH — HNO, 95

NO, (34) NO, + OH — HNO; 50
(39) NO, + OH - ONOOH 50

NO; (50) NO, + OH™ — OH + NO;~ (¥)

This journal is © the Owner Societies 2019
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due to three processes, which are all important for the production
or loss of long-lived species. It reacts with O, (R10) and NO,~
(R24) causing the loss of these species, and it forms H,0, via
(R6). NO is lost in the most important reaction to form HNO,
(R33), and for NO, the loss results in the formation of HNO;
(R34) and ONOOH (R39).

Conclusion

We presented the combination of a 0D chemical kinetics model
and a 2D axisymmetric fluid dynamics model to investigate
the plasma treatment of a buffered water solution with the
KINPen®™ plasma jet, as well as the stability of the generated
reactive species after treatment. The 0D model is used to
simulate the actual plasma discharge and to provide the gas
phase densities at the end of the visible afterglow as input for
the 2D model. In addition, it gives information on the most
important species and reactions for both the gas and liquid
phase, to be introduced in the 2D model. The 2D model simulates
the gas and liquid flow dynamics, as well the transport and
chemistry of the species in both the gas and the liquid phase. We
pay special attention to the production and loss processes for the
various species in the liquid phase. By comparing the gas phase
densities from the 0D model (already extensively validated with
experiments in previous work) with those in the 2D model, we
showed that - despite the limited set of species and reactions
introduced in the 2D model (in contrast to the 0D model) - the
main chemistry is still valid.

In comparison with our previous 2D fluid dynamics model,
we can conclude that the gas and liquid flow patterns are highly
dependent on the size and shape of the liquid vessel. In the
present study, we considered a small well with only 2 mL of
liquid. This results in (1) the absence of ambient air in the gas
phase between the plasma jet and the liquid surface (resulting
in an increasing NO density in the gas phase), and (2) the
formation of only one vortex in the liquid near the edge of the
well (instead of two reversed vortices in the larger beaker of
135 mL in our previous 2D model).

Only the long-lived species H,0,, HNO,, HNO;, HO,, O3,
and ONOOH are able to accumulate into the bulk liquid. The
other species are short-lived and only appear in the region a
few nm below the gas-liquid interface. After plasma treatment,
only the concentrations of H,0,, HNO,, and HNO; are constant,
while the other long-lived species are lost in reactions (i.e.
within 10 seconds, for HO,, and ONOOH) or due to evaporation
in the gas phase (for O3, because of its low Henry’s constant). It
should be noted that the calculated concentrations of H,O,,
HNO,, and HNO; are not yet in quantitative agreement with our
experimental observations. This can be attributed to the static
interface defined in the model. In the future we will try to make
the interface more dynamic, in order to reach also quantitative
agreement between the model and the experiments. However,
the present model already gives important insight in the
complex liquid chemistry. By analyzing the main production
and loss reactions for the long-lived species, we can explain why

This journal is © the Owner Societies 2019
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only H,0,, HNO,, and HNO; are stable in the liquid (ie. all their
production and loss processes in the liquid only depend on reactions
with short-lived species), while O3, HO,, and ONOOH are not.

We believe that this study provides valuable insight into the
plasma-liquid interaction of a plasma jet with a buffered water
solution, as well as into the liquid chemistry during and after
plasma treatment. This information is very useful for the
application of plasma-treated liquids in biomedicine, both for
the generation of PTLs and for the stability of reactive species
during storage of PTLs.
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