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Stability of Si epoxide defects in Si nanowires: a mixed
reactive force field/DFT study

Bob Schoeters,*ab Erik C. Neyts,c Umedjon Khalilov,c Geoffrey Pourtoisbc and
Bart Partoensa

Modeling the oxidation process of silicon nanowires through reactive force field based molecular

dynamics simulations suggests that the formation of Si epoxide defects occurs both at the Si/SiOx

interface and at the nanowire surface, whereas for flat surfaces, this defect is experimentally observed

to occur only at the interface as a result of stress. In this paper, we argue that the increasing curvature

stabilizes the defect at the nanowire surface, as suggested by our density functional theory calculations.

The latter can have important consequences for the opto-electronic properties of thin silicon nanowires,

since the epoxide induces an electronic state within the band gap. Removing the epoxide defect by

hydrogenation is expected to be possible but becomes increasingly difficult with a reduction of the

diameter of the nanowires.

1 Introduction

Understanding the formation and properties of defective
silicon oxide structures at the silica and Si/SiOx interfaces is a
field of research that has been active for many decades due to
the role of Si in semiconductor electronics. Since Moore’s law
has been driving the reduction of the dimensions of transistors
towards nano related dimensions, the effect of interface defects
on the electrical performances of transistors has been gaining
importance. The use of semiconducting nanowires has already
been successfully demonstrated in several nanoelectronics
applications such as field-effect-transistors,1 sensors2 and logic
devices.3 For a more complete review, see for instance ref. 4.
Therefore, understanding the influence of downscaling the
dimensions to the nano regime on the electronic properties
of SiO defect structures in Si nanowires is essential from a
technological point of view. Thin silicon nanowires (SiNW’s)
and other nanostructures are of interest due to properties
which can differ significantly from their bulk state. An important
example is the dependence of the SiNW band gap on the
quantum confinement.5,6 Also, the large surface-to-volume ratio
implies that surface effects will soon become very important and
might even dominate the properties of these thin nanowires.7

In contrast to bulk Si, which has an indirect band gap, thin Si

nanowires are expected to have a direct band gap,6 which makes
them interesting building blocks for opto-electronic applications.
Interestingly, no conclusive experimental evidence of direct band
gap Si nanowires has been published so far. However, photo-
luminescence (PL) measurements by Lyons et al.8 indicate a
significant increase in the PL signal when going from 5 to 4.5 nm
wires, which could be an indication for an indirect to direct band
gap transition. Understanding the appearance of defect levels in
these band gaps is thus of great importance for possible optical
applications.

A common way to obtain very thin SiNW’s consists of starting
from relatively thick nanowires (of the order of 40 nm) grown
using a vapor–liquid–solid growth technique, and then using a
thermal oxidation process to reduce the diameter. This is
typically done by exposing the nanowires to an oxygen ambient
at temperatures around 1000 1C. The oxidation process will
result in a narrower silicon core surrounded by an amorphous
silicon oxide layer. If the thermal oxidation is done at tempera-
tures below 950 1C the oxidation process becomes self-limiting,
meaning that after a certain point in the oxidation process, the
oxide layer will not progress further into the Si core.9 Once the
oxidation process is completed, it is possible to etch the oxide
away if required. Depending on the envisioned application, it
is also possible to use the obtained core shell structure and
exploit the dielectric properties of SiOx in conjunction with the
semiconducting nanowire.

The properties of a thin Si core surrounded by SiOx are
expected to differ from ideally hydrogen passivated NW’s.
A considerable effect of stress due to lattice mismatch at the
Si/SiOx interface can be expected. Ab initio calculations have
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already indicated that the application of stress on SiNW’s can
have a significant influence on the band gap.10 The mismatch
at the interface can also induce the formation of defects. For
example for Si nanocrystals with a diameter of B1.5 nm
surrounded by B3 nm of SiO2, the presence of several para-
magnetic defects (E0, EX, Pb1 and Pb(0)) at the interface has
already been measured.11 The Pb defects result in states in the
band gap that act as recombination centers and are therefore a
severe limitation for optical applications. Besides these known
defects, it is perfectly possible that other defects are present
that are not so easily detected. It was found experimentally, and
supported by density functional theory (DFT) calculations and
reactive force field based molecular dynamics (MD) simula-
tions, that the formation of Si epoxide (a three membered Si–O–
Si ring) is an important source of defects at flat silica inter-
faces.12,13 Recent Monte Carlo calculations suggested that this
epoxide defect is rather unstable toward structural transforma-
tions, particularly when a sizable tensile strain exists along the
local surface.10 Given the fact that the surface energy (surface
strain) in Si nanowires depends on its curvature, it is expected
that the diameter of the remaining core will have an impact on
the relative stability of the epoxide surface defects. In this
paper, we address this issue. The oxidation process of Si
nanowires is investigated using reactive molecular dynamics.
Afterwards density functional theory calculations are performed
in order to investigate the likeliness of the formation of such
epoxide defects. The paper is organized as follows. The computa-
tional details of the MD simulations and the DFT calculations are
first reviewed. We then investigate the stability of the Si epoxide
defect on the surface of a SiNW, and finally discuss its electronic
properties in detail.

2 Computational details

The MD calculations were based on the reactive Force Field
(ReaxFF) developed by van Duin et al.14 ReaxFF is based on the
bond order/bond distance relationship introduced by Abell.15

The total system energy is divided over partial energy terms,
related to lone pairs, undercoordination, overcoordination,
valence and torsion angles, conjugation, hydrogen bonding, as
well as long ranged van der Waals and Coulomb interactions.14

These long range interactions are calculated between every pair
of atoms within the cutoff length of the interaction, such that
the force field not only describes covalent and ionic bonds, but
also non-bonded interactions between atoms. Atomic charges
are calculated based on the geometry and on the connectivity of
the structure using the electron equilibration method (EEM).16

In the present work, we employ the parameters developed by
Buehler et al.17 This parameterization has been successfully
applied to different kinds of silica systems, such as the for-
mation of E0 centers in amorphous silica,18 crack initiation in
Si17,19 and the mechanical response of silica in hierarchical
structures.20 The MD simulations were carried out under NVT
conditions, applying the Berendsen thermostat,21 with the
coupling constant set to 100 fs. The force field interaction
length was set to 10 Å and the time step was 0.25 fs. Charges,

as calculated using the EEM method, were updated every
time step.

DFT calculations, as implemented in the OpenMx code,22–25

were performed on (100)-oriented SiNW’s, using the local
density approximation exchange–correlation energy functional
developed by Ceperley and Alder.26 A double-valence plus
single-polarization orbitals basis set has been used. For single
nanowire unit cells a Monkhorts–Pack k-point grid of 1 � 1 � 6
was used. To investigate the defect, a supercell of three unit
cells in the growth direction is used with an equivalent 1 � 1 �
2 k-point grid. The fineness of the numerical grid used for the
numerical integrations and for solving the Poisson equation
within OpenMx was fixed by using a cutoff energy of 150
Rydberg (2040 eV). The positions of the atoms in the SiNW’s
were optimized using the method developed by Baker27 until
the forces were less than 0.005 eV Å�1. Further calculations
using the HSE0628 hybrid functional were performed with the
Vienna Ab Initio Simulation Package (VASP),29,30 using the
Projector Augmented Wave (PAW) method.31,32 Integrations
over the Brillioun zone were done using a 1 � 1 � 8 k-point
grid. As opposed to OpenMx, VASP uses plane waves as a basis
set, whose accuracy has been fixed by using an electronic cutoff
of 400 eV resulting in the convergence of the total energy below
10�3 eV per atom.

For all calculations, both using DFT and ReaxFF, a vacuum
of at least 10 Å was used in the directions perpendicular to the
wire axis. Details of all the SiNW’s we considered in this work
are summarized in Table 1.

3 Results and discussion
3.1 The oxidation of SiNW’s

In order to understand the properties of small diameter SiNW’s
produced by thermal oxidation, MD simulations were performed
using the ReaxFF force field. As previously mentioned in the
Introduction, most published experimental work in this field
describes a rapid thermal oxidation at temperatures around
1273 K or more to obtain core–shell structures with a small
core, see for example ref. 33 and 34. Therefore we also used
this temperature in our simulations. The thermal oxidation
process was simulated by adding O2 every 10 ps into a box

Table 1 Number of atoms in the considered SiNW’s. All considered SiNW’s are
(100)-oriented, unless otherwise indictated. The MD simulation of the oxidation
process was performed on the wire labeled MD

Diameter (nm) Si atoms (#) H atoms (#) DFT/LDA ReaxFF

1.0 63 60 | |
1.0 (110) 64 48 | �
1.0 (111) 76 60 | �
1.5 135 84 | |
1.8 207 108 | |
2.0 267 132 | |
2.2 303 132 | |
4.0 1047 252 � |
8.0 4107 492 � |

2.0 (MD) 1869 � � |
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(with periodic boundaries) containing 7 times the smallest unit
cell of a crystalline (100)-SiNW with a diameter of 2 nm. During
these simulations, we observed the radial growth of a SiOx shell
with a clearly defined Si/SiOx interface, which progressed con-
tinuously inward. Some oxygen atoms however diffuse beyond
the Si/SiOx interface. The oxidation process is not self-limiting
since upon a large number of MD steps and an infinite supply
of oxygen, the structure will become fully oxidized. This is not
unexpected since self-limiting oxidation is experimentally only
observed at temperatures below 950 1C.9 A previous MD study35

of thermal oxidation with ReaxFF has indicated that the oxida-
tion will be self-limiting for temperatures below 500 K, 600 K,
700 K and 800 K for SiNW’s with a diameter of, respectively,
1.5 nm, 2 nm, 2.5 nm and 3 nm. Since we want to investigate a
small Si core surrounded by SiOx, we considered wires where
the thermal oxidation process is not completed. In order to
analyze the structural properties, we stopped the MD simulation
at a selected time. A rapid quench to 0 K was then simulated
by performing a relaxation using a conjugate gradient algorithm.
Two stages from these MD simulations are illustrated in Fig. 1,
corresponding to approximately a SiO0.25 and SiO0.5 oxidation stage.

The main building blocks for SiO2 are based on SiO4 tetra-
hedrons. In crystalline SiO2, the latter forms an ordered net-
work that gets disordered upon amorphization. Clearly all the
bonds present in SiO2 are Si–O ones settled within Si–O–Si
bridge bonds. The angle between these Si–O–Si bridge bonds is
very flexible, which results in structures that vary significantly
but that are still based on the same building blocks. This is also
what we obtained in our fully oxidized wires. In the final
structure, all the Si–Si bonds were broken and essentially only
the Si–O ones remained. However, if we now focus on the
clearly observable Si/SiOx interface in our simulated nanowires,
new Si–O–Si features are observed, i.e. Si epoxide defects which
are three membered Si–O–Si rings. In Fig. 2(a) we focus the
Si/SiOx interface of our SiO0.5 nanowire, here we see both
Si–O–Si bridge bonds and epoxide defects. Furthermore, this
epoxide defect is also abundantly present at the SiOx surface
(Fig. 2(b)).

A possible origin of the Si epoxide defects at the Si/Six

interface is the stress generated by the lattice mismatch
between Si and SiOx. To quantify this, we calculated the Cauchy
stress in the nanowires36 after rapid quench to 0 K. Because we
consider the system after rapid quench to 0 K, we avoid the
kinetic energy contribution to the stress, which could be
problematic.37 In Fig. 3 we plot the rr component of the stress
along the radial direction of the nanowire. This reveals that a
tensile stress of approximately 2 GPa occurs around the Si/SiO2

interface, which is also observed in previous simulations.38 The
fact that the stress is tensile is in agreement with the thermal
oxidation not being self-limiting. If the rr component of the
stress is compressive the reaction rate of the oxidation will
lowered causing the oxidation to slow down or even stop,38,39

this being the cause of the so called self-limiting oxidation.
Tensile stress on the other hand will enhance the oxidation. As
mentioned before, self-limiting oxidation is only expected at
low temperatures. Here we simulate a rapid thermal oxidation
at high temperature. Therefore the computed stresses are in
accordance with the observed behavior of the oxidation process
in our simulation.

The number of epoxide defects changes during the oxidation
process. In the first steps of the simulation, almost all oxygen
atoms at the nanowire surface form epoxide defects. As the
oxidation process progresses, more of the oxygen atoms will
settle in the more stable non-triangular bridge bonds. Fig. 4(a)
depicts the number of Si epoxide defects and Si–O–Si bridge
bonds in our unit cell at the nanowire surface as a function of
the oxidation grade, where we define the surface as the two
outer atomic layers. Fig. 4(b) also depicts this evolution but for
the full wire. As mentioned before after full oxidation, we
obtain a structure containing only Si–O–Si features (approxi-
mately SiO2). So clearly all epoxide defects are gone. But unless

Fig. 1 Illustration of two steps extracted from the MD simulation that corre-
spond to approximate SiO0.25 and SiO0.5 stoichiometry obtained after rapid
quenching to 0 K. A continuous progression of the Si/SiOx is clearly visible with
some O atoms diffusing beyond the interface. The SiOx region is indicated by
continuous circles.

Fig. 2 Si epoxide defects in SiO0.5 at the Si/SiOx interface (a) and at the SiOx

surface (b). In both figures, one Si epoxide defect is encircled but many more are
present.

Fig. 3 The rr component of the stress for the SiO0.25 (a) and SiO0.5 (b) wire
plotted along the radial distance. The dashed vertical line corresponds to the Si/
SiOx interface.
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the nanowire is completely oxidized a relatively large amount of
Si epoxide will remain at the surface.

It is also interesting to note that this Si epoxide defect is
also visible in Fig. 1 and 2 of the work of Bondi et al.,40 in which a
combination of Monte Carlo and DFT calculations were performed
to study oxidized SiNW’s. However it was not discussed in this
reference.

3.2 Stability of the epoxide defect

Due to the curvature of cylindrical nanowires, the surface will
also face a large amount of stress that might induce the defect.
In order to understand better this Si epoxide structure and the
effect of the surface curvature on its relative stability, we
investigated the evolution of the formation energy of a single defect
on hydrogen passivated (100)-SiNW’s of different diameters using
DFT calculations based on LDA. On these hydrogen passivated
wires, we replaced two hydrogen atoms with a single oxygen atom
(Fig. 5) and after relaxation we computed its formation energy as:

Ef = E(SiNW + defect) � E(SiNW) + 2mH � mO (1)

with m being the chemical potential of, respectively, hydrogen
(mH) and oxygen (mO). Half of the total energy of, respectively, H2

and of the triplet state of O2 has been used as the chemical
potential. To minimize the self-interaction of the defect due to
the periodic conditions, a supercell of three times the smallest
unit cell in the growth direction was used, which ensures
the convergence of the Ef of the neutral Si epoxide defect.
The formation energy was then evaluated for different wire
diameters going from 1 to 2.2 nm. The results are summarized
in Fig. 6(a). Interestingly, the formation energy of the defect is

reduced for large wires, while for smaller ones, it is enhanced,
suggesting that the increasing curvature at smaller diameters
helps stabilizing the epoxide defect.

Unfortunately, it is computationally very demanding to
tackle large diameter wires using ab initio calculations due to
the large number of atoms involved. Therefore, we also used
ReaxFF to evaluate the formation energy of the defect on wires,
as shown in Fig. 6(b). Note that the absolute values of the
formation energy obtained using ReaxFF are not the same as
those obtained using our DFT calculations. We attribute this
difference to the fact that the fitting of the ReaxFF parameter-
ization was done using different DFT functionals than the one
we used in this work. Indeed different functionals can result in
a significantly different formation energy, see for example
ref. 41 Nevertheless, the ReaxFF energies show qualitatively
the same trend, the defect becomes less and less stable with an
increasing diameter. The largest wire has a diameter of 8 nm
which still amounts to a considerable curvature and saturation
is therefore not achieved yet. Note that the limit of d -N does
not correspond with the epoxide defect on a flat surface. Indeed
the coordination of the hydrogen atoms that passivate dangling
bonds on a facet of flat Si is not the same as that on the
corresponding facet of a curved cylindrical nanowire, hence
resulting in a slightly different structure around the defect.
Therefore the comparison between flat and curved Si surfaces is
not straightforward.

3.3 Electronic structure

Now, we turn to the electronic properties of this Si epoxide
defect on a SiNW and compare the density of states (DOS) of the
wire with and without defect (Fig. 7(a)) obtained using DFT
calculations. The figure clearly shows that the defect induces
electronic states within the band gap at about 0.2 eV with
respect to the top of the valence band.

Since the formation energy of the defect changes for differ-
ent diameters it would not be surprising if the the electronic
properties are also impacted. Fig. 8(a) illustrates the evolution
of the position of the occupied defect level compared to the
conduction band minimum (CBM) and valence band maximum
(VBM) as a function of the diameter. With an increase of the
diameters and due to confinement effects, the defect level is
gradually shifted towards the valence band. Although the
amplitude of this shift is reduced for larger diameter, the

Fig. 4 Comparison between the number of Si epoxide defects (red) and the
Si–O–Si bridge bonds (black) present in our unit cell (a) at the nanowire surface
and (b) in the whole wire as a function of the oxidation level.

Fig. 5 Defect on a 1.5 nm pristine wire. The Si atoms are depicted as pale
orange spheres, hydrogen as white ones and oxygen red.

Fig. 6 Evolution of the formation energy with respect to the diameter of the
nanowire, with DFT (a) and ReaxFF (b).
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extrapolation suggests that the defect level disappears into the
valence band for diameters of B3.5 nm and larger.

It is well known that the LDA approximation suffers from a
band gap underestimation problem. To improve the descrip-
tion of the electronic properties we also performed HSE06
hybrid functional calculations for the two smallest wires. For
bulk silicon HSE06 is known to give a good description of the
electronic properties.42 The results for oxides are also a con-
siderable improvement over LDA.42,43 In Fig. 8(b), the location
of the defect level is shown relative to the valence band
maximum, for both LDA and HSE06. Although the absolute
value for the band gap calculated using the HSE06 functional
differs by about 1 eV, the qualitative evolution of the defect level
obtained with LDA remains valid. The nature of the state in the
electronic gap is revealed by the spatial distribution of the
Bloch states integrated over the energy window associated with
the defect. Fig. 7(b) illustrates that there is a contribution from
the oxygen atom but also from the strained bond between the
underlying Si atoms. This confirms that the defect is caused by
the strain that is generated at the surface as a result of the
curvature.

3.4 Removal of the epoxide defect by hydrogenation

Given the presence of this defective source in the electronic gap
and its influence on the electronic properties, it is of prime
importance to evaluate the possibility to ‘passivate’ it. We

hence investigated its reactivity with hydrogen, a common
passivation source used in the microelectronic industry (Fig. 9).

We now define the enthalpy of reaction of this hydrogenation as:

Ef = E(SiNW + OH/H) � E(SiNW + defect) � 2mH (2)

with mH being the chemical potential of hydrogen. As indicated
in Fig. 10, the enthalpy of reaction obtained within the LDA is
exothermic. Interestingly, the dependence of the relative stabi-
lity of the defect with respect to the diameter of the nanowire is
reflected into the enthalpy of reaction dependence of the
diameter, with a suppressed exothermicity for smaller nano-
wire diameters. The exothermicity suggests that the reaction is
favorable, however there remains an activation energy that the
H2 has to overcome before it can bind with the defect. In order
to evaluate the minimum energy path for the hydrogen passiva-
tion of this epoxide defect, which gives us the activation energy,
we used the nudged elastic band method.44 This pathway was
calculated for the hydrogenation of a 1.0 nm wire. The total
energy of the system after hydrogenation is 2.5 eV lower than
before, but first a barrier of B0.5 eV has to be overcome. This
activation energy is of the same order as the barrier that has to
be overcome to passivate dangling bonds on a Si(100)-2�1
surface.45 The hydrogenation results in the removal of the state
in the band gap.

3.5 Influence of growth orientations

All presented results were for (100)-oriented SiNW’s. We also
investigated the impact of the relative orientation of the Si
nanowire on the stability of the epoxide defect and its electro-
nic signature in the band gap, within the LDA approximation.
Apart from the (100)-oriented SiNW’s, we also focused on (110)
and (111) SiNW’s, and evaluated the differences for nanowires
with a diameter of 1.0 nm. The formation energies of a single
epoxide defect are, respectively,�1.50 eV,�1.24 eV and �1.39 eV.
This indicates that the defect is most stable on the surface of
(100)-oriented nanowires, but the difference in formation

Fig. 7 (a) Density of states computed for a 1.5 nm Si nanowire in the presence
(red) and the absence (black) of the epoxide defect. Zero is set to the valence
band maximum. (b) Bloch state integrated over the energy window associated
with the Si epoxide defect for a 1.5 nm nanowire.

Fig. 8 (a) Energy of the electronic states induced by the presence of a Si epoxide
defect compared to the VBM and CBM as a function of the diameter, with the
energies defined relative to the vacuum. (b) Comparison of the position of the
energy of the electronic states induced by the Si epoxide defect relative to VBM
calculated with LDA (black) and HSE06 (red).

Fig. 9 Schematic drawing of the hydrogenation process of the epoxide defect.

Fig. 10 Enthalpy of reaction computed for the passivation of an epoxide defect
in the presence of H2.
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energy is not very large. Although the Si nanowire band gap is
different for the different orientations, the defect induces an
electronic signature within the electronic gap in all three cases.
This is illustrated in Fig. 11, where the position of the defect is
depicted for 1.0 nm nanowires of the three different orienta-
tions. Note that the absolute position of the defect, compared
to the vacuum, is the same for the three different orientations.
However, due to the different positions of the VBM and CBM,
the defect level is situated differently within the band gap for
the different orientations.

4 Conclusions

In this paper, we present a mixed reactive force field/DFT study of
the properties of an epoxide defect in Si nanowires. MD simula-
tions of the oxidation process suggest that this defect is present
both at the Si/SiOx interface and at the nanowire surface, as
opposed to flat surfaces where it has been reported to occur upon
the presence of a stress generated by a lattice mismatch. The
formation energy of these Si epoxide defects at the surface of Si
nanowires drops for reduced diameters of the nanowires, which
indicates an increase in stability. We attribute this increase in
stability to the curvature of the wire, which generates strained
bonds at the surface. The epoxide defect has an electronic
signature within the band gap, which can be an issue for micro-
electronic and optical applications. A hydrogenation treatment of
the defect at the surface will remove the state in the band gap but
an activation energy of the order of 0.5 eV must be overcome.
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