Plasma Technology for CO₂ Conversion: A Personal Perspective on Prospects and Gaps

Annemie Bogaerts 1* and Gabriele Centi 2

1 Research Group PLASMANT, Department of Chemistry, University of Antwerp, Antwerp, Belgium, 2 Department MIFT, University of Messina and ERIC aisbl, Messina, Italy

There is increasing interest in plasma technology for CO₂ conversion because it can operate at mild conditions and it can store fluctuating renewable electricity into value-added compounds and renewable fuels. This perspective paper aims to provide a view on the future for non-specialists who want to understand the role of plasma technology in the new scenario for sustainable and low-carbon energy and chemistry. Thus, it is prepared to give a personal view on future opportunities and challenges.

First, we introduce the current state-of-the-art and the potential of plasma-based CO₂ conversion. Subsequently, we discuss the challenges to overcome the current limitations and to apply plasma technology on a large scale. The final section discusses the general context and the potential benefits of plasma-based CO₂ conversion for our life and the impact on climate change. It also includes a brief analysis on the future scenario for energy and chemical production, and how plasma technology may realize new paths for CO₂ utilization.
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INTRODUCTION

Plasma, also called the “fourth state of matter,” is an ionized gas consisting of electrons, various types of ions, radicals, excited atoms, and molecules, besides neutral ground state molecules. Thus, it is a very reactive environment, making it of interest for many applications (Bogaerts et al., 2002). Plasma is created by applying electricity to a gas. The light electrons are heated by the applied electric field, and they activate the gas molecules by excitation, ionization, and dissociation, creating the above-mentioned reactive species and allowing chemical reactions to occur at mild conditions (ambient temperature and pressure). This makes plasma of particular interest for CO₂ conversion because the electrons can activate the CO₂ molecules, giving rise to new products without the need to heat the entire gas (Fridman, 2008; Snoeckx and Bogaerts, 2017). Thus, plasma technology can provide an energy-efficient method for CO₂ conversion, as discussed in section on Potential of Plasma Technology to Reduce CO₂ Emissions, although more research is needed to overcome current limitations, as will be discussed in section What Is Needed to Overcome Current Limitations of Plasma-Based CO₂ Conversion?

This perspective paper, like the others in this special issue, is not written as a classical review for specialists, but rather to provide to non-specialists an understanding of the background for this technology, the prospects and gaps, and the role of plasma technology in the new scenario for sustainable and low-carbon energy and chemistry. Therefore, it does not enter too much into
mechanistic and other specialized aspects, but rather aims to give a bird’s-eye overview of the field and the problems to be overcome in order to pass from lab-scale to industrial application. In fact, although plasma technologies are already applied commercially for a few sectors like waste incineration, their use in CO$_2$ conversion to fuels and chemicals, and in general for the conversion of small molecules such as CO$_2$, CH$_4$, H$_2$O, and N$_2$, is still mainly at the laboratory scale. Nevertheless, this is a crucial aspect for the future of sustainable energy and chemistry, from a circular economy to energy/chemistry based on perennial (renewable) sources rather than on fossil fuels (Lanzafame et al., 2017a; Centi et al., 2019; Centi and Perathoner, 2020). As a consequence, it is necessary that non-specialists understand the possible contribution of plasma technologies to address this challenge.

Although this paper provides a status on the use of nonthermal plasma for CO$_2$ conversion, we do not aim to give a systematic review of the state-of-the-art, and we refer to recent reviews on the topic (Snoeckx and Bogaerts, 2017; Chen et al., 2018; Puliyallil et al., 2018; Qin et al., 2018; Debek et al., 2019).

Rather, we aim to give a glimpse about possibilities and issues in this area from our personal perspective. For this reason, the paper is largely based on our own results, put in a general perspective, and also provides some background information on the technology, as plasma technology is not yet well-known by the scientific community.

The general question is why plasma technology is relevant for CO$_2$ conversion in view of the future of energy and chemistry from a sustainable, low-carbon perspective. These aspects will be discussed in section Benefits for Our Life and Impact on Climate Change, but are briefly introduced here in relation to competitive technologies. There are two overarching topics when discussing the future of energy and chemistry, particularly in regions such as Europe, where there are political commitments about the reduction of CO$_2$ and other greenhouse gas (GHG) emissions (now with a target of 50% reduction for the year 2030), and where large initiatives such as the European Green Deal planning, a global investment of over 1 trillion Euro, are put into action with goals such as: (i) closing the carbon cycle (as part of circular economy) of CO$_2$ emissions and putting them back in use as carbon sources, and (ii) using renewable (perennial) energy sources (RES) rather than deriving from fossil fuels.

Being low but not lowest in thermodynamic energy content, CO$_2$ should react with other compounds to form chemicals with even lower thermodynamic energy level (inorganic carbonates) or react with higher energy level compounds to form chemicals/fuels with higher thermodynamic energy. The second route can involve either chemicals produced according to current routes (for example, reaction of CO$_2$ with epoxides to form cyclic carbonates) or produced through the use of RES, such as H$_2$, by electrolysis using electrical energy produced from wind or photovoltaic panels. The second option is preferable because it introduces RES in the energy/chemistry value chain, and thus reduces the dependence on fossil fuels and CO$_2$ emissions (Centi and Perathoner, 2010; Perathoner and Centi, 2014; Ampelli et al., 2015).

There are two main options for converting CO$_2$ to chemicals/fuels by using RES. The first, already developed at demonstration plants, is the production of H$_2$ by electrolyzers followed by the catalytic conversion of CO$_2$ to different products, from methane (power-to-X, Centi and Perathoner, 2020) to methanol or hydrocarbons. The second is the direct CO$_2$ conversion in electrocatalytic reactors (with the electrical energy produced from a separate RES unit) or in photoelectrocatalytic (PEC) reactors, where the solar cell is integrated into the electrocatalytic cell (García de Arquer et al., 2020). Although the latter is still the more challenging, it provides two main advantages: (i) it greatly reduces several of the energy losses due to coupling different components, and (ii) it avoids energy losses related to the overpotential in forming H$_2$ (from H$^+$/e$^-$ which are the effective primary products in water electrolysis) and in using H$_2$. In the current approach, electrolysis followed by thermal catalytic conversion, the overall efficiency is limited by the different steps operating at different conditions and having different dynamics. For example, in coupling H$_2$ (produced in electrolyzers) to a second stage of catalytic conversion of CO$_2$ to methane or methanol (the two most common examples of power-to-X technologies), there is the need to compress and heat H$_2$, and there are severe issues in handling the different dynamics of the process and heat integration, and costs are relatively high.

This is thus considered the first generation, today at the stage of pilot/demo scale, and can achieve application depending on cost of renewable electrical energy, carbon taxes (or subsidies), and other aspects. However, moving to the second and third generation processes, which are those where the generation of H$_2$ equivalent (H$^+$/e$^-$) and CO$_2$ conversion are integrated in a single electrocatalytic device or when the photogeneration stage of the current/potential for water oxidation (i.e., H$_2$O to O$_2$ + H$^+$/e$^-$) is integrated in a single PEC device, can increase process efficiency and lower the costs around 15–20% and up to 25–30%, respectively (Perathoner and Centi, 2019).

In addition to these possibilities, direct photocatalytic conversion of CO$_2$ to chemicals/fuels is possible. Although attractive, the main issues are the low productivity and the combined (in a single compartment) formation of products of reduction (methane or methanol from CO$_2$) and oxidation (O$_2$ derived from water), creating issues of safety (explosivity) and costs of separation. Although many researchers have worked on this approach, the exploitability of the results still appears rather distant. A different alternative is the use of solar radiation, not to generate charge separation and thus photoinduced electrical currents or reactions, but simply to provide the heat for running thermal reactions. This is the concept of concentrated solar power (CSP) plants. For example, by thermal heating at high temperature (above about 1,200°C), metal oxides may be reduced, which react then at lower
temperatures (800–900°C) with CO₂ or H₂O to generate CO and H₂, respectively. Notwithstanding intense research, the many issues on productivity, stability, and costs (Centi and Perathoner, 2010) have strongly hindered development beyond pilot units, and current interest on this route is decreasing.

The different possibilities of using RES in CO₂ conversion technologies have been discussed in detail by Navarrete et al. (2017). In summary, electrocatalytic and (in a longer-term perspective) PEC approaches appear as the more promising routes in competition with plasma. Currently the major issue with the electrocatalytic route is to realizing high current densities together with high Faradaic efficiencies (FE) to the target compound. As a rough indication, current densities should be above 100 mA/cm² and FE > 90%. This is currently feasible only with formic acid, which is a 2e⁻ reduction of CO₂. More challenging reactions such as methanol formation, which is a 6e- reduction, have still significantly lower performances. Some results have also been reported with higher current densities. For example, García de Arquer et al. (2020) reported current densities up to 1 A in the reduction of CO₂ to ethylene, but at low FE (45%) and using as electrolyte 7 M KOH (pH ≈ 15), which creates severe problems with materials stability. Zheng et al. (2019) reported high current densities (around 80 mA/cm²) and high FE (above 90%) to CO in a 10 × 10 cm electrode cell, but with performances lowering in 6 h tests, thus indicating stability issues. In addition, CO must be further converted by catalytic routes in the presence of H₂ (from renewable sources), so the effective advantage with respect to direct catalytic conversion of CO₂ is not very evident.

It is out of scope here to discuss in more detail other approaches to convert CO₂ by using RES, but these examples indicate how there is continuous progress in these alternative routes, though the results are still far from the possibility of application, at least in the short run. Therefore, when comparing plasma technology with these alternative possibilities, we need to keep in mind that it is an area still under fast development and thus not well-consolidated to allow a reliable comparison and indication of which route is the most promising, even if attempts have been made (Liu M. et al., 2019).

Plasma, as will be discussed in more detail in the following sections, has some advantages: (i) plasma is generated by electricity and can simply be switched on/off, allowing storage of fluctuating energy; (ii) the reaction virtually occurs in the entire volume of the reactor (although mainly confined at the discharges), as in thermal catalysis (i.e., the reactions occur on the catalyst, but it occupies a significant fraction of the volume of the reactor), while for electro- and photo-catalytic processes the reaction is on the surface of the electrode (thus, to simplify, a 3D vs. 2D approach); (iii) it is a relatively low cost technology in comparison with photo- and electro-catalytic routes requiring more sophisticated and costly devices and materials. On the other hand, as will be clarified later, the complexity of the phenomena in plasma chemistry and physics, and even more when coupled with a solid catalyst, require further progress in understanding to achieve high productivity, energy efficiency, and energy selectivity. Scalability of the technology is another challenge in exploiting the potential of plasma technology for industrial applications.

![Figure 1 Schematic picture of the three most common plasma reactors for CO₂ conversion, i.e., dielectric barrier discharge (DBD) (A), microwave (MW) plasma (B), and gliding arc (GA) discharge, in classical configuration (C), and cylindrical geometry, called gliding arc plasma reactor (GAP) (D).](image)

**FIGURE 1** Schematic picture of the three most common plasma reactors for CO₂ conversion, i.e., dielectric barrier discharge (DBD) (A), microwave (MW) plasma (B), and gliding arc (GA) discharge, in classical configuration (C), and cylindrical geometry, called gliding arc plasma reactor (GAP) (D). The plasma is each time presented in purple. Adopted from Bogaerts and Neyts (2018) with permission.

**THE POTENTIAL OF PLASMA TECHNOLOGY TO REDUCE CO₂ EMISSIONS**

**Different Plasma Types—Different Performance**

Different types of plasmas are being investigated for CO₂ conversion, including dielectric barrier discharges (DBDs), microwave (MW) plasmas, gliding arc (GA) plasmas, atmospheric pressure glow discharges (APGDs), nanosecond-pulsed discharges, and corona and spark discharges. They differ in the way the electricity is applied and the actual value of the applied electric field, reactor configuration, pressure, power, etc. These differences manifest themselves in their performance toward CO₂ conversion, as discussed in detail by Snoeckx and Bogaerts (2017).

The three most common plasma types for CO₂ conversion are DBD, MW, and GA plasma, and they are depicted in Figure 1 (Bogaerts and Neyts, 2018). A DBD (Figure 1A) is created by applying an electric field between two electrodes, of which at least one is covered by a dielectric barrier. The two electrodes can be parallel plates, but for CO₂ conversion, a cylindrical configuration in which the two electrodes are concentric cylinders (see Figure 1A), is more appropriate because it minimizes the amount of gas bypassing the plasma region. A DBD operates at atmospheric pressure and (near)
room temperature. It has a simple design, making it easy for upscaling and commercial applications, as demonstrated a few decades ago for ozone synthesis (Kogelschatz, 2003). Moreover, the simple design allows also easy implementation of catalyst materials inside the plasma in order to better control the selective production of value-added compounds. Indeed, as mentioned in the introduction, plasma is very reactive, producing a plethora of different species, but the latter can react toward many different compounds. Therefore, if the selective production of specific molecules is targeted, plasma should be combined with catalysts, yielding so-called plasma catalysis (Neyts et al., 2015). Most studies on plasma catalysis have indeed been reported with DBD plasma reactors in a packed-bed configuration, where packing beads (of a few mm diameter) are typically coated by catalyst materials. A DBD reactor provides reasonable conversion but is not energy efficient compared to other plasma types, as shown in Figures 2, 3 below (Snoeckx and Bogaerts, 2017). The reason will be explained in next section.  

A MW plasma arises when applying MW power to a quartz tube filled with gas (Figure 1B). It can operate in a pressure range from a few mbar up to 1 bar, but typically the CO₂ conversion and corresponding energy efficiency are better at reduced pressure (ca. 100–200 mbar) than at atmospheric pressure, for the reason explained in next section. Indeed, energy efficiencies up to 80% and even 90% (for CO₂ conversions around 20 or 10%, respectively) have been reported for MW plasmas at 100–200 mbar under subsonic and supersonic flow conditions, respectively (Legasov et al., 1978; Asisov et al., 1983; Fridman, 2008), although it must be realized that these record values have not been reproduced since then. The gas temperature can easily rise to above 3,000 K at (sub)atmospheric pressure. For this reason, catalyst materials cannot be easily implemented inside a MW plasma, but they can be placed after the plasma reactor (so-called “post-plasma catalysis”), although not many studies have reported on MW-plasma catalysis yet.  

In a classical GA plasma, also called “2D GA plasma,” an electric potential difference is applied between two flat diverging electrodes (see Figure 1C). An arc is created at the shortest interelectrode distance, and as a result of the gas flow it glides along the surface of the electrodes toward larger interelectrode distances until it extinguishes, and a new arc is created again at the shortest distance. A GA plasma typically operates at atmospheric pressure, and exhibits quite good energy efficiency (see Figures 2, 3); the reason will be explained in next section. However, the conversion is limited (typically about 10%), because of the limited residence time of the gas inside the arc plasma. Indeed, the gas flow rate must be high enough for the arc to glide along the electrodes.  

To overcome the limitation of short residence time, several 3D GA plasma configurations have been developed, such as the rotating GA and the GA-Plasmatron (GAP), in which the reactor is cylindrical and the gas typically enters the reactor tangentially, leading to a vortex gas flow (see Figure 1D) (Nunnally et al., 2011). When the outlet diameter is considerably smaller than the reactor diameter, the gas first flows upwards in an outer vortex, creating an isolating effect from the hot plasma arc in the center (see below) toward the walls. Once the gas reaches the end of the reactor it has lost some speed due to friction and inertia, and moves downwards in a smaller inner (reverse) vortex, before it leaves the reactor (see Figure 1D). The inner vortex flow causes stabilization of the arc in the center of the reactor, and in the ideal case, all the gas within the inner vortex passes through the arc for optimal conversion. Indeed, the arc itself is hot (around 3,000 K), causing nearly complete
conversion, mainly due to thermal reactions (see next section). In reality, however, only a limited fraction of the gas actually passes through the arc, thus limiting the overall conversion to about 10%. Thus, reactor design improvements are needed to further enhance the performance, as will be discussed in section What Is Needed to Overcome Current Limitations of Plasma-Based CO₂ Conversion? Like in the MW plasma, catalysts cannot easily be implemented inside the plasma reactor due to the high temperature, but placing a catalyst bed after a GA plasma reactor has provided spectacular results in terms of enhanced conversion and energy efficiency (Li et al., 2016).

Figure 2 presents an overview of the energy efficiency vs. CO₂ conversion, based on all data collected from literature, for different plasma reactor types (Snoeckx and Bogaerts, 2017). Note that the energy efficiency is calculated as the product of conversion and reaction enthalpy, divided by the specific energy input (SEI), which is equal to plasma power over gas flow rate. As mentioned above, MW plasmas [as well as some radiofrequency (RF) plasmas] yield the best energy efficiency, even up to 80% and 90% (for a conversion of 10%), but these record values were all obtained at reduced pressure (100–200 mbar) and in special configurations (e.g., supersonic expansion) (Legasov et al., 1978; Assisov et al., 1983; Fridman, 2008), and have not been reproduced since then. Likewise, Silva et al. reported conversions of 50–80%, but at corresponding energy efficiencies of 10% (Silva et al., 2014), and again at reduced pressure (1–10 mbar). At (sub)atmospheric pressure, yielding temperatures of 3,000 K and above, the best energy efficiencies achieved were around 40–50 %, for a conversion around 10–20% at 100–200 mbar (den Harder et al., 2017), and up to 600 mbar (Bongers et al., 2017). Vice versa, conversion values up to 80% have also been reported for energy efficiencies of 20%, in quenching experiments at 200 mbar (Bongers et al., 2017). GA plasmas at atmospheric pressure have typical energy efficiencies around 20–40%, but for limited conversions up to 10% (Nunnally et al., 2011; Ramakers et al., 2017), although some configurations have resulted in energy efficiencies above 60% (Snoeckx and Bogaerts, 2017).

Note that an efficiency target of 60% (cf. green dashed line in Figure 2) was defined by Snoeckx and Bogaerts (2017) based on two criteria: (i) the comparison with electrochemical water splitting, being the main competitor of plasma conversion for storing renewable energy, and reaching commercial energy efficiencies of 65–75%; and (ii) the comparison with other novel technologies for CO₂ conversion, which directly use solar energy (e.g., solar thermochemical conversion), and for which a solar-to-fuel conversion efficiency of 20% was stated to be industrially competitive. Based on a solar panel efficiency of 25%, plasma-based CO₂ conversion at an energy efficiency of 60–80% would thus give rise to a competitive solar-to-fuel efficiency of 15–20%.

It is clear from Figure 2 that several of the (reduced pressure) MW (RF) plasma results and a few of the (atmospheric pressure) GA plasma results obtained in literature are already above this efficiency target. The DBD results, on the other hand, are clearly below the efficiency target, with energy efficiencies up to maximum ca. 10%, albeit at reasonable conversion values up to 40%.

A similar collection of data is presented in Figure 3 for dry reforming of methane (DRM) (Snoeckx and Bogaerts, 2017). The combined conversion of CH₄ and CO₂ allows the production of other compounds besides CO and O₂, such as syngas (CO/H₂), higher hydrocarbons, and oxygenates. Note that the y-axis in this figure does not present the energy efficiency, but the energy cost, showing the highest values at the bottom and the lowest (i.e., best) values at the top of the axis, to allow easy comparison with Figure 2. Indeed, the energy efficiency could not be determined from all data points in literature because it is only possible when reporting all products formed, which was often not the case. The energy cost is determined as the ratio of SEI over conversion, so it can be defined even if not all products are identified. Note that an efficiency target of 4.27 eV/molec was determined by Snoeckx and Bogaerts (2017) (cf. green dashed line in Figure 3) based on the formation of syngas (corresponding to the 60% energy efficiency target).

The best results are now obtained in GA plasmas, with several data points already above the efficiency target, showing energy costs down to almost 1 eV/molec for conversions up to 40% (Li et al., 2016; Cleiren et al., 2017; Slaets et al., 2020). MW plasmas, on the other hand, have not been extensively studied yet for DRM, and the few results found in literature exhibit a very high energy cost. This is quite surprising in view of the very promising results for CO₂ splitting (cf. Figure 2), and it indicates the need for more research to exploit the potential of MW plasmas for DRM as well. Most results have been obtained in DBD reactors, often in combination with catalysis (packed bed DBDs), but they are again characterized by high energy costs, making them not competitive with other technologies. However, it should be noted that the efficiency target is based on the formation of syngas. If more valuable products, such as olefins or oxygenates, could selectively be formed, the efficiency target would not be so strict to be competitive with other technologies, where these products would be formed in a two-step process. This means that DBD plasmas, in spite of their low energy efficiency, could be still of interest for their easy implementation of catalysts, but only if suitable catalysts can be designed that selectively produce these value-added compounds in a one-step process in the DBD plasma. This will be further discussed in section What Is Needed to Overcome Current Limitations of Plasma-Based CO₂ Conversion? Finally, Figure 3 also shows the results obtained in some other plasma types, such as corona, ns-pulsed, and spark discharges, as well as APGDs. APGDs especially provided very promising results, with energy costs down to 1 eV/molec at conversions up to 80–90%. However, the data points are limited, and clearly more research is needed to verify these results and to further improve the capabilities of the APGD and other plasma types for DRM.

Besides CH₄, H₂O or H₂ can also be added as H-sources to produce value-added compounds from CO₂. However, only very limited data are reported in literature for the combined CO₂/H₂O or CO₂/H₂ conversion (see Figure 4). Note that in this case, no efficiency target could be defined. Indeed, the latter requires knowledge on all products formed, and they are generally not all reported in literature for CO₂/H₂O or CO₂/H₂ mixtures. It is clear from this figure that the values reported for energy cost
and conversion in these gas mixtures are not yet competitive with those obtained already for DRM (cf. Figure 3). The reason for this is the (virtual) absence of CH$_3$ and CH$_2$ radicals in these gas mixtures, which would contribute to the CO$_2$ conversion, as predicted by numerical simulations (De Bie et al., 2016). Moreover, the fact that CHO is formed (H + CO + M $\rightarrow$ CHO + H), which can form CO$_2$ again (CHO + O $\rightarrow$ CO$_2$ + H), as well as the recombination of CO with OH radicals, again forming CO$_2$, both limit the CO$_2$ conversion, as will be discussed in section What Is Needed to Overcome Current Limitations of Plasma-Based CO$_2$ Conversion? Nevertheless, the combined conversion of CO$_2$ and H$_2$O would be of great interest, as H$_2$O is the cheapest H-source. Therefore, more research should be performed to explore the possibilities and overcome the current limitations of the combined plasma-based CO$_2$/H$_2$O conversion.

**Different Dissociation Mechanisms in Different Plasma Types**

It is clear from Figures 2, 3 that MW plasmas (especially at reduced pressure, and in case of CO$_2$ conversion) and GA plasmas exhibit much better energy efficiency than DBD reactors. In earlier work (e.g., Fridman, 2008) this was attributed to the role of vibrational excitation in MW and GA plasmas, although more recent insights point toward thermal conversion in these plasmas at practical operating conditions (see below).

In the past decade, many papers, both experimental (e.g., Silva et al., 2014, 2017; Klarennaar et al., 2017, 2018, 2019; Stewig et al., 2020; Terraz et al., 2020; van den Bekerom et al., 2020) and computational (e.g., Kozák and Bogaerts, 2014, 2015; Pietanza et al., 2015, 2017a,b, 2018a,b, 2020; Berthelot and Bogaerts, 2016, 2018; Capitelli et al., 2017, Heijkers and Bogaerts, 2017; Grofulović et al., 2018; Silva et al., 2018; Vermeiren and Bogaerts, 2018, 2019; Kotov and Koelman, 2019; Terraz et al., 2020), focused on the role of the vibrational kinetics in plasmas, but mainly at low pressure conditions (few mbar up to a few hundred mbar). Most of these studies revealed the importance of the vibrational kinetics at specific conditions (low gas temperature, low pressure) and their contribution to a high energy efficiency.

It is generally assumed that the electric field applied in MW and GA plasmas is lower than in DBD plasmas, resulting in somewhat lower electron energy (or temperature) that is more suitable for electron-impact vibrational excitation of the CO$_2$ molecules compared to electronic excitation, ionization, or dissociation. This is illustrated in Figure 5, which plots the fraction of electron energy transferred to different CO$_2$ vibrational levels and the sum of all these levels, as well as the fraction of electron energy transferred to electronic excitation, ionization, and dissociation as a function of the reduced electric field (E/n) (Snoeckx and Bogaerts, 2017). The reduced electric field (E/n) is the ratio of electric field (E) over gas number density (n), and is usually expressed in Townsend (1 Td = 10$^{-21}$ V m$^2$). It is an important measure to distinguish the operating conditions of different plasma types. A DBD exhibits a reduced electric field around 200 Td and above, whereas MW and GA plasmas (and some other plasma types, such as APGD) typically operate around 50–100 Td (Bongers et al., 2017; Pietanza et al., 2020; van den Bekerom et al., 2020), although a recent model for determining the reduced electric field in CO$_2$ MW plasma derived by the principle of impedance matching (Groen et al., 2019) predicted somewhat higher E/n values, i.e., 10–60 Td for the so-called contracted regime (higher pressure and power), but 80–180 Td for the so-called diffuse regime (lower pressure and power). As depicted in Figure 5, for reduced electric fields around 200 Td and above, the largest part of the electron energy (70–80%) goes to electronic excitation, while limited amounts are spent for dissociation and ionization (ca. 5%; rising with E/n), and vibrational excitation (10% of less). On the other hand, around 50–100 Td, the electron energy is too low for electron impact ionization and dissociation because their cross sections have higher thresholds, and to some extent it is also too low for electronic excitation. Hence, only 10% of the electron energy is spent for electronic excitation, while up to 90% goes into vibrational excitation, which has lower energy thresholds. If MW and GA plasmas can operate at E/n values around 50 Td, vibrational excitation is indeed the dominant electron energy loss process. Pietanza et al. (2020) predicted values of 25–42 Td for a MW plasma in the contracted regime, and 48–50 Td in the diffuse regime. Bongers et al. (2017) reported somewhat higher values in practice (70–80 Td), attributed to the high gas temperature causing a lower gas density. These values are already a bit too high for the most efficient electron energy transfer to the vibrational levels (van den Bekerom et al., 2020), but as seen in Figure 5, electron impact vibrational excitation is still the most important electron energy loss process up to E/n of 100 Td.

Furthermore, it is generally accepted that vibrational excitation yields energy-efficient CO$_2$ conversion because it provides the most efficient CO$_2$ dissociation path. This is
FIGURE 5 | Fraction of electron energy used for different electron impact reactions with CO$_2$, i.e., vibrational and electronic excitation, ionization and dissociation, as a function of the reduced electric field (E/n), calculated from the respective cross sections. The E/n regions characteristic for MW and GA plasma and for DBD plasma are indicated. Adopted from Snoeckx and Bogaerts (2017) with permission.

Illustrated in Figure 6, which schematically illustrates some CO$_2$ electronic and vibrational levels (Bogaerts et al., 2015). Direct electron impact dissociation requires electron energies of at least 7 eV, as it proceeds through a dissociative electronically excited state. Knowing that theoretically, only 5.5 eV is required for C=O bond-breaking, it means that the extra energy is simply wasted. This process occurs in DBD plasmas (cf. Figure 5), explaining their lower energy efficiency (see previous section). In contrast, vibrational excitation requires significantly less energy, and once the lowest vibrational levels are populated, they can gradually populate the higher levels by vibrational-vibrational (VV) collisions, which gives rise to dissociation (cf. Figure 6). This process is called “ladder-climbing,” and requires just the minimum amount of 5.5 eV for bond-breaking. It thus provides a more efficient dissociation pathway. If this process can be exploited, for instance in MW and GA plasmas at specific conditions (e.g., reduced pressure or power pulsing, cf. next section), this can explain the higher energy efficiency in these plasma types.

However, the vibrationally excited molecules can also lose their energy upon collision with ground state molecules, called vibrational-translational (VT) relaxation. This process depopulates the vibrational levels, and is thus detrimental for energy-efficient CO$_2$ conversion by the vibrational ladder climbing pathway. In addition, this process also heats up the gas molecules, and the rate coefficients for VT relaxation rise with higher gas temperature, further speeding up this vibrational depopulation process.

In practice, VT relaxation appears quite important in both MW plasmas at (sub)atmospheric pressure and GA plasmas, explaining their high gas temperature (3,000 K or higher; cf. section Different Plasma Types—Different Performance). Therefore, this type of plasmas is called “warm plasmas,” as their temperature is in between those of non-thermal plasmas such as DBD, which operate at (or slightly above) room temperature, and thermal plasmas, where the gas temperature reaches 10,000 K, comparable to the electron temperature. In MW and GA plasmas, the electron temperature is still higher than the gas temperature (hence, they are not really thermal plasmas), but the vibrational and gas temperature are often close to each other (i.e., VT equilibrium), so they can also be considered as quasi-thermal plasmas. For this reason, the CO$_2$ conversion proceeds mainly by thermal reactions in MW and GA plasmas at practical operating conditions (van Rooij et al., 2015; Berthelot and Bogaerts, 2017; Bongers et al., 2017; den Harder et al., 2017; Heijkers and Bogaerts, 2017; Kotov and Koelman, 2019; van den Bekerom et al., 2019; Wolf et al., 2019, 2020).
WHAT IS NEEDED TO OVERCOME CURRENT LIMITATIONS OF PLASMA-BASED CO₂ CONVERSION?

Although the results obtained for both CO₂ splitting and DRM are already very promising (see Figures 2, 3), and the performance of various plasma types is competitive with other emerging technologies (Snoeckx and Bogaerts, 2017), plasma-based CO₂ conversion is up to now only performed on lab-scale and is not yet implemented in industrial processes. We believe that further improvements are needed in terms of (i) energy efficiency, (ii) conversion, and/or (iii) selectivity toward value-added compounds, before plasma reactors should be scaled up and implemented commercially.

Improving the Energy Efficiency

As mentioned in the previous section, CO₂ conversion by vibrational excitation, followed by VV relaxation to the highest levels, is in theory the most energy-efficient CO₂ dissociation process. Therefore, a lot of experimental and modeling papers mainly focused on the vibrational pathway as the most energy-efficient CO₂ dissociation process (see references in previous section). This vibrational pathway requires strong VT non-equilibrium, i.e., much higher vibrational levels than gas (translational) temperature, or in other words, a strong overpopulation of the higher vibrational levels, compared to a thermal vibrational distribution function (VDF). Such behavior can be exploited under specific conditions, e.g., MW plasmas at low pressure and supersonic expansion (Asisov et al., 1983) or pulsed MW plasmas at low pressure, depending on the pulse on-off times, as demonstrated both computationally and experimentally (Vermeiren and Bogaerts, 2019; van den Bekerom et al., 2020). Generally, modeling has revealed that this VT non-equilibrium can be realized in plasmas at low pressure, high power density, and low gas temperature (Berthelot and Bogaerts, 2017); see below.

It should be noted, however, that although the high energy efficiencies reported for low pressure MW plasmas in the 1980s (i.e., up to 80% for subsonic flow, and even up to 90% for supersonic flow conditions; e.g., Legasov et al., 1978; Asisov et al., 1983) were theoretically explained by vibrational excitation followed by vibrational ladder climbing, as depicted in Figure 6, none of the experimental or computational studies mentioned in previous section could reproduce or mimic these high energy efficiencies up to now.

Berthelot and Bogaerts (2018) modeled the different energy transfers in a low pressure (100 mbar) CO₂ plasma for various conditions of reduced electric field, gas temperature, and ionization degree. At the most optimal conditions for energy-efficient CO₂ conversion, a low reduced electric field (10 Td) and a low gas temperature (300 K), the model predicted a maximum conversion and energy efficiency of 32 and 47%, respectively. This is clearly lower than the record values of 80%, reported in the 1980s for low pressure subsonic MW plasmas (Legasov et al., 1978). Likewise, Vermeiren and Bogaerts (2019) were not able to predict the record energy efficiency of 90% for a MW plasma at 100 mbar and supersonic flow conditions (Asisov et al., 1983). The major limiting factor in the energy efficiency was pinpointed as the high activation energy of the reaction CO₂ + O → CO + O₂ (Berthelot and Bogaerts, 2018). Assuming that this activation energy can be entirely overcome, by either sufficient CO₂ vibrational energy or kinetic energy of the collision partners, the model could predict an energy efficiency of up to 86% in the ideal scenario (Berthelot and Bogaerts, 2018). Note that the reason why it was not 100% is due to other losses in the kinetics of CO₂ conversion, i.e., the fact that not all electron energy will go to vibrational excitation of CO₂, but some fraction is also spent to the dissociation products (CO and O₂). However, as mentioned, this maximum energy efficiency could not be realized in the model at practical operating conditions, where the vibrational overpopulation was not strong enough, even at ideal conditions.

On the other hand, more recent experiments reveal energy efficiencies close to 50% for (sub)atmospheric MW plasmas (van Rooij et al., 2015; Bongers et al., 2017; den Harder et al., 2017), around 30% for atmospheric pressure GA plasmas for CO₂ conversion (Nunnally et al., 2011; Ramakers et al., 2017), and even up to 70–80% for DRM (i.e., energy cost of a few eV/molecule) (Li et al., 2016; Cleiren et al., 2017; Slaets et al., 2020). These efficiencies, however, are all correlated to the high temperatures in the MW and GA plasmas, pointing toward the dominance of thermal conversion.

It was indeed demonstrated, both experimentally (e.g., van Rooij et al., 2015; Bongers et al., 2017; den Harder et al., 2017; van den Bekerom et al., 2019; Wolf et al., 2019, 2020) and computationally (e.g., Berthelot and Bogaerts, 2017; Heijkers and Bogaerts, 2017; Kotov and Koelman, 2019), that in practice, the vibrational non-equilibrium is not the leading mechanism in (sub)atmospheric MW or GA CO₂ plasmas, and that the CO₂ conversion is thermal, although Pietanza et al. (2020) suggested to act with caution on this assumption, as their model still showed clear deviations from equilibrium, even at temperatures of 3,500–5,500 K.

In previous modeling (e.g., Berthelot and Bogaerts, 2017; Heijkers and Bogaerts, 2017; Sun et al., 2017; Kotov and Koelman, 2019) and experiments (e.g., Bongers et al., 2017), suggestions were provided on how the vibration-induced pathway could be exploited to optimize the energy efficiency at practical MW and GA conditions. For instance, Bongers et al. (2017) studied CO₂ dissociation in a vortex-stabilized MW plasma reactor in a wide range of conditions regarding MW field, residence time, quenching, and vortex configuration. They reported that the gas temperature was above 4,000 K, confirming dominant thermal CO₂ dissociation, and they suggested strategies to enhance the conversion and energy efficiency. At that time, the general aim was still to exploit the VT non-equilibrium for maximum energy efficiency. The authors claimed that the temperature during the plasma must be as low as possible to reduce vibrational energy losses via VT relaxation, and they suggested that future experiments should focus on reducing the reduced electric field values to maximize the vibrational excitation, e.g., by increasing the MW cavity dimensions, and on reducing the gas temperature by lowering the temperature of the injected gas.
However, in recent years, there is growing insight that optimizing the vibration-induced dissociation pathway may not be the most realistic strategy. In fact, experiments indicate that thermal CO\(_2\) conversion gives rise to quite high energy efficiencies (up to 40–50%) (van Rooij et al., 2015; Bongers et al., 2017; den Harder et al., 2017; van den Bekerom et al., 2019; Wolf et al., 2019, 2020). Indeed, the rate coefficients of thermal reactions increase with gas temperature, thus enhancing the conversion. It was claimed (Wolf, 2020) that temperatures around 3,000–4,000 K are optimal for thermal conversion, to realize significant CO\(_2\) conversion at limited thermal losses. Thus, it may be wiser to focus on how to improve the energy efficiency beyond the thermal equilibrium limit instead of trying to exploit the VT non-equilibrium (van den Bekerom et al., 2019).

In the following, we first give some suggestions on how VT non-equilibrium could be exploited in theory, as this paper is meant as a perspective to give indications how to “fly toward the future” (i.e., imagine what we do not have today), but as these suggestions might not be easy to realize in practical plasma reactors, we also discuss how the energy efficiency of thermal CO\(_2\) conversion could be further improved.

(a) Exploiting VT Non-equilibrium

Computer modeling has demonstrated that a strong VT non-equilibrium can be realized under the conditions of (i) reduced electric field values (E/n) around 50 Td (or lower), providing the most suitable electron energy for vibrational excitation; (ii) sufficient power density to create enough electrons available for vibrational excitation; (iii) low gas pressure; and (iv) low gas temperature, to limit the process of VT relaxation (Berthelot and Bogaerts, 2017). We will now discuss these different conditions one by one.

First, as shown in Figure 5 above, a reduced electric field around 50 Td is ideal for vibration-induced dissociation. While this value (or slightly higher) is reported for MW and GA plasmas, which may explain their higher energy efficiency (see section Different Dissociation Mechanisms in Different Plasma Types), DBD plasmas operate at higher E/n values. Thus, it would be of great interest if the reduced electric field in DBD plasmas could be lowered to values below 100 Td.

In theory, this can be realized in two ways: by lowering the applied electric field (E) or increasing the gas number density (n). The applied electric field is determined by the power supply, so applying lower power to a DBD may be beneficial, although the power must still be high enough to create a stable plasma. In addition, a lower power does not necessarily create a lower electric field, as a DBD plasma (operating in reactive gases, such as CO\(_2\), CH\(_4\), etc.) is typically filamentary. Hence, a lower power may also manifest itself in less filaments instead of a lower electric field in these filaments (Peeters et al., 2015; Ozkan et al., 2016). Thus, it would not be straightforward to control the electric field values in a DBD plasma.

In addition, CO\(_2\) conversion is most often performed in packed bed DBDs, in the context of plasma catalysis. Modeling has revealed that the electric field is typically enhanced at the contact points between the packing beads, resulting in a higher electron energy (Van Laer and Bogaerts, 2016). This can give rise to more electron impact electronic excitation, ionization, and dissociation for the same applied power as in a non-packed DBD reactor, explaining the higher energy efficiency of CO\(_2\) conversion in a packed bed DBD than in a non-packed reactor, at least when the effect is not compensated by the shorter residence time of the gas in the reactor due to the presence of the packing (Mei et al., 2015; Van Laer and Bogaerts, 2015; Zeng et al., 2015; Michielsen et al., 2017; Uytdenhouwen et al., 2018). However, the enhanced electron energy will give rise to less vibrational excitation, hence this effect is the opposite of exploiting conditions for enhancing the vibration-induced dissociation pathway. In other words, it is not clear whether a lower electric field, which is more suitable for vibrational excitation, can effectively be realized in a DBD.

Recent modeling, albeit in N\(_2\) plasma, has however indicated that vibrational excitation may be important in DBD, mainly in between the microdischarge filaments (so-called afterglows, characterized by lower E/n), and even inside the filaments, depending on how the power is distributed among the filaments and the afterglows (van ’t Veer et al., 2020). Because it would be highly beneficial to realize VT non-equilibrium in DBD plasmas operating in CO\(_2\) as well, the effect of power introduction (and distribution) in DBD plasmas should be thoroughly investigated and verified experimentally, with the aim to optimize the E/n and thus the role of vibration-induced dissociation.

On the other hand, as mentioned above, the reduced electric field can also be lowered by a higher gas number density, and this should be easier to realize, i.e., by applying a higher gas pressure (above 1 bar). This was for instance demonstrated by Belov et al. (2017), resulting in a higher CO\(_2\) conversion at 1.5 bar compared to 1 bar (30% vs. 25%). However, a further increase in pressure did not result in a higher CO\(_2\) conversion because other effects play a role as well, as the higher pressure also resulted in more intense but fewer microdischarge filaments. In general, however, it is not the number of filaments that defines the efficiency, but their characteristics (in terms of average electric field and thus average electron energy). Thus, more intense filaments, with higher electric field, would give rise to less vibrational excitation. In addition, it should be realized that a higher pressure (or gas number density) would increase VT relaxation, but we expect this to be less critical as the gas temperature in DBD plasmas is typically not much above room temperature, and the rate coefficients of VT relaxation rise with temperature, so this process is probably not critical at typical DBD temperatures. A more obvious problem would be that a higher gas number density would also increase the required electric field strength to ignite and sustain the discharge, and thus the net E/n may be the same, as the higher electric field (E) would compensate for the higher gas number density (n).

Second, another way to enhance vibration-induced dissociation could be to apply a higher power density in MW or GA plasmas, as this will produce more electrons, which can give rise to more electron impact vibrational excitation, leading to a more pronounced overpopulation of the higher vibrational levels as predicted by modeling (Berthelot and Bogaerts, 2017). As illustrated in Figure 7, at low gas temperature (300 K), the
VDF is clearly non-thermal, with strong overpopulation of the higher vibrational levels, especially at high power density. At 2,000 K, the effect of power density is less pronounced, but still the VDF is higher at higher power density. However, it must be mentioned that a higher power density will not only enhance the vibrational excitation, but also electronic excitation, ionization, and dissociation, which are not beneficial for energy-efficient CO₂ conversion. Even more, a higher power density will enhance the electron temperature, thereby promoting electronic excitation, ionization, and dissociation, above vibrational excitation. In addition, a higher power density will enhance the gas temperature, leading to more VT relaxation, which is detrimental for vibration-induced dissociation. Thus, in the ideal case of strong VT non-equilibrium, a high power density must be accompanied by a controlled (low) gas temperature (see also below). This is, however, very difficult to realize in practice. Note that the VDFs plotted in Figure 7 were obtained from non-self-consistent model calculations to evaluate the effect of individual parameters. The gas temperature was fixed, and was thus not rising with power, as would be expected from self-consistent calculations.

Third, a lower gas pressure will give rise to less VT relaxation due to a lower number density of gas molecules, and thus it will also result in a more pronounced overpopulation of the higher vibrational levels, as again predicted by modeling (see Figure 8; Berthelot and Bogaerts, 2017). This will yield a larger contribution of the vibrational dissociation pathway, and thus more energy-efficient CO₂ conversion, as claimed already back in the 1980s, for low pressure MW plasmas (Legasov et al., 1978; Asisov et al., 1983; Fridman, 2008). This also explains why most studies on the vibrational kinetics in CO₂ plasmas (both experimental and computational) in the last decade were performed at reduced pressure (see references in section Different Dissociation Mechanisms in Different Plasma Types). However, a low pressure is less valuable for industrial processes, and the additional cost of pumping should also be accounted for in determining the overall energy cost or energy efficiency of the process.

Fourth, a lower gas temperature will also limit VT relaxation, and thus promote the VT non-equilibrium, as mentioned above. However, it should be realized that the gas temperature in the plasma typically follows from the applied power and the various chemical reactions, and cannot easily be controlled. A reduced pressure typically gives rise to a lower gas temperature due to reduced VT relaxation (see above), but operation at atmospheric pressure is preferable from industrial perspective, as discussed above. Gas cooling could be applied, but it would also increase the overall energy cost.

A promising way to control the gas temperature is by applying pulsed power with a suitable duty cycle. Model calculations have revealed that the ideal pulse-on time is around 40–100 μs, with a pulse-off time of 100 ms and above, at a reduced pressure of 100 mbar (see Figure 9; Vermeiren and Bogaerts, 2019). Indeed, the pulse-on time should be long enough to reach a high vibrational temperature (i.e., allowing enough time for the VDF to build up to the highest levels), but not too long to
avoid having the gas temperature rise as well. The characteristic
timescale for VV relaxation is indeed much shorter than for VT
relaxation, at least at temperatures below 2,500 K, and thus
the vibrational temperature rises faster than the gas temperature
(Vermeiren and Bogaerts, 2019). In addition, the pulse-off time
should be long enough so that the gas temperature can cool
down again before the next pulse starts, although it should be
realized that for too long pulse-off time, the CO$_2$ gas would not
experience enough pulses within its residence time in the plasma
for sufficient dissociation.

van den Bekerom et al. (2019) performed very interesting
experiments on a 100 µs pulsed MW plasma in CO$_2$ at 25 mbar,
2.45 GHz, and up to 600 W peak power. The duty cycle was
kept below 1% to ensure a low gas temperature at the discharge
onset. Raman and Rayleigh scattering yielded space- and time-
resolved vibrational, rotational, and gas temperatures. During the
first 40 µs, the authors found a significant inter-vibrational
non-equilibrium, with the temperature of the symmetric stretch
and bending modes around 750 K and the temperature of the
asymmetric stretch mode (generally known to be important
for vibration-induced dissociation of CO$_2$) around 1,150 K. In
addition, they observed a maximum rotational-vibrational non-
equilibrium after 60 µs, in which the rotational temperature was
about half the vibrational temperature of the asymmetric stretch
mode (1,150 K). The rotational and translational temperatures
were found to be in equilibrium at all times. Thus, in agreement
with the model predictions of Vermeiren and Bogaerts (2019),
the authors reported a VT non-equilibrium for the entire pulse
duration (100 µs) in this 25 mbar pulsed MW plasma with
small duty cycle (below 1%), albeit less predominant than
often assumed.

Finally, another way to limit the gas heating, which causes at
the same time a pressure drop, can be realized by using a Laval
nozzle, yielding supersonic expansion of the gas. In this way, the
inlet and outlet pressure can still be atmospheric (or above), being
compatible with industrial operations. Modeling has indeed
predicted that supersonic expansion leads to a pronounced non-
equilibrium VDF (see Figure 10, Vermeiren and Bogaerts, 2018),
thus promoting vibration-induced dissociation, but the gas
pressure and temperature rise again after the shockwave and the
VDF becomes thermal (cf. Figure 10), thus limiting the overall
enhancement in energy efficiency. However, if the supersonic
expansion region could be extended over a longer distance, the
vibrational dissociation pathway could be further enhanced,
thus improving the energy efficiency. As mentioned in section
Different Plasma Types—Different Performance, the best energy
efficiency ever reported for plasma-based CO$_2$ conversion, 90%,
was for a MW plasma with supersonic expansion back in
1983 (Asisov et al., 1983), but these results have never been
reproduced since then, as they are probably critically dependent
on the exact operating conditions. Therefore, more experiments
should be performed to optimize the conditions and plasma
reactor/Laval nozzle design in order to maximize the supersonic
region, and to reach the highest possible CO$_2$ conversion and
energy efficiency.

(b) Improving the Energy Efficiency of Thermal
CO$_2$ Conversion
The above suggestions to improve the energy efficiency
by promoting the vibrational dissociation pathway are not
straightforward to realize in practice. Indeed, recent insights
based on both modeling and experiments have revealed that
the CO$_2$ conversion in (sub)atmospheric pressure MW and GA
plasmas proceeds by thermal reactions (van Rooij et al., 2015;
Berthelot and Bogaerts, 2017; Bongers et al., 2017; den Harder
et al., 2017; Heijkers and Bogaerts, 2017; Kotov and Koelman,
2019; van den Bekerom et al., 2019; Wolf et al., 2019, 2020),
and this can also give rise to quite high energy efficiencies (up to 40–
50%). As explained above, the rate coefficients of the thermal
reactions between various plasma species rise upon higher
gas temperature, thus enhancing the conversion. Temperatures
around 3,000–4,000 K should be optimal for thermal conversion
to realize significant CO$_2$ conversion and still limit thermal losses
(Wolf et al., 2020). In this section, we provide some suggestions
how to further improve the energy efficiency of thermal CO$_2$
conversion beyond the thermal equilibrium limits of 45–50%.

A limitation for energy-efficient CO$_2$ conversion at thermal
conditions is the backward (recombination) reaction of CO
with O atoms or O$_2$ molecules forming CO$_2$ again, as
these recombination reactions also become faster at higher
temperature. Fast quenching (cooling) of the gas after passing
through the plasma reactor can limit these backward reactions,
and should therefore be extensively investigated. Yang et al.
(2018) demonstrated the effects of supersonic quenching for
a thermal CO$_2$ plasma. The supporting computational fluid
dynamics calculations revealed a fast quenching rate of 10$^7$
K/s, causing the gas temperature to drop from above 3,000 K
to 1,000 K. The quenching method was based on (i) adiabatic
expansion of the gas in a converging nozzle, yielding acceleration
to sonic speed, or conversion of thermal energy into convective
Bogaerts and Centi
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**FIGURE 10** | Calculated evolution of the VDF in a MW plasma with Laval nozzle for supersonic expansion, for different axial positions, as indicated in the lower panel, showing the pressure evolution as a function of position in the supersonic expansion region and shock wave, for an SEI of 0.2 eV/molec, an inlet and outlet pressure of 2 and 1 bar, respectively. Adopted from Vermeiren and Bogaerts (2018) with permission.

kinetic energy, followed by (ii) a cooling tube in which strong eddies are formed, greatly enhancing the heat transfer between the inverse-flowing fluid and the cooling tube. This quenching prevents the reverse reactions, enhancing the CO$_2$ conversion and energy efficiency (so-called ideal quenching).

In addition, a beneficial side-effect of the quenching would be if the heat removed from the outflowing gas mixture due to the quenching/cooling process can be recovered to preheat the incoming gas so that the plasma power will not be used for initial heating the gas, and can be directly used for the conversion. We believe this could also improve the overall efficiency.

Another possibility to avoid the backward (recombination) reactions, in order to enhance the conversion and energy efficiency, may be the fast removal of the O atoms from the mixture. This was demonstrated by modeling in a classical GA plasma (Sun et al., 2017), but also experimentally for a thermal arc plasma (Liu P. et al., 2019), using a carbon bed after the plasma reactor, reporting a CO$_2$ conversion of 67–94% with corresponding energy efficiency of about 70%, much higher than ever observed in other (non-thermal or warm) plasmas. Likewise, Mori et al. integrated a solid oxide electrolysis cell (SOEC) into a plasma reactor to remove the O atoms, and thus avoid the recombination reaction. They demonstrated this concept for a DBD and showed significant enhancement of the CO$_2$ conversion, even up to 100% at 700°C (Mori et al., 2016).

Vice versa, yet another interesting idea to enhance the conversion and energy efficiency above the thermal equilibrium limit exploits the O atoms, formed by CO$_2$ splitting, to react with another CO$_2$ molecule (CO$_2$ + O $\rightarrow$ CO + O$_2$) instead of recombining with CO. This is called “super-ideal quenching,” and makes full use of the dissociation products. As mentioned above, however, this reaction has a significant energy barrier, which was pinpointed as the major limiting factor for energy-efficient CO$_2$ conversion, not only in thermal conversion, but also in case of vibration-induced dissociation; cf. above (Berthelot and Bogaerts, 2018). Thus, conditions should be explored to enhance this reaction, e.g., by vibrational excitation of CO$_2$, because the latter could reduce the energy barrier of this reaction.

As discussed before, the theoretically highest energy efficiency, induced by the vibrational pathway at VT non-equilibrium conditions, may not (easily) be realized in (sub)atmospheric MW and GA plasmas. However, in case of thermal CO$_2$ conversion, we can focus on the cooler regions outside the hot plasma zone in order to exploit the vibrationally excited CO$_2$ molecules to overcome the high energy barrier of the recombination with O atoms (super-ideal quenching), thus enhancing the CO$_2$ conversion above the thermal limit.

van den Bekerom et al. (2019) studied in detail the gas heating dynamics and their relation to the CO$_2$ dissociation efficiency in a pulsed CO$_2$ MW plasma at a pressure range of 30–160 mbar, and duty cycle of 20–100%. They reported rotational (or gas) temperatures up to 3,000 K in the core, with a cool edge temperature around 500 K. After the pulse, the gas cooled down convectively, but it was found to remain overall too hot for strong overpopulation of the vibrational modes (still 2,200 K in the core). Because the CO$_2$ dissociation was observed to scale with the observed peak rotational temperature, the authors concluded that thermal processes dominate.

They explained the separation between hot core and cool edge by the tangential gas injection yielding a swirl flow, causing recirculation zones with closed flow lines where the gas can only enter or exit by diffusion. This transport barrier is thought to be responsible for the steep temperature gradient between hot plasma core and cool edge, with only the hot
core being heated by the MW power. This core temperature is stated to rise rapidly until equilibrium is reached between input MW power and diffusion. Note that other papers by different researchers also reported similar behavior. Typically, three different operating regimes could be distinguished for (sub)atmospheric MW plasmas (i.e., diffuse and two different constricted modes) depending on pressure (e.g., den Harder et al., 2017) and the constricted regimes were studied in detail by Wolf et al. (2019, 2020), who also confirmed the dominance of thermal dissociation.

van den Bekerom et al. (2019) discussed in detail how to increase the energy efficiency beyond the thermal equilibrium limit, focusing on the role of the edge region around the hot plasma core. Indeed, the gas that diffuses out of the hot core arrives in the stream of cold gas in the edge region, where it is subject to fast quenching. This means that the backward (recombination) reactions of CO and O to form CO$_2$ again are strongly diminished by the drop in temperature, and the high temperature CO$_2$ conversion remains frozen (ideal quenching).

In addition, although at thermal conditions there is no overpopulation of the CO$_2$ vibrational levels (i.e., the VDF follows a Boltzmann distribution), a significant amount of energy is still stored in the vibrational levels because of the high temperature in the core. When the hot CO$_2$ molecules diffuse out of the core, a VT non-equilibrium can be established because VT relaxation is much slower in the cooler edge.

If the quenching is fast enough, the O atoms do not recombine into CO or O$_2$, but survive and can react in the cold gas stream with the vibrationally excited CO$_2$ molecules to produce additional CO. The recycling of O atoms through reaction with vibrationally excited CO$_2$ molecules was also suggested by Silva et al. (2017) in a MW post-discharge. As mentioned above, this reaction has a high activation energy, but it may indeed be overcome by either hot O atoms or the vibrationally excited CO$_2$ molecules (Berthelot and Bogaerts, 2018). This super-ideal quenching may explain the energy efficiencies above the thermal equilibrium limits reported in the 1980s (Legasov et al., 1978; Asisov et al., 1983).

van den Bekerom et al. (2019) concluded that the research focus should shift from the core—which is in thermal equilibrium at the high temperature—to the cooler edge region, to investigate how effective is the latter in quenching products from the hot core to further enhance the energy efficiency above the thermal equilibrium limit. Although this study was applied to reduced pressure MW plasmas, the same concept may be valid to GA plasmas, where the hot arc region (ca. 3,000 K; Trenchev et al., 2017) is surrounded by cooler gas. Thus, the above suggestions should also be explored in detail for GA plasmas.

Likewise, besides unreacted CO$_2$ coming from the hot plasma, adding extra CO$_2$ in the post-conversion cooling zone could also be beneficial because (i) the cold CO$_2$ gas can enhance the cooling rate and suppress the back-reaction by dilution, and (ii) it can enhance CO formation upon reaction with O atoms.

In general, we may conclude that the conditions outside the hot plasma zone or the post-discharge recombination kinetics, rather than the plasma condition itself, are the key for optimization of energy-efficient CO$_2$ conversion. Maybe these phenomena will be able to explain the record energy efficiencies observed in the 1980s (Legasov et al., 1978; Asisov et al., 1983).

**Improving the Conversion**

The above suggestions to improve the energy efficiency will at the same time enhance the conversion as well. In addition, we believe the conversion can be further improved by smart plasma reactor design, i.e., by increasing the number of molecules passing through the active plasma region. Modeling has indeed identified this fraction as the limiting factor for the conversion in GA plasmas. This is the case both in classical GA reactors (Sun et al., 2017), but also in the GAP, because the arc plasma is not filling the entire plasma reactor but is only located in the center, thus not all of the gas will pass through the plasma (Ramakers et al., 2017; Trenchev et al., 2017). Furthermore, it can also be a limiting factor in MW plasmas at atmospheric pressure or in APGDs due to plasma contraction in the center (Trenchev et al., 2019; van den Bekerom et al., 2019; Wolf et al., 2019, 2020). Thus, even if the conversion is close to 100% inside the plasma, if only a certain fraction of the gas passes through the plasma, the latter determines and limits the overall conversion in the reactor, unless significant thermal conversion still occurs in the region around the plasma if the latter is still at high enough temperature, as demonstrated for DRM (Clairen et al., 2017; Slaets et al., 2020), or the edge region contributes to further conversion by the reaction of O atoms with unreacted CO$_2$, as discussed in the previous section (van den Bekerom et al., 2019).

Major efforts are needed to enhance the processed gas fraction by smart reactor design, including gas inlet/outlet design. An example is shown in Figure 11, for CO$_2$ conversion in the GAP with different gas outlet diameters (Ramakers et al., 2017). As explained in section Different Plasma Types—Different Performance above, the gas enters the reactor tangentially, and when the reactor diameter is larger than the outlet diameter, the gas flows initially in an outer vortex toward the upper end of the reactor, after which it follows a reverse vortex with smaller diameter toward the outlet (see Figure 1D above). In the ideal scenario, this reverse vortex coincides with the arc in the middle of the reactor to maximize the conversion. Figure 11 indeed illustrates that the reactor with the smallest outlet diameter yields the best conversion and energy efficiency, much greater than when the outlet diameter is the same as the reactor diameter, as the latter does not allow a reverse vortex gas flow to take place. Nevertheless, even for the smallest outlet diameter, the gas fraction that passes through the arc is still quite limited, and this explains the rather low overall CO$_2$ conversion in this reactor. In addition, the gas temperature is quite high (~3,000 K; Trenchev et al., 2017) due to a hot cathode spot, which also causes severe electrode degradation. This clearly stresses the need for further reactor design improvements.

**Figure 12A** presents an innovative electrode design to improve the conversion capability of the GAP reactor by elongating the arc in two directions to increase the residence time of the gas inside the arc and to actively cool the cathode spot by rotation of the arc and gas convection. This novel reactor, called dual-vortex (GA) plasmatron (DVP), yields strong...
rotational gas flow up to the electrode outlets, as demonstrated from fluid dynamics simulations (Trenchev and Bogaerts, 2020). This allows rotating the cathode (or anode) hot spots, reducing electrode damage. The CO\textsubscript{2} conversion was found to be around 9%, with a corresponding energy efficiency up to 41%, for a gas flow rate of 10 L/min and a plasma power of 446 W, yielding a specific energy input of 2.7 kJ/L (Figure 12B). It should be noted that the conversion obtained in this study was still limited, attributed to the power supply, which did not yield a stable plasma at gas flow rates above 12.5 L/min. In addition, no stable plasma could be obtained for SEI values between 2.2 and 2.7 kJ/L (cf. Figure 12B). Model calculations predicted that a higher flow rate of 20 L/min would greatly reduce the gas temperature, due to strong turbulent heat transfer. While the conversion is thermal in this GA plasma, a lower temperature might shift it to the non-equilibrium regime, where the vibrational pathway of CO\textsubscript{2} dissociation could be promoted (see discussion in section Improving the Energy Efficiency).

However, it is also very likely that the temperature would still be high enough for thermal conversion to dominate. On the other hand, a lower temperature could further cool the cathode spot, and thus reduce electrode degradation, which would be beneficial. Future work will thus require building a novel power supply to produce higher power values and to allow stable plasma operation at higher flow rates in order to evaluate whether this can further enhance the performance of the DVP.

Another example of plasma reactor design improvement to enhance the CO\textsubscript{2} conversion based on fluid dynamics simulations is given in Figure 13 for an APGD reactor (Trenchev et al., 2019). The basic APGD reactor has a pin-to-plate design with simple gas inlet, as illustrated in Figure 13A. It exhibits an overall CO\textsubscript{2} conversion of only 3–4.5% (see Figure 13D), which could be explained by modeling, as the plasma was confined to the center of the reactor. The conversion inside the plasma was calculated to be 75%, but the overall conversion was much lower due to the limited fraction of gas passing through the plasma. The energy efficiency is around 30% (see Figure 13D), and modeling indicated that the conversion is thermal, and the VDF is Boltzmann-distributed.
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**FIGURE 11** | Measured conversion and energy efficiency as a function of SEI, in a gliding arc plasmatron (GAP) at atmospheric pressure, for three different reactor outlet diameters, as indicated by the legend. Adopted from Ramakers et al. (2017) with permission.
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**FIGURE 12** | Schematic illustration of the dual-vortex plasmatron (DVP) design (A), and conversion and energy efficiency obtained in this setup, at atmospheric pressure, as a function of the SEI (B). Adopted from Trenchev and Bogaerts (2020) with permission.
Figure 13B illustrates calculated gas flow pathlines from fluid dynamics simulations in a modified setup by employing a vortex flow generator. This vortex flow reduces the cathode temperature due to turbulence, and thus enables operation at higher power with longer interelectrode distance (22 mm instead of 18 mm in the basic design) without melting. In addition, the turbulence allows somewhat more gas to pass through the plasma. Both effects lead to a longer residence time of the gas in the plasma and to a higher conversion of about 8% at the longer interelectrode distance of 22 mm (Figure 13D). The high gas temperature again yields a thermal VDF, with an energy efficiency around 30%.

To further enhance the gas fraction passing through the plasma, a “confined” configuration was designed, based on a ceramic tube with inner radius of 2.5 mm (i.e., equal to the plasma radius, predicted by the model) that fits precisely with the cathode pin (see Figure 13C). By means of a spiral groove in the cathode pin, the gas could be guided into the tube. In addition, the groove yielded cooling of the cathode pin, preventing it from melting, so that again a higher power could be used. This confined design makes sure that the plasma fills the entire reactor, and thus all the gas molecules pass through the plasma, resulting in a higher conversion of up to 12.5%. The downside is that the plasma is now in direct contact with the walls, resulting in heat losses and loss of plasma species toward the walls. Therefore, the energy efficiency is slightly lower than in the basic and vortex flow APGD, ca. 26%. However, the conversion enhancement is much more prominent, being three times higher than in the basic APGD and one and a half to two times higher than in the vortex flow design. Further improvements should be possible by keeping the concept of the confined configuration in combination with turbulence and reducing the heat losses toward the walls. Fluid dynamics simulations will be very useful to further guide the experimental reactor design improvements.

Improving the Selectivity

Finally, besides improving the conversion and energy efficiency, there is significant room for improvement in the field of plasma catalysis for the selective production of value-added compounds. Indeed, as mentioned in section Different Plasma Types—Different Performance, plasma is very reactive, but therefore it is not selective in the production of targeted compounds. If high value products, such as olefins and oxygenates, could be selectively formed in a one-step process by plasma catalysis, the high energy cost of current DBD reactors would be less of a limitation because in classical DRM, syngas also needs to be further converted into higher value products, by Fischer-Tropsch
or methanol synthesis, which also adds to the overall energy cost of production. In the past, plasma catalysis experiments mainly used thermal catalysts, which are not necessarily most suitable for combination with plasma. Indeed, plasma is characterized by many reactive species, such as vibrationally and electronically excited molecules, radicals, ions, and electrons, which will affect the catalytic reactions. Therefore, special catalysts must be designed and tailored to the plasma environment to fully exploit the potential of plasma catalysis.

While in conventional heterogeneous catalysis, reactants chemisorb and follow some surface-mediated reaction path that ultimately determines the products formed and their formation rates; plasma causes external activation of the reactants, providing extra possibilities. Thus, other research questions should be answered, e.g., how can the catalyst interact with these highly reactive/energetic plasma species without simply quenching them, and how can it provide a selective path of transformation? A further complication is that the plasma may also transform the catalyst, both structurally and compositionally, and it may modify intrinsic surface reaction rates and/or pathways through for instance charging or electric field effects.

For plasma-catalytic NH$_3$ synthesis, microkinetic modeling demonstrated the effect of plasma-induced (vibrational) excitation of N$_2$ molecules, for enhanced NH$_3$ production at conditions that are thermally inaccessible, and also predicted that the optimal catalytic material (the “peak” in the so-called volcano plot) was shifted to materials with lower N binding energy, consistent with experimental observations (Mehta et al., 2018). This indicates that plasma-activation of N$_2$, e.g., by vibrational excitation, can overcome typical classical NH$_3$ synthesis scaling relations. In other words, the plasma can overcome the usual constraints of catalysts to have a low activation energy for N$_2$ dissociation and at the same time a weak interaction with surface intermediates, needed for easy desorption. Hence, this illustrates the great potential of plasma-catalytic NH$_3$ synthesis. Similar effects were recently predicted by microkinetic modeling for non-oxidative methane coupling by plasma catalysis, showing the role of both vibrational excitation and plasma radicals in enhancing plasma-catalytic reactions (Engelmann et al., 2020), and we may expect similar behavior for plasma-catalytic CO$_2$ conversion with a H-source (e.g., CH$_4$, H$_2$O, or H$_2$) as well. Mehta et al. recently reviewed the impact of plasma-catalytic DRM, highlighting the potential of plasma catalysis to allow chemical conversion at lower temperatures where thermally no conversion is expected (Mehta et al., 2019).

Besides the beneficial effects of plasma activation for enhanced catalytic reactions, catalysts may in turn also help to overcome current limitations in plasma-based CO$_2$ conversion. This can be illustrated for the combined CO$_2$/H$_2$O conversion, where 1–2% of H$_2$O addition already result in much lower CO$_2$ conversion, corresponding to a much lower energy efficiency, than for pure CO$_2$ conversion. In addition, H$_2$ and CO were detected as the main products, and virtually no oxygenates were formed (Snoeckx et al., 2017). Indeed, modeling revealed that too many steps would be needed in plasma-based conversion without catalysts, all these steps require H atoms, and the latter react predominantly with OH into H$_2$O or with O$_2$ into HO$_2$, which again produces H$_2$O, as demonstrated in Figure 14. This also explains the low amount of H$_2$O conversion in plasma. In addition, the OH radicals exhibit a fast reaction with CO into CO$_2$, as predicted in the model, and this explains why the CO$_2$ conversion is significantly lower upon H$_2$O addition. Thus, it is clear that catalysts are needed to enable that CO and H$_2$ formed in the plasma react into oxygenates. More specifically, the binding of

![Figure 14](https://example.com/figure14.png)
the reactants at the catalyst surface must proceed faster than the recombination of OH with H atoms into H₂O, as well as of OH with CO into CO₂.

By combining a CO₂/H₂ DBD with CuO/ZnO/Al₂O₃ catalyst, Eliasson et al. (1998) obtained a methanol yield and selectivity more than ten times higher than without catalyst. We may expect similar effects for a CO₂/H₂O DBD because it also forms a CO/CO₂/H₂ mixture. Furthermore, a CO₂/H₂O MW plasma with NiO/TiO₂ catalysts resulted in a rise in CO₂ conversion (up to 48%), with energy cost of 14.5 eV/molec (Chen et al., 2017) (cf. best data point in Figure 4 above). This was explained by the fact that CO₂ molecules adsorb at oxygen vacancies in the catalyst surface, which lowers the threshold for dissociative electron attachment of CO₂ into adsorbed O atoms at the vacancies and CO molecules. Subsequently, the O atoms can recombine with gas phase O atoms or OH radicals into O₂ (and H atoms). Thus, the catalyst lets the O atoms or OH radicals from the plasma react into O₂, with help of surface-adsorbed O atoms, before they would react into CO₂ and H₂O, which is stated to be the major problem in CO₂/H₂O plasmas without catalysts. Nevertheless, the catalyst in this work could only improve the CO₂ conversion and energy cost, but did not allow the selective production of oxygenates.

Clearly, major research efforts are needed, including in situ and operando surface characterization and carefully designed experiments to isolate specific contributions from plasma and catalyst, as well as microkinetic modeling, to improve our insights in the mutual interactions between plasma and catalysts, for rational design of specific catalysts. Achieving control over the selectivity is clearly frontier research. It requires to go beyond the current approach in considering how to realize the synergy between plasma and catalysis. This is the objective of the ERC Synergy grant SCOPE (810182).

**BENEFITS FOR OUR LIFE AND IMPACT ON CLIMATE CHANGE**

After having introduced the general aspects and current prospects and gaps in plasma technology for CO₂ conversion, and having shortly compared plasma technology with the alternative technologies for CO₂ conversion (introduction, further aspects in the other contributions to this special issue), the aim of this section is to put plasma technology in the general context of the changing scenario of energy and chemistry transition. This is a complementary section to the other sections that will only in part discuss the specific case of plasma, because it is aimed to give a window on the future to understand better the directions, aims, and challenges of plasma technology beyond the technical aspects.

In general, the chemical and the process industries are crucial components of most of the value chains that allow a considerable improvement in the quality of life realized in the last century by delivering the goods and services needed to our society. The materials produced were enabling factors in many relevant societal aspects, including housing, mobility, communication, health, and food. Last but not least, these industries are crucial to create prosperity. The process industry sector in Europe, for example, creates many jobs (currently 6.3 million directly and 19 million indirectly) and contributes to the GDP (€565 billion/year); it drives innovation, and develops solutions for societal problems (European Commission, 2018). On the other hand, there is a loss of competitiveness in some geographical areas, such as Europe, in favor of emerging areas, such as Asia, and at the same time an increasing social pressure to reduce the environmental impact of this sector. In a globalized world, some of the old economic instruments such as depreciation are no longer valid, and thus there is increasing awareness that different approaches have to be pursued.

The European Green Deal, launched in December 2019 as a large initiative aimed to mobilize over one trillion Euro resources in the next decade, aims to transform the European Union into a modern, resource-efficient, and competitive economy. Thus, the aim is to use the environmental challenge (no net GHG emissions by 2050) to create innovation and industrial competitiveness, and thus combine the three faces of sustainability (economy, social growth, and environmental preservation). This is possible by a revolutionary rather than evolutionary approach, having science and technology at the core and as drivers for development. With the new targets in GHG emissions indicated at political level, disruptive technologies are needed, rather than a continuation of ongoing initiatives. Plasma technology for CO₂ utilization has many of the characteristics required, even if significant improvements are still necessary, as discussed in the previous sections, before it can pass from lab to industrial scale, or from idea to innovation. Although this is currently valid for Europe, it will likely be a drag effect on other parts of the world, with sustainability, rather than globalization, being put at the core of the strategic agenda.

The chemical and process industries always operated at the intersection of energy and resources, with the nexus between energy and chemical production being a relevant factor for the common development (Abate et al., 2015a). The ongoing energy transition (Gielen et al., 2019) has major implications on the structure of the chemical production and process industry. Together with the increasing evidence that renewable energy sources (RES) are now already the cheaper and more sustainable energy source (International Renewable Energy Agency - IRENA, 2019), and will become even more so in the near future, this allows us to predict a radical change in the actual production of chemicals and energy production, with RES becoming the backbone of our society in substitution of fossil fuels (Lanzafame et al., 2017a,b; Perathoner and Centi, 2019). This also has major implications in terms of technological perspectives (Centi and Čejka, 2019; Centi et al., 2019), because it requires developing new disruptive technologies that allow the direct use of RES for chemical production and chemical energy storage, and to close the carbon cycle. This is the reason for interest in plasma chemistry. Although it is an area known for a long time already, with many sub-sectors of application (from preparation of materials to surface treatments), the application in sectors such as chemical synthesis and
energy vectors production has been limited. For a long time, it remained a niche sector, while in more recent years, an expansion of research beyond the more traditional applications can be observed. As a simple example, journals such as Green Chemistry, which were in the past reluctant to consider plasma chemistry as part of the portfolio of relevant technologies for green chemistry, are now open to plasma chemistry (Slaets et al., 2020). The changing scenario in chemistry asks for new technologies, and plasma technology for CO₂ conversion is one of the areas with great potential to contribute to this challenge.

Value chains will thus evolve to meet new societal demands such as climate change mitigation and prosperity, and to achieve these ambitious targets, an unprecedented wave of transformative innovation is needed. It was commented above how the “Green Deal” program in the EU is expected to enable innovation and competitiveness at the same time. Substituting current technologies based on fossil fuels with those based on RES and alternative carbon raw materials, including waste CO₂ (preferably from biogenic resources, such as fermentation and biogas processes), is a key element in this direction. This is the reason for interest in plasma technology. Even if still many challenges exist, in terms of combining an improved energy efficiency and conversion with high selectivity, and the use of more realistic operating conditions (high pressure, the presence of complex mixtures and water vapor, among other aspects), plasma technology offers also many elements of interest over alternative solutions, as commented on in the introduction.

Plasma technology, together with other technologies allowing the direct use of RES in chemical transformations (primarily electro- and photo-catalysis; Perathoner and Centi, 2019), is thus part of this technological wave of change, and in general part of the crucial technologies to convert waste CO₂ into fuels and chemicals as a more efficient and impactful way (up to an order of magnitude more effective) to store CO₂ in a more or less permanent way. Therefore, plasma technology is one of the technologies under development to contribute to substitution of the use of fossil fuels (Schlögl et al., 2018).

Next to biomass and waste, CO₂ is an alternative valuable source of carbon available in Europe and worldwide. It may be argued that the use of CO₂ would extend the use of fossil fuels, but this is true only in the outdated version of carbon capture and storage (CCS) where captured CO₂ is used for underground storage, for example in enhanced oil recovery (EOR) methods to stimulate further the extraction of oil in exhausted fields. In this case, CCS is even negative to meet societal demand of a more sustainable and low-carbon future. However, CO₂ utilization from biogenic sources together with RES has instead not only a larger impact (up to one order to magnitude) in terms of effective reduction of CO₂ equivalent emissions, but it is also a relevant way to boost the use of biomass by increasing economics and reducing the carbon footprint (Abate et al., 2015b). Thus, technologies for biogenic CO₂ conversion play a relevant role in the development of the new concept of e-refinery, and the new model of distributed (small-scale) production of energy and chemical products for a novel sustainable model of development.

Biogenic CO₂ resources also are present in emissions from municipal or agricultural/forestry waste combustion. To valorize these CO₂ resources is not only necessary to close the carbon-cycle and push a circular economy, but it can become necessary if the carbon taxes on CO₂ emissions will increase in the future, a realistic possibility considering political commitments to GHG reduction at least in some areas, such as Europe. In all of these cases, it is necessary to have technologies that are efficient at relatively small-scale with low cost of investment. Thus, new solutions with these characteristics that can take advantage of coupling with local RES availability are searched. This is another general motivation for plasma technology for CO₂ conversion.

In case of fermentation and biogas production, highly concentrated CO₂ streams are produced, which need only minor purification, and thus these streams can be directly transformed. A different case is, for example, the conversion of CO₂ present in flue gas of biomass waste combustion (e.g., from forest or agriculture production). In this case, recovery of CO₂ from the fuel gas is needed, but this is still a costly process (also from an energetic perspective). While improved technologies to recover CO₂ from flue gas are under development (Song et al., 2018), CO₂ capture will still remain an energy- and cost-intensive process. Thus, the possibility to directly use diluted concentrations of CO₂ (in the 10–30% range) would be of interest. In plasma-based CO₂ conversion, the concentration of CO₂ may not be a critical issue, but the presence of other components, like H₂O, which negatively affects the performance as commented above, is a critical issue. On the other hand, other admixtures, such as N₂, are not detrimental for CO₂ conversion, and can even enhance the conversion by chemical reactions with N₂ electronically or vibrationally excited levels (Snoeckx et al., 2016; Ramakers et al., 2019). Nevertheless, in general, from an application point of view, the development of plasma-based CO₂ conversion able to operate directly on fuel gas could be an important objective, although challenging.

This is just one example, but others can be indicated (in terms of reactor characteristics, issues related to downstream processing, safety, reliability of operations, possibility of management of fluctuations in space-velocity, temperature, and compositions, etc.) that have been considered only to a limited extent up to now, with research focused mainly on scientific rather than at technological aspects, with a view on the constraints and requirements from the application side. Putting plasma technology in this general context, as made here, also aims to focus attention on these aspects.

A general observation from this general perspective, which emerges from literature, as evidenced in the previous sections, is that there is a very large variability of the results obtained, which greatly depend on reactor typology, experimental conditions, fluid dynamics, etc. The variability in results is largely beyond that present in many other fields, for example, thermal catalysis. There are scientific motivations, as partly discussed in previous sections, but in general this variability indicates the complexity of the various factors, which can only partly be controlled. This has also major consequences for the scaling up of the results and the industrial exploitability. Today, for example, in
terms of modeling a thermal catalytic fixed-bed reactor, a very simple model based on a plug-flow reactor gives a precision in terms of scalability higher than 15–20%, which is acceptable in most cases. When better precision is necessary, there are well-established reactor models which consider the presence of the catalyst, mass/heat transfer limitations, etc. Virtually, it is possible to scale-up a fixed-bed catalytic reactor from lab-scale to industrial-scale when enough precise data on the kinetics are available. Only for more complicated situations, such as for fluidized or circulating catalytic beds, or in the presence of multiphase operations, would modeling require intermediate steps of development. This is not valid for plasma technology, where upscaling is still largely empirical, like it was in the field of heterogeneous catalysis up to two to three decades ago for industrial reactor development.

Scale-up of plasma-based CO$_2$ conversion is thus a major issue to realize its potential social impact. The most straightforward way is by placing a large number of plasma reactors in parallel, as demonstrated already for ozone synthesis in DBD plasma reactors (Kogelschatz, 2003). However, before numbering up, current lab-scale plasma reactors may also be scaled up in size to some extent, to allow higher flow rates and power. Nevertheless, if the plasma is still confined in the center (see discussion in section Improving the Conversion), a larger reactor might lead to a larger number of molecules that may not pass through the active plasma region, therefore still limiting the conversion. As discussed above, the reactor configuration has an important effect on the performance and energy efficiency already on a lab-scale. Upscaling may thus be very difficult due to the complexity of having reliable and scalable models of plasma reactors. Although advanced modeling of the process is significantly contributing to a better understanding and control of the phenomena, the industrial realization of plasma technology for CO$_2$ remains a great challenge, requiring large effort.

Transferability of the results is another challenge, which requires attention to push plasma technology for CO$_2$ conversion (and in general for chemical synthesis) out of the specific field of interest and become one of the backbone technologies for energy/chemistry transition. Results on the comparison between CO$_2$ splitting and DRM reactions (Figures 2, 3) are instructive and reveal again the great dependence on feed composition, besides other aspects (type of reaction, other experimental conditions, typology of experiments). While in heterogeneous catalysis some general criteria are available and allow to restrict at least the field of investigation, the complexity of plasma, and even more if combined with a catalyst, makes it not easy to predict what could be expected. Some of the background chemical and physical motivations have been discussed in the previous sections, and significant improvements have been made in the last decade. However, it still remains a challenge to predict the results for new types of applications, among which nitrogen fixation has to be mentioned for its large impact in terms of developing novel solutions for sustainable ammonia and fertilizers production (Gorbaniev et al., 2020). This is an example of an area in which the developments in plasma technology are currently ahead of those obtained by, for example, electrocatalysis (Chen et al., 2020).

In conclusion, plasma-based CO$_2$ conversion may have a large and positive impact on the societal objective of a sustainable and low carbon future, but its industrial implementation still requires it to solve various aspects, for which only a knowledge-based approach can be effective to solve the complex phenomena discussed in the previous sections.

CONCLUSIONS

The purpose of this perspective paper is to explain why plasma may be promising for CO$_2$ conversion into value-added compounds, as well as to present the current gaps and perspectives to solve them. We briefly presented the most common plasma types and their performance in terms of conversion and energy efficiency, and we explained the underlying reasons for their different performance. Subsequently, we discussed the major limitations and steps to be taken for further improvement. Finally, we gave a brief general presentation of the general context and relevance of this technology to achieve societal goals, particularly for sustainability and climate change mitigation. The objective was to indicate, starting from these windows into the future, some of the existing challenges that need attention from an application perspective, and explain why plasma technology is relevant for our future.

In general, plasma technology is quite promising for CO$_2$ conversion because of (i) its high process versatility, allowing different kinds of reactions to be carried out (e.g., pure CO$_2$ splitting, as well as CO$_2$ conversion in the presence of a H-source, such as CH$_4$, H$_2$ or H$_2$O); (ii) its low investment and operating costs; (iii) the fact that it does not require the use of rare earth metals; (iv) that it can be applied in a very modular setting, as plasma reactors scale up linearly with the plant output, allowing on-demand production; and (v) that it can be very easily combined with (various kinds of) renewable electricity. Moreover, as plasma can easily be switched on/off, it is highly suitable for the conversion of intermittent renewable energy into base chemicals or fuels, for peak shaving and grid stabilization.

However, more research is needed to further improve the capabilities of plasma-based CO$_2$ conversion in terms of (i) energy efficiency, (ii) conversion, and (iii) product selectivity. The energy efficiency largely depends on the type of plasma reactor and operating conditions. The highest theoretical energy efficiency can be reached when the reduced electric field is around 50 Td or below, combined with a high plasma power to maximize vibrational excitation (as this provides theoretically the most energy-efficient dissociation pathway) with a low gas temperature (to minimize vibrational losses upon collision with other gas molecules, i.e., VT relaxation), or in other words, a strong VT non-equilibrium. The latter can also be achieved at low gas pressure, but that is less compatible with industrial operations. On the other hand, both experiments and modeling in recent years have revealed that in GA and MW plasmas at (sub)atmospheric pressure, the CO$_2$ conversion proceeds mainly by thermal reactions, and the vibrational distribution is in equilibrium with the gas temperature (VT equilibrium) due to the high gas temperature (around 3,000 K or more). Nevertheless,
these conditions still give rise to high energy efficiency if the backward (recombination) reactions of CO with O or O₂ can be avoided by rapid quenching of the gas after the plasma reactor. In addition, the O atoms can react with another CO₂ molecule, instead of recombining with CO or O, the conversion and thus energy efficiency can be further enhanced beyond the thermal equilibrium limit (super-ideal quenching).

Furthermore, the conversion should be enhanced by increasing the fraction of gas treated by the plasma, i.e., by smart reactor design (including gas inlet/outlet), based on fluid dynamics simulations. Finally, there is still much room for improvement in terms of product selectivity because plasma is very reactive, but not selective for the production of targeted compounds, which may require post-reaction separation steps, adding to the overall energy cost of the process. Therefore, when targeting specific compounds, plasma needs to be combined with catalysts. However, more insight in the plasma-catalyst interactions is crucial for designing catalysts most suited to the plasma environment.

From technological and application point of view, important issues may be the scalability and the use of complex gas mixtures, rather than pure feed of CO₂ or CO₂/CH₄. For example, the role of H₂O in reducing the efficiency in CO₂ transformation has been highlighted. But this also opens a window of opportunity because, for example, light-induced transformation of H₂O over semiconductors may well be integrated with current plasma-based CO₂ conversion technology. This is an area starting to be investigated, but it is still largely unexplored, in terms of realizing an effective synergy of operation. In general terms, the combination of catalysis with CO₂ plasma has to pass from a mainly phenomenological approach to a knowledge-based and innovative approach, based on exploiting all possible synergies. This is the objective of the ERC Synergy grant SCOPE (810182). While the science of catalysis can be considered well-established (Čejka et al., 2018) and there are good bases for applications to new fields as well, such as the use of renewable resources (Centi and Perathoner, 2009; Čejka et al., 2018; Centi and Čejka, 2019), plasma technology is still not at the same level, and still has to be promoted to be considered as an integral and relevant part of the roadmaps on the future challenges in this area (Lanzafame et al., 2017b).

In conclusion, plasma technology for CO₂ conversion has a large potential impact, but the complex phenomena present indicate the need of more disruptive approaches, based on integrated and multidisciplinary collaborations, to explore new ways of combining the potential of plasma with other methodologies, such as the mentioned combination with light-induced transformations on solid catalysts, using a knowledge-based approach. Modeling integrated with advanced design of plasma reactors and of nanostructured catalysts, as highlighted in the previous sections, are the keys to realize these challenges.
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