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A B S T R A C T   

Antibiotic resistance is one of the world’s most urgent public health problems. Due to its antibacterial properties, 
cold atmospheric plasma (CAP) may serve as an alternative method to antibiotics. It is claimed that oxidative 
stress caused by CAP is the main reason of bacteria inactivation. In this work, we computationally investigated 
the effect of plasma-induced oxidation on various glycolysis metabolites, by monitoring the production of the 
biomass. We observed that in addition to the significant reduction in biomass production, the rate of some re-
actions has increased. These reactions produce anti-oxidant products, showing the bacterial defense mechanism 
to escape the oxidative damage. Nevertheless, the simulations show that the plasma-induced oxidation effect is 
much stronger than the defense mechanism, causing killing of the bacteria.   

1. Introduction 

According to the European Center for Disease Prevention and Con-
trol Report in 2018, every year 33,000 people die in Europe due to in-
fections with antibiotic-resistant bacteria [1]. This illustrates the need 
for alternative methods to kill bacteria, such as photo-thermal (gra-
phene-based, silver-based, gold-based, or Fe2O+

3 gold based) [2–5] and 
bioelectric approaches [6,7], as well as cold atmospheric plasma (CAP) 
[8]. 

CAP is an ionized gas produced at room temperature, in which heavy 
particles (such as gas molecules, atoms, radicals, ions) and electrons are 
in thermal non-equilibrium, i.e., the electrons have a much higher 
temperature than the heavy particles. It is usually produced in a rare gas 
flowing into ambient air, or directly in air, producing reactive oxygen 
species (ROS), such as superoxide anion (O−

2 ), hydroxyl radicals (OH), 
singlet oxygen (1O2), hydrogen peroxide (H2O2), and ozone (O3), as well 
as reactive nitrogen species (RNS), such as nitric oxide (NO), nitrogen 
dioxide (NO2), nitrous oxide (N2O), and nitrogen trioxide (NO3) [9]. 

CAP has shown promising activity against bacteria, which is attrib-
uted to these reactive species [10–19]. Machala et al. reported that in 
particular ROS play a dominant role in decontamination of water [10]. 
Molecular dynamics simulations showed that O, OH, HO2 radicals and 
H2O2 molecules can react with the bacterial cell wall, giving rise to the 

destruction of these bio-molecules [11], which might lead to bacteria 
killing. Attri et al. [15] investigated the effect of ROS/RNS on thermo-
philic bacterial proteins. Thermophilic bacteria are resistant to heat and 
chemicals, and it is difficult to destroy them with conventional methods 
Authors reported that CAP treatment modifies the protein structure and 
oxidizes the amino acids. 

Among all bacteria, Escherichia coli (E. coli) is considered as a model 
system in fundamental biological and microbiological studies, and is 
used in various biotechnological applications [20]. The ability of E. coli 
to grow in specific chemical environments, as well as detailed genetic 
information about this bacterium, has made it an essential system in the 
study of the metabolic network [21,22]. Joshi et al. [12] reported that 
plasma-treated E. coli bacteria undergo severe morphological changes 
due to oxidative stress. Plasma-induced lipid peroxidation yields 
byproducts that often react with DNA and proteins, leading to oxidative 
modifications, DNA damage and cell death. Vojusevic et al. [13] treated 
E. coli by oxygen plasma, and reported that the bacteria were fully 
destroyed after 2 min of exposure. SEM images of the bacteria showed 
cell wall damage after 1 min of treatment. Hong et al. [14] have shown 
drastic changes in the E. coli structure after oxygen plasma treatment. 
Yost et al. [16] reported that phosphate-buffered saline (PBS) solutions 
have strong antimicrobial properties. They found that plasma treatment 
of E. coli leads to and severe oxidative DNA damage. Dezest et al. [23] 
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studied the modification of E. coli due to He, He/N2 and He/O2 plasma 
treatment. For He/O2 even 30 s exposure was enough to completely 
inactivate the bacteria. Shaw et al. [18] demonstrated that a high con-
centration of both NO−

2 and H2O2 created by plasma is important for 
E. coli bacterial inactivation, through the creation of other RONS, such as 
O2NOOH and O•−

2 . Zhang et al. [19] studied the effect of plasma expo-
sure on membrane proteins and intracellular proteins of E. coli. 

The chemical composition of the bacterial environment is also an 
important factor in plasma treatment of bacteria. Privat-Maldonado 
et al. [24] indicated that since environmental substances are active 
participants in the treatment process, their reactions must be deliberated 
for precise elucidation of the results. They reported that the 
oxidation-reduction reactions of CAP-generated RONS with external 
organic biomolecules lead to generation of secondary RONS. Addition-
ally, many studies have shown that plasma treatment oxidizes organic 
components present in cell culture media, which enhances the anti-
cancer activity [9,25–28]. 

The above studies are very interesting and reveal the oxidation of 
organic molecules present in the environment by plasma treatment 
might be responsible for the killing effect. However, knowledge on the 
bactericidal effect of different oxidized organic molecules is very 
limited. Therefore, in this study we try to understand the effect of 
oxidized glucose, by computational modeling. 

E. coli is a smart bacterium, which might find alternative paths to 
escape from oxidative stress. Thus, we want to study the behavior of 
E. coli when it is expose to plasma. Glycolysis is one of the most 
important and vital pathways in cells since it provides the required 
energy [29]. Therefore, in this paper we investigate the possible effect of 
plasma-induced oxidation on biomolecules present in the glycolysis 
pathway and we monitor the change in biomass during oxidative stress. 
The bacterial biomass is obtained from experiments, and the flux of the 
reaction is obtained in such a way that the bacterium is in its exponential 
growth phase (see details in section 2.2). 

We perform this study by computer simulations, using the constraint- 
based reconstruction and analysis (COBRA) Toolbox [30]. COBRA is a 
method widely used for genome-scale modeling of metabolic networks 
in both prokaryotes and eukaryotes. Wang [22] comprehensively 
described the rules governing the COBRA Toolbox and also in Ref. [30, 
31] the rules are explained step by step. COBRA is a constraint-base 
reconstruction algorithm, and using simple rules it tries to explain the 
behavior of the cell. COBRA enables us to identify what happens in the 
whole cell when something changes in a specific part. The number of 
biomedical applications of COBRA has been growing continuously. 
Ref. [32] provides a good review on using COBRA to investigate the 
cancer metabolism. The studies reported in that review paper demon-
strate that constraint-based modeling can contribute significantly to 
systems biomedicine and personalized health care. 

COBRA has been used to obtain E. coli mutants capable to produce 
succinate from renewable resources [33], to characterize the potential 
for E. coli to produce commodity chemicals [34], to apply developments 
in metabolic engineering strategies for advanced biofuel production 
using different hosts [35], to identify knockout reactions for maximizing 
the production of desired metabolites and the growth rate [36], to 
implement some strategies towards optimal violacein biosynthesis [37], 
to characterize the physiological responses to 22 gene knockouts in 
E. coli central carbon metabolism [38], to find effective compounds on 
metabolism by screening numerous available compounds [39], and for a 
lot of other applications [40–43]. 

We already know that disturbance of the glycolysis pathway in 
human beings triggers a form of cell death, called pyroptosis [44,45]. 
Some articles revealed that similar changes in the bacterial glycolysis 
pathway can cause growth inhibition or cell death [46,47]. To the best 
of our knowledge COBRA Toolbox has not been applied to investigate 
the effects of plasma-induced oxidative stress on the biomolecules pre-
sent in the glycolysis pathway of E. coli, or any other bacteria. 

2. Model description 

2.1. E. coli core model in the COBRA toolbox 

We use the so-called E. coli strain K-12 sub-strain MG1655 core 
model [48]. This model contains 72 metabolites, 95 reactions and 137 
genes. The following reactions take place in subsystems of this model: 
glycolysis/gluconeogenesis, pentose phosphate pathway, oxidative 
phosphorylation, citric acid cycle, pyruvate metabolism, anaplerotic 
reactions, inorganic ion transport and metabolism, exchange reactions, 
etc. [29]. Perhaps the most crucial need of a cell is the generation and 
management of energy and reducing power. In our model, there are two 
main mechanisms for ATP production (atp[c]) energy: 1) substrate-level 
phosphorylation, and 2) oxidative phosphorylation using the electron 
transport chain. When a specific pathway in the cell is a net producer of 
energy, we face substrate-level phosphorylation. In substrate level 
phosphorylation, atp[c] is produced from a reaction between ADP (adp 
[c]) and phosphorylated intermediate within the pathway. In our model 
these reactions take place in the glycolysis pathway. Hence, we apply 
plasma-induced oxidation to the glycolysis pathway metabolites, and we 
monitor its effect on the reaction rates in other pathways and also on the 
biomass production. A pathway indeed does not function in isolation, 
but in an entire network of interactions in the organism [22]. 

According to the E. coli core model, there are 12 reactions in the 
glycolysis pathway [29]. Considering also the exchange of glucose and 
the transport of glucose, there are 14 overall glycolysis-related re-
actions. Information on the metabolites is given in Table 1 and infor-
mation on the reactions is shown in Table 2. The glycolysis pathway 
map, illustrating how these reactions are connected to each other, is 
presented in Fig. 1. The other details of Table 2 are explained in the 
analysis section below. 

2.2. Flux balance analysis (FBA) and dynamic flux balance analysis 
(dFBA) 

The bacterial biomass is calculated as follows [29] (see abbreviations 
in Table 1): Biomass-Ecoli-core-w-GAM: 1.496 3 pg[c] + 3.7478 accoa 
[c] + 59.81 atp[c] + 0.361 e4p[c] + 0.0709 f6p[c] + 0.129 g3p[c] +
0.205 g6p[c] + 0.2557 gln-L[c] + 4.9414 glu-L[c] + 59.81 h2o[c] +
3.547 nad[c] + 13.0279 nadph[c] + 1.7867 oaa[c] + 0.5191 pep[c] +
2.8328 pyr[c] + 0.8977 r5p[c] →59.81 adp[c] + 4.1182 akg[c] +
3.7478 coa[c] + 59.81 h[c] + 3.547 nadh[c] + 13.0279 nadp[c] +

Table 1 
Glycolysis-related metabolites in E. coli.  

Abbr. Metabolite Formula 

glc-D D-Glucose C6H12O6 

g6p D-Glucose 6-phosphate C6H11O9P 
f6p D-Fructose 6-phosphate C6H11O9P 
Fdp D-Fructose 1, 6-bisphosphate C6H10O12P2 

Dhap Dihydroxyacetone phosphate C3H5O6P 
g3p Glyceraldehyde 3-phosphate C3H5O6P 
13dpg 3-Phospho-D-glyceroylphosphate C3H4O10P2 

3 pg 3-Phospho-D-glycerate C3H4O7P 
2 pg D-Glycerate-2-phosphate C3H4O7P 
Pep Phosphoenolpyruvate C3H2O6P 
Pyr Pyruvate C3H3O3 

H hydronium H 
h2o water H2O 
Amp Adenosine monophosphate C10H12N5O7P 
Adp Adenosine diphosphate C10H12N5O10P2 

Atp Adenosine triphosphate C10H12N4O13P3 

Pi Phosphate HO4P 
Nad Nicotinamide adenine dinucleotide(NAD+) C21H26N7O14P2 

Nadh Nicotinamide adenine dinucleotide-reduced C21H27N7O14P2 

Accoa Acetyl-CoA C23H34N7O17P3S 
co2 CO2 CO2 

Coa Coenzyme-A C21H32N7O16P3S  
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59.81 pi[c]. 
Flux balance analysis (FBA) is a commonly used technique in meta-

bolic systems. In this approach, for the quantitative estimation of the 
metabolic fluxes, a linear programming can be used to solve a system of 
linear equations for obtaining an objective function (e.g. biomass pro-
duction: a reasonable weighted summation of the molecules that make 
new cells in the exponential growth phase) by the assumption of a 
steady-state under different constraints. If the change in biomass is the 
objective function, then the FBA analysis corresponds to the growth rate 
of the cell. The constraint can be applied in two ways: (i) a stoichio-
metric matrix which imposes mass balance constraint and (ii) the 
boundary condition which shows the allowable upper and lower bounds 
of the flux [29]. In FBA the constraints of the problem depict the space of 
all eligible possibilities from which an optimal solution can be selected. 
The output of FBA is a particular flux distribution, which maximizes or 
minimizes the objective function (e.g., biomass production) and stands 
between upper and lower bounds. Since FBA does not need kinetic pa-
rameters, the computation is very quick, even for large networks [29]. 
The steady-state approximation is generally valid because of fast 
equilibration of the metabolite concentrations (seconds) with respect to 
the time scale of genetic regulation (minutes) [49]. In our study, we 
apply some constraint to the boundary condition and calculate the 
objective function (biomass production - a linear function). We have 
used the FBA method because this method is most suitable when the 
problem involves a linear set of constraints. 

In the COBRA Toolbox, it is possible to change the energy source of 
bacteria to 13 different organic substrates and calculate the maximum 
growth rate in aerobic and anaerobic conditions. The maximum growth 
rate in both aerobic and anaerobic conditions is reached for D-glucose 
substrate. Therefore, we consider D-glucose as substrate and we perform 
the simulations for aerobic conditions. All the simulations are carried 
out by MATLAB 2016b (COBRA Toolbox v.3– gurobi solver). As 
mentioned above, we consider the biomass production as the objective 

function. Hence, we study how the bacteria struggle to maximize their 
growth rate. In addition, we have also considered the glucose exchange 
reaction as the objective function, because we want to obtain informa-
tion on maximum glucose uptake of E. coli. 

Despite the many benefits of the FBA, this method also has some 
limitations. For instance, it cannot predict the change of the metabolic 
network as a function of time, in which we are interested as well. Based 
on the method described by Varma and Palsson [50], Mahadevan et al. 
[51] developed the dynamic flux balance analysis (dFBA), which im-
plements both dynamic and static optimization of an objective function. 

One way to understand how the cell works is to visualize the cell’s 
function through a metabolic map. Fig. 2 illustrates the E. coli core map, 
with no limitation on boundary conditions (i.e., glucose and oxygen 
uptake is set to − 1000 mmol/gDW.hr), to provide the maximum 
biomass production. As can be seen in Fig. 2, glucose and oxygen enter 
the system (red color). The flux (reaction rate) through each reaction of 
this network is listed in Table 3. A complete insight into the E. coli core 
map is provided in Ref. [29]. A positive flux will remove the metabolite 
from the system, while a negative flux will add it into the system. The 
glucose exchange reaction (EX-glc(e); nr. 28 in Table 3) has a negative 
flux, so glucose enters the system and starts the glycolysis pathway. The 
color bar at the bottom of the map helps to qualitatively compare the 
value of the fluxes in the map. We will explain the map in detail in the 
Supporting information. 

Since the COBRA Toolbox works in the exponential phase (as 
explained above), the biomass should increase with increasing glucose 
consumption, and thus with time (decreasing glucose concentration 
over time) (see Fig. 3). 

To obtain the optimized initial conditions for our simulation, we 
have set the glucose uptake as the objective function (i.e., the reaction 
that we aim to maximize) and we have used the optimize CbModel (i.e., 
a COBRA Toolbox function that optimizes the objective function). In 
addition, when the bacteria are exposed to the plasma species, we will 

Table 2 
Glycolysis-related reactions in E. coli.   

IDa Description Reaction Lower boundb 

(mmol/gDW.hr) 
Upper boundc 

(mmol/gDW.hr) 
Subsystem 
(compartment) 

1 #28 EX-glc(e): D-Glucose exchange glc − D[e] ⇌d  − 1000 1000 Exchange 
2 #50 GLCpts: D-glucose transport via pep: Pyr 

PTS 
glc − D[e] + pep[c] → g6p[c] + pyr[c] 0 1000 Transport, 

Extracellular 
3 #74 PGI:glucose-6-phosphate isomerase g6p[c] ⇌f6p[c] − 1000 1000 Glycolysis/ 

Gluconeogenesis 
4 #72 PFK: phosphofructokinase atp[c] + f6p[c]→adp[c] + fdp[c] + h[c] 0 1000 Glycolysis/ 

Gluconeogenesis 
5 #41 FBP: fructose-bisphosphatase fdp[c] + h2o[c]→f6p[c] + pi[c] 0 1000 Glycolysis/ 

Gluconeogenesis 
6 #40 FBA: fructose-bisphosphate aldolase fdp[c] ⇌dhap[c] + g3p[c] 0 1000 Glycolysis/ 

Gluconeogenesis 
7 #95 TPI: triose-phosphate isomerase dhap [c] → g3p[c] − 1000 1000 Glycolysis/ 

Gluconeogenesis 
8 #49 GAPD: glyceraldehyde-3-phosphate 

dehydrogenase 
g3p[c] + nad[c] + pi[c] ⇌13dpg[c] + h[c] +
nadh[c]

− 1000 1000 Glycolysis/ 
Gluconeogenesis 

9 #75 PGK: phosphoglycerate kinase 3pg[c] + atp[c] ⇌13dpg[c] + adp[c] − 1000 1000 Glycolysis/ 
Gluconeogenesis 

10 #77 PGM: phosphoglycerate mutase 2pg[c] ⇌3pg[c] − 1000 1000 Glycolysis/ 
Gluconeogenesis 

11 #18 ENO: enolase 2pg[c] ⇌h2o[c] + pep[c] − 1000 1000 Glycolysis/ 
Gluconeogenesis 

12 #83 PYK: pyruvate kinase adp[c] + h[c] + pep[c]→ atp[c] + pyr[c] 0 1000 Glycolysis/ 
Gluconeogenesis 

13 #81 PPS: phosphoenolpyruvate synthase atp[c] + h2o[c] + pyr[c]→ amp[c] +

2 h c] + pep[c] + pi[c]
0 1000 Glycolysis/ 

Gluconeogenesis 
14 #71 PDH: pyruvate dehydrogenase coa[c] + nad[c] + pyr[c]→ accoa[c] +

co2[c] + nadh[c]
0 1000 Glycolysis/ 

Gluconeogenesis  

a ID given to the reactions in the E. coli core model. 
b Minimum allowable flux in a reaction (lower bound of the reactions potential flux, lower bound of reaction rate). 
c Maximum allowable flux in a reaction (upper bound of the reactions potential flux, upper bound of reaction rate). 
d Exchange reactions only have one side (reactions that move metabolites across in silico compartments). 
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have the highest amount of oxygen in the environment, so we have set 
the initial level of oxygen to − 1000 mmol/gDW.hr for our simulation. 
The results of obtaining the optimized initial conditions for our simu-
lation indicate that the maximum allowable value of glucose uptake is 
− 10 mmol/gDW.hr and the biomass production is − 0.8739 mmol/gDW. 
hr. We have thus set the glucose uptake to − 10 mmol/gDW.hr and the 
oxygen uptake to − 1000 mmol/gDW.hr, and we consider the biomass 
production (Biomass-E.coli-core-w-GAM; reaction 13 in Tables 2–4) as 
the objective function (as initial condition), and we perform both FBA 
and dFBA. At these conditions, the biomass production and glucose 
consumption of E. coli are shown in Fig. 4. We see that the glucose 
consumption is now initially slow, but its concentration drops faster 
after 2–3 h. As a consequence, the biomass production is also slow in the 
beginning and rises exponentially. Because of the lower initial glucose 
concentration, the overall biomass production is much more limited 
compared to Fig. 3. The map of E. coli is presented in Fig. 5. The 
important information in this map are the active pathways and the rate 
of each reaction in the map (as detailed in Table 4). We use the map in 
Fig. 5 as a reference to compare the result of plasma-induced oxidation. 

It is worth to notice that in this reference condition (when the uptake 
of glucose is − 10 mmol/gDW.hr and the oxygen uptake is − 1000 mmol/ 
gDW.hr), the minimum flux (reaction rate) in the map (color bar in 
Fig. 5) is − 29.18 mmol/gDW.hr (H2Ot (transport of H2O via diffusion); 
reaction 58 in Table 4) and the maximum flux (reaction rate) is 1000 
mmol/gDW.hr (SUCDi; succinate dehydrogenase (irreversible); reaction 

89 in Table 4). 

2.3. Plasma oxidation of biomolecules in the glycolysis pathway 

To evaluate the effect of oxidative damage caused by plasma, we 
have studied the natural oxidation of the entire glycolysis pathway re-
actions (i.e., oxidation of each reactant), and we have identified the 
reactants that are affected by plasma. Subsequently, we have changed 
the boundary conditions of some reactions due to their oxidation sta-
tuse. The flux of a reaction and the concentrations of its reactants are 
directly connected, so if the concentration of a reactant drops by a factor 
ten, the flux (reaction rate) also drops by that same factor ten. We 
performed simulations for oxidation degrees varying from 10% to 90% 
(i.e., 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%). 

Only the following three reactions have an oxidation product. The 
first reaction is glucose exchange: 

C6H12O6⇌ (1) 

In the reference conditions (without plasma exposure), the upper 
bound and lower bound of the glucose flux is 1000 mmol/gDW.hr and 
− 10 mmol/gDW.hr, respectively (Table 4). 

We want to know the effect of plasma on the first glycolysis reaction. 
As mentioned in the introduction, the main effect of plasma is supposed 
to be oxidation of biomolecules. The oxidation of glucose can be written 
as [52]: 

C6H12O6 +
1
2
O2→ C6H12O7 (2) 

The oxygen initial concentration determines the rate of the reaction. 
In case of plasma-induced oxidation, the initial condition is determined 
by plasma and can be considered the maximum possible amount. 
Indeed, as explained in the introduction, oxidative damage is the 
dominant effect of plasma, and it is not important how it is caused (by 
which species). We can thus simply treat all plasma species causing 
oxidation as being oxygen in this model, so the amount of oxygen is the 
maximum value. The product of this reaction is D-gluconic acid. When 
glucose is oxidized, we have to change the boundary condition of the 
glucose uptake. We assume the lower bound (uptake of reactant) be-
tween 10% and 90% of its value before oxidation. 

The other reaction in the glycolysis pathway is glucose-6-phosphate 
isomerization (PGI: reaction 74 from Tables 2 and 3): 

g6p[c](C6H11O9P) ⇌f 6p[c](C6 H11O9P) (3) 

Oxidation of glucose-6-phosphate (g6p) happens in several ways 
[53]. One of the oxidation reactions is: 

g6p (C6H11O9P)+ 12nadp(C21H25N7O17P3)+ → 12nadph(C21H26N7O17P3)

+ Pi(HO4P) + 6CO2 (4)  

(nadp: Nicotinamide-adenine-dinucleotide-phosphate, C21H25N7O17P3. 
nadph: Nicotinamide-adenine-dinucleotide-phosphate-reduced, C21H26 
N7O17P3). 

We change the boundary condition of this reaction as explained for 
the glucose exchange reaction. The last reaction is pyruvate dehydro-
genase (PDH reaction 71 from Tables 2 and 3): 

coa[c](C21H32N7O16P3S) + nad[c](C21H26N7O14P2)+ pyr[c](C3H3O3)→ 
accoa[c](C23H34N7O17P3S) + co2[c] + nadh[c] (C21H27N7O14P2) (5)   

(accoa[c], Acetyl-CoA, C23H34N7O17P3S, coa[c], Coenzyme-A, 
C21H32N7O16                                                                             P3S) 

Coenzyme-A is made of pantothenic acid, which is a vitamin B (B5) 
[54]. D-panthenol (2, 4-Dihydroxy-N-(3-hydroxypropyl)-3, 3- dime-
thylbutanamide) is the more stable alcohol form of pantothenic acid 
(Vitamin B5). Therefore, pantothenic acid is known as provitamin B5. 
Nayak et al. [55] used an electrochemical method for oxidation of 

Fig. 1. Glycolysis pathway map in the E. coli core model.  
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provitamin B5. So there is an oxidized form of coenzyme-A and we can 
apply the limiting boundary condition to the last reaction. 

Fructose-bisphosphate aldolase (FBA: reaction 40 in Tables 2 and 3) 
and triose-phosphate isomerase (TPI; reaction 95 of Tables 2 and 3) are 
reversible reactions, and we have to consider the oxidation of both the 
reactants and the products. There is no evidence on oxidation of these 
reactants, but in Refs. [56] there is some information about glyceral-
dehyde 3-phosphate (g3p) oxidation (phosphorylation).   

This is the only oxidation reaction found for g3p, but this reaction is 
one of the reactions in the glycolysis pathway (GAPD; reaction 49 in 
Tables 2 and 3). Hence, plasma-induced oxidation probably has just 

little effect on that reaction and will slightly increase the rate of phos-
phorylation. So we do not change the boundary condition of this 
reaction. 

All other reactions (i.e. phosphofructokinase (PFK; reaction 72 of 
Tables 2 and 3), fructose-bisphosphatase (FBP: reaction 41 in Tables 2 
and 3), phosphoglycerate kinase (PGK; reaction 75 in Tables 2 and 3), 
phosphoglycerate mutase (PGM; reaction 77 in Tables 2 and 3), enolase 
(ENO; reaction 18 in Tables 2 and 3), pyruvate kinase (PYK; reaction 83 

in Tables 2 and 3), phosphoenolpyruvate synthase (PPS; reaction 81 in 
Tables 2 and 3)), do not have any oxidation products. It means that 
either they are reduced instead of oxidized (e.g. 3-phosphoglycerate) or 
there is no information on oxidation of either the reactants or the 
products, so we do not change anything about their oxidation in our 

Fig. 2. E. coli core map, when there is no limitation on boundary conditions, and the biomass production is set to be maximized (active reactions are shown in thick 
line and reactive reactions are shown in thin line). Details of this map are explained in the Supporting information. 

g3p(C3H5O6P)+ nad(C21H26N7O14P2)+Pi(HO4P)⇌1, 3 diphosphoglycerate(C3H8O10P2)+ nadh(C21H27N7O14P2) + H (6)   

S. Ranjbar et al.                                                                                                                                                                                                                                 



Computers in Biology and Medicine 127 (2020) 104064

6

model. 

3. Results and discussion 

The purpose of this work is to study the effect of plasma-induced 

oxidation, more specifically for the above three oxidation reactions, 
on the biomass production. In the first reaction, glucose is oxidized 
(reaction (2) in section 2.3). We varied the glucose oxidation between 
10% and 90%. The simulation results as a function of percentage of 
glucose oxidation are presented in the Supporting information 

Table 3 
Flux in all of reactions in E. coli core model when there is no limitation for the reactions (glucose and oxygen uptake are both set to − 1000 mmol/gDW.hr).  

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

1 ACALD − 296.8 26 EX-fru(e) 0 51 GLNS 8.706 76 PGL 179.9 
2 ACALDt 0 27 EX-fum(e) 0 52 GLNabc 0 77 PGM − 949.1 
3 ACKr − 276.3 28 EX-glc(e) − 575.2 53 GLUDy − 176.9 78 PIt2r 125.2 
4 ACONTa 36.73 29 EX-gln-L(e) 0 54 GLUN 0 79 PPC 97.57 
5 ACONTb 36.73 30 EX-glu-L(e) 0 55 GLUSy 0 80 PPCK 0 
6 ACt2r − 276.3 31 EX-h(e) 1000 56 GLUt2r 0 81 PPS 0 
7 ADK1 0 32 EX-h2o(e) 767 57 GND 179.9 82 PTAr 276.3 
8 AKGDH 0 33 EX-lac-D 

(e) 
0 58 H2Ot − 767 83 PYK 258.6 

9 AKGt2r 0 34 EX-mal-L 
(e) 

0 59 ICDHyr 36.73 84 PYRt2r 0 

10 ALCD2x − 296.8 35 EX-nh4(e) − 185.7 60 ICL 0 85 RPE 95.49 
11 ATPM 8.39 36 EX-o2(e) − 500 61 LDH-D 0 86 RPI − 84.45 
12 ATPS4r 1000 37 EX-pi(e) − 125.2 62 MALS 0 87 SUCCt2- 

2 
0 

13 Biomass-Ecoli-core-w- 
GAM 

34.05 38 EX-pyr(e) 0 63 MALt2-2 0 88 SUCCt3 0 

14 CO2t − 815.8 39 EX-succ(e) 0 64 MDH 0 89 SUCDi 0 
15 CS 36.73 40 FBA 481.4 65 ME1 0 90 SUCOAS 0 
16 CYTBD 1000 41 FBP 0 66 ME2 0 91 TALA 53.89 
17 D-LACt2 0 42 FORt2 0 67 NADH16 1000 92 THD2 223.9 
18 ENO 949.1 43 FORti 40.73 68 NADTRHD 0 93 TKT1 53.89 
19 ETOHt2r − 296.8 44 FRD7 0 69 NH4t 185.7 94 TKT2 41.6 
20 EX-ac(e) 276.3 45 FRUpts2 0 70 O2t 500 95 TPI 481.4 
21 EX-acald(e) 0 46 FUM 0 71 PDH 696.6   
22 EX-akg(e) 0 47 FUMt2-2 0 72 PFK 481.4   
23 EX-co2(e) 815.8 48 G6PDH2r 179.9 73 PFL 40.73   
24 EX-etoh(e) 296.8 49 GAPD 1000 74 PGI 388.3   
25 EX-for(e) 40.73 50 GLCpts 575.2 75 PGK − 1000    

Fig. 3. Biomass production (mmol/gDW.hr) and glucose concentration over time when the uptake of glucose and oxygen is unlimited (− 1000 mmol/gDW.hr).  
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Table 4 
Flux in all the reactions in the E. coli core model when the uptake of glucose is limited to − 10 mmol/gDW.hr and the oxygen uptake is unlimited (− 1000 mmol/gDW. 
hr).  

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

Reaction Flux (mmol/ 
gDW.hr) 

1 ACALD 0 26 EX-fru(e) 0 51 GLNS 0.2235 76 PGL 4.96 
2 ACALDt 0 27 EX-fum(e) 0 52 GLNabc 0 77 PGM − 14.72 
3 ACKr 0 28 EX-glc(e) − 10 53 GLUDy − 4.542 78 PIt2r 3.215 
4 ACONTa 6.007 29 EX-gln-L(e) 0 54 GLUN 0 79 PPC 2.504 
5 ACONTb 6.007 30 EX-glu-L(e) 0 55 GLUSy 0 80 PPCK 0 
6 ACt2r 0 31 EX-h(e) 17.53 56 GLUt2r 0 81 PPS 0 
7 ADK1 0 32 EX-h2o(e) 29.18 57 GND 4.96 82 PTAr 0 
8 AKGDH 5.064 33 EX-lac-D 

(e) 
0 58 H2Ot − 29.18 83 PYK 1.758 

9 AKGt2r 0 34 EX-mal-L 
(e) 

0 59 ICDHyr 6.007 84 PYRt2r 0 

10 ALCD2x 0 35 EX-nh4(e) − 4.765 60 ICL 0 85 RPE 2.678 
11 ATPM 8.39 36 EX-o2(e) − 21.8 61 LDH-D 0 86 RPI − 2.282 
12 ATPS4r 45.51 37 EX-pi(e) − 3.215 62 MALS 0 87 SUCCt2- 

2 
0 

13 Biomass-Ecoli-core-w- 
GAM 

0.8739 38 EX-pyr(e) 0 63 MALt2-2 0 88 SUCCt3 0 

14 CO2t − 22.81 39 EX-succ(e) 0 64 MDH 5.064 89 SUCDi 1000 
15 CS 6.007 40 FBA 7.477 65 ME1 0 90 SUCOAS − 5.064 
16 CYTBD 43.6 41 FBP 0 66 ME2 0 91 TALA 1.497 
17 D-LACt2 0 42 FORt2 0 67 NADH16 38.53 92 THD2 0 
18 ENO 14.72 43 FORti 0 68 NADTRHD 0 93 TKT1 1.497 
19 ETOHt2r 0 44 FRD7 994.9 69 NH4t 4.765 94 TKT2 1.181 
20 EX-ac(e) 0 45 FRUpts2 0 70 O2t 21.8 95 TPI 7.477 
21 EX-acald(e) 0 46 FUM 5.064 71 PDH 9.283   
22 EX-akg(e) 0 47 FUMt2-2 0 72 PFK 7.477   
23 EX-co2(e) 22.81 48 G6PDH2r 4.96 73 PFL 0   
24 EX-etoh(e) 0 49 GAPD 16.02 74 PGI 4.861   
25 EX-for(e) 0 50 GLCpts 10 75 PGK − 16.02    

Fig. 4. Biomass production and glucose concentration over time, when the uptake of glucose is limited to − 10 mmol/gDW.hr and the oxygen uptake is unlimited 
(− 1000 mmol/gDW.hr). 
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(Table S1). The results for 90% glucose oxidation are shown in Figs. S1 
and S2 in the Supporting information. The first thing to notice in Fig. S2 
(in the color bar at the bottom of the map) is that the reaction rate in the 
whole network is reduced from about − 29.19 mmol/gDW.hr in the 
standard condition (Fig. 5) to − 4.29 mmol/gDW.hr. It shows that 
oxidation of glucose in the extracellular compartment not only affects 
the reactions in the glycolysis pathway but also in the other pathways. 
However, the active pathways are similar to the active pathway of Fig. 5. 
The difference between these two maps are the fluxes in each reaction or 
the reaction rates. The reaction rates in Fig. S2 obviously reduce upon 
glucose oxidation. 

In addition, the biomass production rate drops linearly upon 
increasing percentage of glucose oxidation (see Fig. 6). Note: the map 
and biomass production at different percentages of oxidation are very 
similar: the trend of biomass production is the same, but the amount is 
different. The differences are clear from Fig. 6 and Table S1 in the 
Supporting information. 

To understand the effect of oxidation by plasma, we consider all the 
reactions of which the rate changes due to a change in the rate of glucose 
exchange. There are 46 reactions (out of 95) of which the rates decrease 

due to plasma oxidation (see Fig. 7), and two reactions of which the rates 
increase (indicated with an asterix), while for the other 47 reactions the 
rates remain unchanged, and they are therefore not plotted in Fig. 7. The 
reduction in the rate of these 46 reactions is directly attributed to the 
reduction in glucose concentration. However, the increase in the rate of 
the other two reactions may seem unexpected, so we focus on these two 
reactions. 

The first reaction is fumarate reductase (FRD7; nr. 44 in Tables 3 and 
4): 

Fumarate(C4H2O4)+ Ubiquinol 8 (C49H76O4)→ Ubiquinone8(C49H74O4)

+ Succinate(C4H4O4)

(7)  

which converts furmarate to succinate and plays a role in anaerobic 
respiration. The rate of this reaction slightly increases from 994.9 
mmol/gDW.hr in the reference condition to 998.7 mmol/gDW.hr after 
90% of glucose oxidation. Some investigations confirm that the pro-
duction of succinate increases under oxidative stress in the cell [57]. The 
conversion of fumarate into succinate is also markedly increased in cells 

Fig. 5. E. coli core map when the uptake of glucose is limited to − 10 mmol/gDW.hr and the oxygen uptake is unlimited (− 1000 mmol/gDW.hr). See detailed 
explanation in the Supporting information. 
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under stress [58]. Indeed, succinate has antioxidant properties [59], and 
the increasing level of succinate is probably because of the defense 
mechanism against oxidative damage. 

The other reaction is NAD transhydrogenase (NADTRHD; nr. 68 in 
Tables 3 and 4) of which the rate increases from zero in the reference 
condition to 0.435 mmol/gDW.hr after 90% of glucose oxidation: 

Nicotinamide adenine dinucleotide, (C21H26N7O14P2)+

Nicotinamide adenine dinucleotide phosphate reduced (C21H26N7O17P3)→
Nicotinamide adenine dinucleotide reduced(C21H27N7O14P2)‘+

Nicotinamide adenine dinucleotide phosphate (C21H27N7O14P2)

(8) 

The rate of transhydrogenase production is also increased in this 

Fig. 6. Biomass production as a function of percentage of oxidation of glucose, glucose-6-phosphate and coenzyme-A.  

Fig. 7. Rates of the reactions in the E. coli core model, without and with glucose oxidation. Only those reactions are plotted for which the rates drop or rise upon 90% 
glucose oxidation. For 46 reactions, the rates drop, while for two reactions (indicated with *, and different scale, to be visible in this scale) the rates increase. The 
reactions are plotted in the same order as they are listed in Tables 3 and 4 (but without the reactions for which the rates are unchanged). 
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reaction, which may also be directly involved in the defense against 
oxidative stress [60]. 

Despite the significant reduction of biomass production (see Fig. S1, 
compared to Fig. 4), the first oxidation step (glucose oxidation) thus 
causes the activation of some defense mechanisms in E. coli. Increasing 
concentrations of antioxidant metabolites, i.e., succinate and trans-
hydrogenase, without oxidation of their reactants directly, shows that 
the bacteria are trying to survive against oxidative stress, but never-
theless they cannot escape from the oxidative damage. 

The second oxidation step is the oxidation of glucose-6-phosphate 
(reaction 4 in section 2.3), which is formed by the PGI (isomerization) 
reaction (reaction 3 in section 2.3). The rate of the PGI reaction before 
oxidation of glucose is 4.861 mmol/gDW.hr (Table 4; reaction nr.74), 
but after glucose oxidation the rate is reduced to the values presented in 
Table S1 in the Supporting information (for different percentages of 
oxidation). The rates of the different reactions for different percentages 
of glucose-6-phosphate oxidation are presented in Table S2 of the Sup-
porting information. The simulation results after 90% oxidation of both 
glucose and glucose-6-phosphate are shown in Figs. S3 and S4 in the 
Supporting information The calculated biomass production as a function 
of percentage of glucose-6-phosphate oxidation (in addition to glucose 
oxidation) is also plotted in Fig. 6. 

The results show that oxidation of glucose-6-phosphate in the PGI 
reaction has little effect on the network and on the biomass production. 
This is probably because of the isomeric nature of the PGI reaction, i.e., 
oxidation of glucose-6-phosphate in this reaction only reduces the rate of 
conversion of glucose-6-phosphate to fructose-6-phosphate and does not 
affect the amount of fructose-6-phosphate, because this reactant is 
produced simultaneously through other reactions, e.g. FBP. As can be 
seen in Fig. 6, the reduction of biomass production is indeed not as 
significant as for the glucose oxidation. It is also obvious that the rate of 
other reactions increases; see Table S2 (Supporting information). 

At the last step we investigated the effect of oxidation of coenzyme-A 
(because of oxidation of provitamine B5 which is a part of coenzyme-A) 
in the PDH reaction (reaction 5 in section 2.3). The simulation results 
upon 90% oxidation of glucose, glucose-6-phosphate and coenzyme-A 
are shown in Figs. S5 and S6 in the Supporting information. The other 
reaction rates are presented in Table S3. The calculated biomass pro-
duction as a function of percentage of coenzyme-A oxidation is also 
plotted in Fig. 6. The yellow bars are only slightly lower than the blue 
ones, so most effect is due to glucose oxidation, and coenzyme-A only 
has a little effect. However, its effect is slightly larger than oxidation of 
glucose-6-phosphate. Moreover, in this step the rate of the reactions is 
more dependent on the percentage of oxidation than in the previous 
ones (see Table S3 in the Supporting information). The results show that 
some reactions that used to have zero rate, are active now. Because most 
reactions have a non-zero rate, the rate of biomass production continues 
to decrease. Table 5 presents the reactions and their rates that are 
activated in this step and were not active in the previous steps, for 90% 
oxidation of coenzyme-A. 

4. Conclusion 

In this work, we used a novel constraint-based approach, based on 
the assumption that cells struggle to maximize their growth rate, to 
monitor the behavior of E. coli under oxidative stress conditions. We 
evaluated the maximum growth rate by studying the maximum biomass 
production. In order to guarantee that the results for a predicted rate of 
reactions are valid, at least one of the reactions must be constrained. We 
apply constraints on our reactions according to the oxidation of re-
actants (and in reversible reactions, oxidation of both reactants and 
products). Subsequently, we analysed the rate of each reaction upon 
plasma-induced oxidation. Since the environment is important in 
oxidative damage, we have also considered the oxidation of glucose (as 
the environment). Through glucose oxidation, the rate of fumarate 
reductase and NAD transhydrogenase production is increased. The 
products of these reactions have antioxidant properties. At the same 
time, the biomass production is dramatically reduced. This confirms the 
experiments of Maldonado et. al [23], who observed that the environ-
ment is also important in oxidative damage. Oxidation of 
glucose-6-phosphate may cause a higher rate in some reactions, but the 
biomass production is still reduced. Upon oxidation of coenzyme-A, 
some of the reactions of which the rates were increased upon oxida-
tion of glucose-6-phosphate are now reduced again. Oxidation thus 
seems to decrease or increase the rate of reactions, indicating that the 
bacteria activate their antioxidant defense mechanism again this 
oxidative stress, but the overall result is that the biomass production rate 
is always reduced, which means that the bacterial growth rate is 
reduced, or in otherwords, that the oxidation causes bacterial killing. 
The reduced growth rates in bacteria can disrupt the glycolytic flux and 
this is a signal for inflammasome signaling and pyroptotic cell death 
[44]. In another report, Hakansson et al. [61] showed that disruption in 
glycolysis could induce death in Streptococcus pneumonia. 

It is important to note that we only consider here the glycolysis 
pathway. Although oxidation in this pathway has a major impact on the 
biomass production, the latter has not yet reached zero. Therefore, it 
would be interesting to see whether other pathways are also important. 
In addition, we could only apply constraints (i.e oxidation of reactant 
and product) if this information was available in literature. This also 
limits our study because other reactants or products in the glycolysis 
pathway might also be oxidized in reality. If information about such 
oxidation products becomes available in the future, we can further 
improve our modeling study. 

To our knowledge, the COBRA Toolbox has not yet been used in 
plasma medicine research before. It does not require much calculation 
time compared to other methods, e.g. molecular dynamics (MD) simu-
lations. We believe the COBRA Toolbox can be linked to MD methods by 
using the MD results as input to monitor the overall behavior of the cell. 
It would be interesting to investigate this in the future, not only for 
plasma sterilization purposes but also for other plasma medicine appli-
cations, like cancer treatment. 

Table 5 
Reactions that are activated in the last step (oxidation of coenzyme-A).  

Abbr. Description Reaction Lower 
bound 

Upper 
bound 

Subsystem Reaction rates after oxidation of co- 
enzyme A (mmol/g.DW.hr) 

ADK1 adenylate kinase amp[c] + atp[c] ⇌2 adp[c] − 1000 1000 Oxidative 
Phosphorylation 

0.1747 

EX-for 
(e) 

Formate exchange for[e] →  0 1000 Exchange 0.5992 

FORti formate transport via 
diffusion 

for[c] →for[e] 0 1000 Transport, 
Extracellular 

0.5992 

PFL pyruvate formate lyase coa[c] + pyr[c] → accoa[c] + for[c] 0 1000 Pyruvate Metabolism 0.5992 
PPS phosphoenolpyruvate 

synthase 
atp[c] + h2o[c] + pyr[c]→ amp[c] +
2 h[c] + pep[c] + pi[c]

0 1000 Glycolysis/ 
Gluconeogenesis 

0.1747  
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