
 

Volume 412 · Number 24 · September 2020 

ANALYTICAL & 
BIOANALYTICAL 

CHEMISTRY 

ABC features Female Role Models in Analytical Chemistry 

 



REVIEW

Modeling plasmas in analytical chemistry—an
example of cross-fertilization

Annemie Bogaerts1

Received: 25 December 2019 /Revised: 24 February 2020 /Accepted: 9 March 2020
# Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
This paper gives an overview of the modeling work developed in our group in the last 25 years for various plasmas used in
analytical spectrochemistry, i.e., glow discharges (GDs), inductively coupled plasmas (ICPs), and laser ablation (LA) for sample
introduction in the ICP and for laser-induced breakdown spectroscopy (LIBS). The modeling approaches are briefly presented,
which are different for each case, and some characteristic results are illustrated. These plasmas are used not only in analytical
chemistry but also in other applications, and the insights obtained in these other fields were quite helpful for us to develop models
for the analytical plasmas. Likewise, there is now a huge interest in plasma–liquid interaction, atmospheric pressure glow
discharges (APGDs), and dielectric barrier discharges (DBDs) for environmental, medical, and materials applications of plasmas.
The insights obtained in these fields are also very relevant for ambient desorption/ionization sources and for liquid sampling,
which are nowadays very popular in analytical chemistry, and they could be very helpful in developing models for these sources
as well.
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Introduction

Various analytical methods are based on plasmas for material
sampling. The most widely used is the inductively coupled
plasma (ICP), used for mass spectrometry (MS) and optical
emission spectrometry (OES) [1–3], but also laser ablation
(LA), either as a sampling method for ICP-MS and ICP-
OES [4–7] or for laser-induced breakdown spectrometry
(LIBS) [8–10], and glow discharges (GD) in combination
with MS or OES [11–14] have been quite popular for many
years.

For good analytical performance of these sources, a thor-
ough insight into their underlying mechanisms is beneficial.
This insight can be obtained by experiments (plasma diagnos-
tics), but measurements inside the plasma are often difficult,
due to the small dimensions and because of possible

disturbance of the processes, affecting the measurement out-
come. Therefore, computer modeling of the plasma processes
can also provide valuable insights.

In the last 25 years, we developed computer models for
various plasmas used in analytical spectrochemistry, including
GDs, ICPs, LA, and LIBS. In this feature article, an overview
is given of this modeling work. The modeling approaches
used in each case are briefly explained, as they are different
for the different types of plasmas, and some characteristic
results are shown. In developing these models, we based our-
selves on models developed for other plasma application
fields, like materials science and the semiconductor industry,
where similar plasmas are being used, although this is not
always very well known in the analytical chemistry
community.

Such cross-fertilization between different fields can indeed
be very helpful, and can also be relevant for other gas and
liquid sampling sources in analytical spectrometry, which
have become very popular in recent years, such as the various
ambient desorption/ionization sources [15–18]. Indeed, atmo-
spheric pressure non-thermal plasmas, such as dielectric bar-
rier discharges (DBDs), atmospheric pressure glow discharges
(APGDs), and plasma jets, are widely used for many environ-
mental, medical, and materials science applications, and the
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insights obtained in these fields can be very helpful for gas
sampling sources in analytical chemistry as well. Likewise,
liquid sampling sources in analytical chemistry (e.g.,
[19–21]) can benefit from the knowledge gained from
plasma–liquid interactions used for many other applications,
like in medicine, water treatment, and materials science (e.g.,
nanoparticle synthesis). This article can hopefully inspire an-
alytical chemists to learn from these other fields, for better
insight in these gas and liquid sampling analytical sources as
well.

Modeling of glow discharges

Modeling approaches

Glow discharges (GDs) used in GDMS and GD-OES typical-
ly operate at reduced pressure and are far from thermodynam-
ic equilibrium. This means that the electrons have a much
higher temperature than the other plasma species, and must
be described separately, with a non-equilibrium modeling
approach.

There exist several modeling approaches to describe non-
equilibrium plasmas such as GDs, each with its own benefits
and limitations. The simplest modeling approach is an analyt-
ical model, which is based on simple analytical formulas to
make some general and quick predictions on the plasma be-
havior. However, it is only valid under certain—very limited
and simplified—conditions. Numerical modeling approaches
are more powerful. They range from simple, fast models to
very complicated and time-consuming models.

Chemical kinetics models solve mass conservation equa-
tions for the various plasma species, with source and loss
terms as defined by the chemical reactions in the plasma.
They are very fast, and therefore suitable to describe a detailed
plasma chemistry, but they typically do not account for spatial
variations (so-called 0D approach), which is a clear limitation.

Fluid models also solve mass conservation equations for
the various plasma species, but in addition, they also solve
transport equations, based on diffusion (due to concentration
gradients), migration under the influence of the electric field
(only for charged species), and sometimes convection (due to
the gas flow). Hence, they are more powerful, while still being
time-efficient, and can be described in 1D, 2D, or even 3D,
although the latter would require considerable calculation
time. Therefore, 2D fluid models are more common, as many
plasma sources can be approximated with cylindrical symme-
try. Fluid models typically also solve Poisson’s equation for a
self-consistent calculation of the electric field distribution in
the plasma, based on the charged species density profiles. A
disadvantage of a fluid modeling approach is that it assumes
that the plasma species are more or less in equilibriumwith the
electric field, i.e., the energy gained by the species from the

electric field is more or less balanced by the energy lost due to
collisions. While this may be appropriate for ions and elec-
trons in the bulk plasma (or negative glow region, character-
ized by a weak electric field), and of course for neutral species
(which do not gain energy from the electric field at all), elec-
trons in the sheaths in front of the electrodes (or the cathode
dark space, CDS) typically gain much more energy from the
strong electric fields in these regions than they lose by colli-
sions. Therefore, other modeling approaches are needed to
describe the non-equilibrium behavior of electrons.

One approach to account for the electron non-equilibrium
behavior is solving the Boltzmann transport equation, which
solves the full electron energy distribution function. However,
this method can bemathematically complex, certainly in more
dimensions and for complex geometries. An easier method
from a mathematical point of view is to apply Monte Carlo
simulations, which describe the electrons at the lowest micro-
scopic level, i.e., as individual particles or super-particles
(with a certain weight, corresponding to the real number of
electrons they represent). The trajectory of the electrons dur-
ing successive time-steps is described by Newton’s laws, and
the probability of collisions during that time-step is described,
based on the collision cross sections, the number density of the
collision partners and the traveled distance. This collision
probability yields a number between 0 and 1. It will be com-
pared with a random number between 0 and 1, and if the
probability is lower, no collision occurs, and the electron is
followed during the next time-step. If the probability is higher,
a collision takes place, and the kind of collision, as well as the
new energy and direction after collision, can also be deter-
mined by random numbers. By following in this way a large
number of electrons during successive time-steps, their behav-
ior can be statistically and accurately described. This method
can also be used for other plasma species that are not in equi-
librium with the electric field, such as ions in the CDS (see
below).While this method is very accurate, it requires a longer
calculation time than a fluid model, because a large number of
plasma species must be simulated for statistically valid results.
Moreover, this method is not self-consistent, because it re-
quires the electric field distribution as input in the model.
The latter limitation can be overcome in so-called particle-
in-cell–Monte Carlo collision (PIC-MCC) simulations, which
use the same approach as the above Monte Carlo model, typ-
ically for both ions and electrons, but in addition, the electric
field is calculated with Poisson’s equation, from the species
positions (determining a space charge distribution). This
method is the most accurate approach, and it is self-consistent,
but it requires an even longer calculation time.

Hence, it is clear that each model has its advantages and
limitations. A smart approach is therefore to combine various
models, for the various plasma species, in a so-called hybrid
model. The energetic plasma species, like electrons, which are
not in equilibriumwith the electric field, can then be simulated
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with a Monte Carlo approach, while for the slower ions and
neutral species, a fluid model is appropriate, to save calcula-
tion time and to provide a self-consistent calculation.

For this reason, we developed a hybridMonte Carlo (MC)–
fluid model, to describe the behavior of electrons, argon (Ar+)
ions and energetic Ar atoms in the GD plasma [22–25]. The
(energetic) electrons are described with a MC approach [22],
as explained above. Once the electrons have lost most of their
energy by inelastic collisions with the Ar atoms, they are not
really important as “energetic electrons” anymore, as they
cannot cause any further excitation and ionization of the Ar
atoms, and their main role is to carry the electric current and to
provide negative space charge. This can as well be described
in a fluid approach [23], which is less computationally inten-
sive, as explained above. This fluid model describes the
“slow” electrons as a group, as well as the ions, based on mass
conservation equations and transport equations, coupled to
Poisson’s equation for a self-consistent electric field calcula-
tion, as explained above.

Finally, the ions are accelerated by the strong electric field
in the CDS in front of the cathode, and they give rise to
cathode sputtering, releasing the material to be analyzed into
the plasma. As the latter defines the analytical outcome, accu-
rate knowledge of the ion energy is very important. Therefore,
the ions are also described with a MC approach in the CDS,
together with the fast Ar atoms, which are created by charge
transfer or elastic collisions of the ions [24].

These MC models for energetic electrons, and for ions and
fast atoms in the CDS, together with the fluid model for slow
electrons and ions, are solved iteratively, in which the output
of one model is used as input for the next model, until con-
vergence is reached [25].

Such MC and fluid models have also been developed for
plasmas outside the analytical chemistry field, as they are
relevant, e.g., in materials technology and for the semiconduc-
tor industry, for sputtering (e.g., [26–42]). While the condi-
tions might be somewhat different, the methodology is very
similar, and when developing the models for the analytical
GDs, we based ourselves on these other models.

However, in analytical spectrochemistry, we are not only
interested in the behavior of the electrons, Ar+ ions, and fast
Ar atoms, but we want to know how the sputtered atoms
behave in the plasma, and how they get ionized and excited.
Therefore, we extended the above hybrid MC–fluid model
with other modules [43–48]. A schematic overview of the
entire hybrid modeling network is presented in Fig. 1. It was
developed for copper (Cu) as sample material, but the same
approach can be taken for other elements, if the corresponding
data is available.

When the Cu atoms are sputtered, they have a typical en-
ergy of 5–10 eV, which they quickly lose in the plasma upon
collision with Ar atoms. This “thermalization” process is also
described with a MC approach [43], and it yields a

thermalization profile, which is used as input for describing
the further behavior of the Cu atoms, including transport of the
(thermal) Cu atoms by diffusion, as well as ionization and
excitation, and the behavior of the corresponding ions and
excited atoms and ions [44]. Ionization of the Cu atoms (and
other elements) typically occurs by electron impact ionization,
Penning ionization upon collision with Ar metastable atoms
(Ar*m), and asymmetric charge transfer with Ar+ ions.

The electron impact ionization rate is calculated in the elec-
tronMCmodel, while the rate of asymmetric charge transfer is
obtained from the Ar+ ion density, calculated in the electron–
Ar+ ion fluid model. To describe the Penning ionization, we
need to know the Ar metastable atom density. Therefore, we
developed a model specifically for the behavior of the Ar
metastable atoms [45].

In addition, we also developed a detailed collisional–
radiative model for the Ar atoms in 64 excited levels, includ-
ing the metastable levels [47]. The behavior of all these excit-
ed levels is defined by collisions and by radiative decay, as
dictated by the name of this model. This model also allows the

Ar+/e- fluid model

e- MC model Ar+/Ar0f MC model

Ar*m fluid model

Cu MC model

Cu/Cu+ fluid model

Cu+ MC model

Arbitrary electron + ion formation rates

Electric field
Ion fluxes to cathode

Electron impact ionization rate

Ion + atom impact ionization rates

new electron + ion formation rates

convergence ?
no

yes

- Electron, ion, atom impact formation rates
of Ar metastables (Ar*m) and Cu ions
- Electron + ion density
- Ion + atom energy distributions at cathode
(F(E), for sputtering)
- Electric field

Arm* density

Thermalization profile

Cu ion flux at beginning
of cathode dark space

Cu density

Ar*m , Cu, Cu+ density
(for updates in e- MC model + Ar+/e- fluid model)

convergence ?
no

yes

final solution

Cu F(E)
(for sputtering)

Fig. 1 Flowchart of the hybrid modeling network for a glow discharge
plasma with (Cu) cathode sputtering
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calculation of the optical emission spectrum of Ar, from the
populations of all the excited levels. The latter is relevant for
analytical spectrochemistry, to identify certain emission lines,
but it is also of interest for optical plasma diagnostics of tech-
nological plasmas, as the line intensities (and line width) can
give information on important plasma characteristics, like
electron temperature and density, and the importance of cer-
tain processes and species. Hence, our collisional–radiative
model for Ar was developed based on an existing model de-
veloped before for technological plasmas [49].

Likewise, we developed a collisional–radiative model for
the Cu atoms in various excited levels, and the corresponding
Cu+ ions (in the ground state and various excited levels), as
well as Cu2+ ions [48], which was based on a similar model
developed for other applications, more especially for Cu+ ion
lasers [50]. This Cu collisional–radiative model also allows to
calculate the optical emission lines of Cu, of interest for GD-
OES, and in addition, the model provides information on the
most important ionization mechanisms of Cu, by either elec-
tron impact ionization, Penning ionization, or asymmetric
charge transfer, of interest for GDMS.

Finally, as the Cu+ ions are also accelerated by the electric
field in the CDS, and can give rise to cathode sputtering as
well, their behavior in the CDS is also described with a MC
model [44]. Again, all these models are coupled and solved
iteratively [46], together with the electron–Ar+ ion MC–fluid
model above, until final convergence is reached; see details in
Fig. 1 [51].

The above hybrid modeling network was initially devel-
oped for a direct current GD (see [51, 52] and references
above), and the results were validated by several experiments.
More specifically, in collaboration with researchers from the
University of Florida, we applied laser-induced fluorescence
and atomic absorption spectrometry to measure the absolute
2D density profiles of the sputtered atoms and ions [53] and of
the Ar metastable atoms [54]. We also compared calculated
sputter crater profiles with measured ones, for different GD
sources, i.e., the VG9000 ion source used for GDMS [55] and
the Grimm-type source typically used for GD-OES [56]. In
addition, we compared calculated and measured optical emis-
sion intensities for Ar and Cu lines, both by end-on observa-
tion [57, 58], as well as by side-on observation, as a function
of distance from the cathode, for which excellent agreement
was reached, and important information could be obtained on
the underlying processes [59, 60]. Together with researchers
from IFW-Dresden, we measured electrical characteristics,
sputter-erosion rates, as well as optical emission intensities
of various Ar and Cu lines, for a range of conditions [61].
Finally, we collaborated with researchers from Indiana
University for laser scattering experiments, to obtain informa-
tion on the gas temperature (from Rayleigh scattering) and the
electron number density, electron temperature, and shape of
the electron energy distribution function (from Thomson

scattering), and we compared the spatial profiles with our
modeling for a range of conditions [62, 63]. In general, good
agreement was reached between our modeling results and all
these experiments, giving confidence about the validity of our
models.

Later, we extended the models to radio-frequency (RF)
[64–69] and pulsed GDs [70–73]. In addition, we also de-
scribed gas heating [74], gas flow [75], and cathode heating
[76] with separate modules, added to the hybrid modeling
network of Fig. 1. This is indeed a big added value of a hybrid
model, i.e., several extra modules can be added to the model-
ing network. Finally, we also investigated the effects of adding
H2 [77–80], N2 [81], or O2 [82] to the Ar plasma. More infor-
mation about all these models can be found in the cited
references.

Characteristic results

The above modeling network gives information on the densi-
ties, fluxes, and energies (or energy distributions) of the var-
ious plasma species, as well as on the electric field and poten-
tial distribution, and the importance of various collision pro-
cesses in the plasma. These results can be found in the refer-
ences listed above. Here, we focus on some results of special
interest for analytical chemistry.

Figure 2 a and b illustrate a calculated crater profile due to
sputtering at the cathode, in comparison with a measured pro-
file, for the VG9000 GD ion source [55].We see that the crater
is much deeper at the sides than in the center, both in the
modeling results and the experiments. This so-called “crater
edge effect” is not beneficial for depth profiling, because ma-
terial from different depths will be sampled at the same time,
drastically lowering the depth resolution. As the model can
more or less reproduce the typical experimental crater profiles,
it can be used to elucidate the underlyingmechanisms. Indeed,
when looking at the calculated electric potential distribution,
plotted in Fig. 2c, it is clear that the equipotential lines are
parallel to the cathode surface in the center, but they are bent
near the sides, due to the presence of the cathode front plate,
which is at anode potential and lies so close to the cathode that
the equipotential lines are more concentrated in this region.
The latter causes the Ar+ ions to be focused more towards the
edges of the cathode, explaining the typical shape of the crater
profiles in Fig. 2a, b. Hence, based on the model predictions, it
should be possible to develop improved GD source designs to
avoid this effect.

The fact that other source designs are less prone to this
“crater edge effect” is illustrated in Fig. 3a, b, presenting cal-
culated and measured crater profiles for the Grimm-type GD,
which is more commonly used for depth profiling analysis
[56]. The crater profiles are now much more flat, and this
can be explained from the calculated electric potential distri-
bution, depicted in Fig. 3c, where the equipotential lines are
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nowmore or less parallel to the cathode surface over the entire
surface area, so that the Ar+ ions are not focused anymore
towards the edges, leading to much flatter crater profiles.

As explained in previous section, the hybrid modeling net-
work developed for the GD also allows the calculation of
optical emission line intensities, from the densities of the
atoms in excited levels, obtained in the collisional–radiative
model. Figure 4 a illustrates a calculated spectrum of Ar [57],
while a spectrum of Cu is plotted in Fig. 4b, c [58]. Such
spectra could be used to identify some lines in measured spec-
tra and could thus in principle be helpful for supporting quan-
titative analysis.

While the spectra plotted in Fig. 4 are obtained by integra-
tion over the entire GD source, to mimic end-on observation,

the model also provides information on the emission intensi-
ties as a function of distance from the cathode. This is illus-
trated in Fig. 5a, for two Ar(I) lines, one Ar(II) line, and two
Cu(I) lines, in a range of different conditions, and the same
line emission intensities, obtained from experiments at exactly
the same conditions, are plotted in Fig. 5b [59]. In general,
quite good agreement is obtained, so the model can be used to
explain the observed experimental profiles. For instance, the
reason that the two Ar(I) lines exhibit a different profile is
explained by the fact that the Ar(I) line at 750.38 nm origi-
nates from a lower Ar excited level than the Ar(I) line at
811.5 nm. The former is mainly populated by electron impact
excitation, being most important in the beginning of the neg-
ative glow region (around 5mm from the cathode; cf. Fig. 5a),
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while the lower levels are also populated by excitation due to
energetic Ar+ ions and Ar atoms, which only occurs close to

the cathode. This example illustrates how the modeling can
provide insights into the underlying processes, which can be

Fig. 4 Calculated spectrum of the
Ar atoms lines (a), Cu atom and
Cu+ ion lines (b), and detail of the
Cu atom and Cu+ ion lines in a
narrower wavelength range (c), in
a Grimm-typeGD source, by end-
on observation, at 800 V, 500 Pa,
and 28 mA. Adopted from [58]
with permission
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helpful for further improving the analytical performance of the
GD source.

Finally, the insights obtained from these models allow
us to gain information on the role of various ionization
mechanisms of sputtered atoms, i.e., electron impact ion-
ization, Penning ionization, and asymmetric charge trans-
fer, and to link this information to variations in relative
sensitivity factors (RSFs) used for quantification in
GDMS [83]. Indeed, we found that the variations in these
RSFs cannot all be explained by differences in the rates of
electron impact and Penning ionization, but that asymmet-
ric charge transfer is the main determining factor for these
differences, as the efficiency of the latter process depends
on the availability of excited ion levels lying close to the
Ar+ ion ground state or excited levels. Indeed, some ele-
ments possess such levels and can thus undergo asymmet-
ric charge transfer, while other elements cannot, which is
reflected in differences in their RSFs [83, 84].

Modeling of inductively coupled plasmas

Modeling approaches

In contrast to GDs, inductively coupled plasmas (ICPs) used
in analytical spectrometry are in (or very close to) local ther-
mal equilibrium (LTE). This means that the electrons locally
exhibit the same temperature as the other plasma species, and
the plasma can be described with one (plasma) temperature,
being in the order of 10,000 K. The LTE assumption clearly
simplifies the plasma modeling efforts and is thus the pre-
ferred method of choice for modeling an ICP. The ionization
is simply described by the Saha-Eggert equation, and the num-
ber densities of all species, i.e., atoms and (singly, and doubly
charged) ions of Ar and of the sample material (Cu is again
taken as an example), as well as the electrons, are obtained
based on the calculated ionization degree, the assumptions of
quasi-neutrality, and conservation of heavy species [85]. On

Fig. 5 Comparison of calculated (a) and measured (b) optical emission
intensities, as a function of distance from the cathode, in a dc cylindrically
symmetrical GD source, at a pressure of 80 Pa and five different currents

and voltages, as mentioned in the legend, for the lines Ar I (750.3 nm), Ar
I (811.5 nm), Ar II (476.4 nm), Cu I (324.75 nm), and Cu I (510.55 nm).
Adopted from [60] with permission
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the other hand, the gas flow dynamics is now more important
than in GDs, where the gas flow rates are typically lower and
the gas is most often considered to be static (see “Modeling
approaches” in “Modeling of glow discharges”).

We calculate the gas flow dynamics in the ICP assuming
laminar flow conditions, by solving conservation equations
for mass and momentum (i.e., Navier–Stokes equation) for
all gas flows, based on source terms. The source term for the
mass conservation equation is the mass added to the continu-
ous phase (i.e., gas phase) from the discontinuous phase (i.e.,
due to evaporation of the liquid droplets; see below), while the
source term in the momentum equation is the Lorentz force. In
addition, as the flow involves heat transfer, we solve the en-
ergy conservation equation, using the electric power density
(calculated by Ohm’s law) as source term, and the emitted
radiation as loss term. Moreover, a transport-diffusion equa-
tion is solved for the local mass fraction of each species.
Finally, the electromagnetic field is calculated by the
Maxwell equations.

The sample introduction is described with a so-called “dis-
crete phase model (DPM)” (as opposed to the gas-phase
(plasma) description, which is solved with a “continuous
phase model” (CPM)). Cu is taken as an example, and intro-
duced as elemental particles. We calculate the transport prop-
erties of the particles based on the actual temperature of the Ar
gas flow. Hence, they are carried with the transport properties
of first solid (300–1357 K) and then liquid phase (> 1357 K),
up to reaching the vaporization point. We calculate the trajec-
tory of each particle by the Newton equation, based on the
drag force, i.e., a variation of the Stokes drag law, including
the so-called Cunningham correction factor, and also taking
into account the effect of Brownian motion.

Next to particle transport, heating of the particles is calcu-
lated by a heat and mass balance equation, and particle evap-
oration is described by mass transfer from liquid to vapor
phase. As soon as the sample material reaches the vapor
phase, the individual atoms are described by the conservation
equations of mass, momentum, and energy, and by the Saha-
Eggert equation (yielding the ionization degree at the local
plasma temperature, based on the LTE assumption), just like
for the carrier gas. Finally, the number densities of the atoms
and ions of the sample material, as well as the electron density,
are calculated from the ionization degree and the (mass and
charge) conservation equations, just like for Ar.

In practice, we developed this model within Fluent
(ANSYS), to which we added several user-defined functions
(UDFs), i.e. self-written codes [85]. To our knowledge, this
was the first self-consistent model for an ICP used in analyt-
ical chemistry, that focuses on the gas flow dynamics and
plasma formation, and calculates the transport parameters for
arbitrary mixtures of atomic species, based on the data from
the pure elements, so that it could be applied to typical gas
mixtures used in analytical chemistry, including carrier gas

and sample material. This model was validated by experi-
ments, and good agreement was obtained [86].

Subsequently, this model was extended to describe the ICP
torch connected to a MS sampler cone, showing for the first
time how the plasma characteristics are affected by a cool,
grounded sampler, and by the sudden pressure drop behind
this sampler [87]. We studied the plasma behavior for a range
of different gas flow rates and applied power [88], and by
varying the position and diameter of the sampling cone [89].
In addition, we studied the recirculation of the gas flow, in
order to optimize the flow behavior inside the ICP [90].

Finally, we extended the model by incorporating the behav-
ior of analyte material, i.e., elemental particles, using again Cu
as an example. We followed the inserted particles throughout
the ICP, up to the evaporation step [91], and we also included
ionization of the particles [92]. From this model, we can trace
the particles and determine their position and their phase (liq-
uid, vapor, or ionized), velocity, and temperature, both in the
ICP and at the sampler orifice. This allows us to determine the
shape and position of the ion clouds, originating from either
the Ar flow or the inserted samplematerial, which is of interest
for both OES and MS studies.

The solution strategy of the model is depicted in Fig. 6 [93],
and a detailed description can be found in the above-cited
references. Note that this model describes the entire plasma
region, from injector up to the sampling cone, but not the ion
transport inside a MS.

This model was based not only on (and further developed
from) models available in the literature, related to analytical
spectrochemistry, but also from other fields, like for nanopar-
ticle synthesis, where the ICP is typically created in much
larger dimensions and often operates at much higher power
(e.g., 5–25 kW) and lower frequency (e.g., 4 MHz). Most of
the pioneering work on ICP modeling was performed by
Mostaghimi, Proulx, and Boulos (see, e.g., [94–98], and see
[93] for an overview of the evolution of their models).
Although their models were not specifically developed for
analytical spectrochemistry, in collaboration with Barnes
[96] the authors developed a model for calculating the 2D
emission pattern from a spectrochemical ICP as well. More
recently, Colombo and coworkers performed outstanding
modelingwork for ICP torches, albeit mostly for higher power
values and for other applications (e.g., nanoparticle synthesis)
[98–101], but in collaboration with Mostaghimi, they also
studied the behavior at a lower power of 300Wand a frequen-
cy of 40 MHz, of interest for spectroscopic analysis [101].
Likewise, Shigeta and coworkers also carried out a lot of
computational work on ICP torches, focusing again on the
production of nanoparticles, and for much larger ICP torches
(e.g., a length of 180 mm and a diameter of 45 mm) and again
much higher power and lower frequency [102–104].
Although the ICP in these other fields often operates at differ-
ent conditions (i.e., higher power and lower frequency) and is
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created in much larger dimensions, the modeling approaches
are quite similar, and insights obtained from these models can
be very useful for modeling spectrochemical ICPs as well.

Characteristic results

Typical calculation results of the ICP model include the gas
flow patterns through the ICP torch, the plasma temperature,
and the electron density distributions, as well as information
about sample transport, evaporation, and ionization. Some
characteristic results will be presented here, at typical ICP
conditions, i.e., 1 L/min injector gas flow rate, 0.4 L/min aux-
iliary gas flow rate, and 12 L/min outer gas flow rate, 1000W
plasma power, and 27 MHz frequency. The diameter of the
injector inlet and sampler orifice are taken as 1.5 mm and
1mm, respectively, and the sampling cone (with a temperature
of 500 K) is positioned 10 mm from the load coil. As men-
tioned above, we considered Cu as the sample material, and
the results presented here are for Cu particles of 1 μm diam-
eter, injected at a mass loading flow rate of 100 ng/s.

The 2D profiles of the calculated plasma temperature and
electron number density, as well as the gas flow velocity path
lines, are plotted in Fig. 7. The temperature reaches a maxi-
mum of about 10,000 K near the coils. As a consequence, the
electron number density also reaches its maximum (order of
1022 m−3) in this region, caused by the higher ionization de-
gree at higher temperature. Thus, the intense plasma is very
localized, with a toroidal shape and a cool central channel.

The gas flow path lines are plotted in Fig. 7c. Note that the
auxiliary gas path lines are drawn in black, to distinguish them
from the injector gas and outer gas path lines, which are indi-
cated in color. The injector gas exhibits typical velocities be-
tween 10 and 30 m/s, increasing at the sampling cone towards
100 m/s, and it moves more or less straight towards the sam-
pling cone, with minimal expansion. Note that this flow pat-
tern is typical for the conditions presented here, and can be
different at other conditions (see details in [88]). The auxiliary
gas has slightly lower velocities (order of 5–25 m/s) and
shows backward motion (so-called recirculation), which is
also affected by the discharge conditions (see [88, 90]). At
the present conditions, all the auxiliary gas exits through the
open ends of the ICP torch, and passes through the region of
maximum power coupling (cf. purple contours in Fig. 7c),
which is beneficial for efficient heat transfer, but again, this
is not always the case, and depends on the conditions. Finally,
the outer gas exhibits velocities of around 5–10 m/s.

The calculated 2D trajectories of the injected Cu particles,
colored according to their temperature, are plotted in Fig. 8a.
To indicate which gas path lines the Cu particles can follow,
we added the gas path lines (of injector gas, auxiliary gas, and
outer gas) to the figure as well, in black. The particles enter the
ICP at room temperature in our model, but are gradually heat-
ed in the plasma until they reach the evaporation temperature
(1850 K) and finally boiling temperature (2830 K). Once they
are evaporated, they disappear as particles in the model, but
they are further traced in the gas-phase domain.

Fig. 6 Flowchart of the ICP
model (for details, see text).
Adopted from [93] with
permission
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The 2D evaporation rate of the Cu sample is presented in
Fig. 8b. It is obvious that not all particles are evaporated at the
same position in the plasma. Indeed, the particles follow the
Ar gas flow path lines, which are subject to some radial ex-
pansion (cf. Fig. 7a). As a consequence, some gas path lines
reach a higher temperature earlier in the torch (cf. Fig. 7a), and
particles following these path lines will evaporate at earlier
positions, while particles following the inner gas path lines
stay longer at the cool central channel, and thus, they evapo-
rate later in the torch.

As soon as the particles are evaporated, the Cu vapor atoms
can become ionized, like the Ar gas. Figure 9 illustrates the 2D
number density profiles of the Ar atoms, Ar+ and Ar2+ ions,
and of the Cu atoms, Cu+ and Cu2+ ions. Note that the scales
of the density profiles are different, to show more clearly the
position of their maxima.

The Ar gas atoms are of course the most abundant. When
entering the ICP, they have a number density of 2.4 × 1025 m−3

(corresponding to atmospheric pressure and room tempera-
ture), but their density drops to around 6 × 1023 m−3 inside
the plasma, due to ionization, which mainly occurs in the coil

region, at the position of maximum temperature (cf. Fig. 7
above). As a result, the Ar+ ion number density reaches a
maximum (of 1.5 × 1022 m−3) in this region. The same applies
to the Ar2+ ion number density, but its maximum density is
slightly below 1014 m−3, hence eight orders of magnitude
lower. Thus, further ionization of the Ar+ ions into Ar2+ ions
is virtually negligible, due to the high second ionization po-
tential of Ar (i.e., 27.7 eV). The ionization degree of Ar (cal-
culated from the volume-integrated densities over the entire
torch) is around 0.027%.

The Cu atoms are characterized by a maximum number
density at the position of maximum evaporation (cf. Fig. 8b
above). When integrated over the entire ICP torch, their den-
sity is more than seven orders of magnitude lower than the Ar
gas atom density, at the mass loading flow rate studied here
(100 ng/s). The Cu+ ions reach their maximum density at the
central axis, at the position of maximum evaporation and
where the plasma temperature rises (cf. Fig. 7a above). The
Cu2+ ions, however, reach their maximum density in the re-
gion of maximum temperature, like for Ar. It is important to
mention that the Cu+ and Cu2+ ion densities are still significant
near the sampler, which is important for the application of
ICP-MS. When integrating over the entire ICP, the overall
ionization degree of Cu is around 60%, i.e., much higher than
for Ar, due to the lower ionization potential of Cu (i.e.,

Fig. 7 2D profiles of the plasma temperature (a), electron density (b), and
the gas flow velocity path lines (c), calculated for 1 L/min injector gas,
0.4 L/min auxiliary gas, and 12 L/min outer gas flow rate, a plasma power
of 1000Wand 27MHz frequency. The diameters of the injector inlet and
sampler orifice are 1.5 and 1 mm, respectively. The sampling cone is
placed 10 mm from the load coil. Note that the color scale in panel (c)
indicates the gas velocity for the injector gas and outer gas, while the
auxiliary gas flow path lines are colored in black, to distinguish them
from the injector gas and outer gas. The purple contours in panel (c)
indicate the region of maximum power coupling. Adopted from [93] with
permission

Fig. 8 2D trajectories of injected Cu particles, colored according to
temperature, until they are evaporated, as well as the path lines of the
injector gas, auxiliary gas, and outer gas, colored in black (a), and 2D
distribution of the Cu evaporation rate (b), for Cu particles with diameter
of 1 μm and mass loading flow rate of 100 ng/s injected from the injector
gas inlet. The other conditions are the same as in Fig. 7. Adopted from
[93] with permission
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7.73 eV vs 15.76 eV for Ar). However, only a small fraction
(about 0.001%) of the Cu+ ions is further ionized into Cu2+

ions. Nevertheless, this fraction is much higher than that for
Ar, again due to the lower second ionization potential of Cu
(i.e., 20.9 eV vs. 27.7 eV for Ar).

Finally, Fig. 9 indicates to what extent the different species
expand in the torch, useful for the application of both ICP-
OES and ICP-MS. For ICP-MS, the fluxes of the various
species at the position of the sampler orifice is of most interest.
The fraction of Cu+ ions arriving at the sampler orifice with
respect to the amount of Cu injected in the ICP (which is a
measure of the Cu sample transport efficiency from injector
gas inlet towards entering the MS) is calculated to be about
42% for the conditions presented here. However, it depends
on the operating conditions, and especially on the injection
position in the injector gas inlet (see details in [92]).

We applied this model to a wide range of operating condi-
tions. More specifically, we studied the effect of the presence
of a sampling cone [87], the influence of gas flow rates and
plasma power [88], of sampler orifice diameter and position
[89], of injector inlet diameter and position of particle injec-
tion [91], as well as of the particle diameter and particle load-
ing flow rate [91, 92], and we found that these conditions
largely affect the ICP characteristics and the behavior of the

sample material, as discussed in detail in our previous papers
[87–93]. In summary, this model provides insight into how the
operating conditions and geometry can be optimized to im-
prove the analytical performance of ICP-MS.

Modeling of laser ablation for ICP and LIBS

Modeling approaches

Modeling of laser ablation (LA) and laser-induced plasma
formation (like for LIBS) is also most often based on the
LTE assumption, which is indeed the most straightforward
approach, like for the ICP (cf previous section), and again,
the difficulty in modeling is mainly attributed to the fluid
dynamics of the vapor plume expansion and interaction with
the background gas, which must again be described with
Navier–Stokes equations.

We developed a model that accounts for laser–solid inter-
action, causing heating, melting, and evaporation of the target
material, followed by vapor plume expansion, plasma forma-
tion, and laser-plasma interaction [105, 106].

The temperature distribution inside the target material, as a
consequence of target heating, is calculated with a heat

Fig. 9 2D number density profiles of the various species in the ICP: Ar0

(a), Ar+ (b), Ar2+ (c), Cu0 (d), Cu+ (e), and Cu2+ (f), for Cu particles with
a diameter of 1 μm and mass loading flow rate of 100 ng/s injected from

the injector gas inlet. The other conditions are the same as in Fig. 7.
Adopted from [93] with permission
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conduction equation. When the temperature reaches the melt-
ing point, melting of the solid material will occur, but the same
heat conduction equation can be used, albeit with material
properties for the molten phase. At still higher temperature,
vaporization can occur, so the vapor density, velocity, and
temperature can be calculated, and they serve as boundary
conditions for describing the vapor plume expansion.

Initially, we developed a model for vapor plume expansion
in vacuum [105], but later we extended this model to expan-
sion into 1 atm background gas, including the description of
the interaction between vapor and gas [106], and we compared
the behavior with expansion in vacuum [107]. The expansion
of the vapor plume in background gas is described with
Navier–Stokes equations, for conservation of total mass den-
sity, vapor mass density, momentum, and energy in a binary
gas mixture.

As a consequence of the high temperature in the plume,
both the vapor and background gas become ionized, creating a
plasma. For the background gas, only singly charged ions are
typically taken into account, because further ionization is neg-
ligible, but the target material generally has a lower ionization
potential than the background gas (see also “Modeling ap-
proaches” in “Modeling of inductively coupled plasmas”),
so that also doubly charged ions are considered. As mentioned
above, the plasma can be considered in LTE, so the first-order
(and second) ionization degrees of metal and gas are calculat-
ed from the plume temperature, with Saha-Eggert equations,
like in the ICP model.

Finally, the laser beam will also interact with the created
plasma, and it will partially be absorbed before reaching the
target (so-called plasma shielding). The model accounts for
several absorption mechanisms, i.e., electron-neutral and
electron-ion inverse Bremsstrahlung, as well as photo-
ionization from excited levels (see [105] for more
explanation).

The various parts of the model are strongly coupled, be-
cause the sample evaporation affects the vapor plume expan-
sion dynamics, while the vapor defines the boundary condi-
tions for the target material. In addition, absorption of the laser
beam inside the plasma reduces the effective laser irradiance
that can reach the target, and it gives rise to heating of the
plasma. Therefore, the different parts of the model must be
solved simultaneously as a function of time. This creates an
integrated picture of LA, plume expansion and plasma forma-
tion. For details of the model, i.e., equations and solution
procedure, boundary conditions, and coupling of the various
parts, we refer to [105, 106].

Finally, besides modeling the process of laser ablation
(LA), vapor plume expansion, and plasma formation, we also
developed models for describing LA cells, in order to better
understand the gas flow patterns and to improve LA chamber
designs for optimal sample introduction in the ICP (see exam-
ples in next section). This modeling is again based on fluid

dynamics simulations, which is the most suitable approach for
this purpose, certainly at atmospheric pressure. Indeed, anoth-
er approach would be direct MC simulations, but the latter
only have added value (higher accuracy) at low pressure,
while at atmospheric pressure this approach would require
much longer calculation times. More details of the simulation
setups can be found in [108–112].

Characteristic results

The models for LA, plume expansion, and plasma formation
provide information on the target temperature, melt and evap-
oration depth, the density, velocity, and temperature profiles in
the vapor plume (and the background gas), and the ionization
degree in the plasma. These results will be illustrated for LA
of a Cu sample, expanding in 1 atm He background gas. We
assume a Gaussian-shaped laser pulse with 10 ns full-width at
half-maximum (FWHM) and peak laser irradiance of 4 ×
108 W/cm2. Integrated over the entire laser pulse, this gives
a fluence of 4.24 J/cm2. The laser wavelength is taken as
266 nm, and the target reflectivity is assumed to be 0.34. In
the calculations, we follow only one laser pulse.

The calculated temperature distribution in the target upon
laser–solid interaction, as a function of time during and after
the laser pulse, is plotted in Fig. 10. Initially, the target tem-
perature is assumed to be 300 K, but it rises rapidly to ca.
7000 K at about 20 ns, after which it drops again. However,
the temperature drop is much slower than the temperature rise,
so that after 100 ns the temperature at the surface is still about
1500 K. As expected, the temperature reaches its maximum at
the target surface, but due to heat conduction, the temperature
inside the target is also elevated up to about 10 mm distance.

Figure 11 illustrates the calculated melt and evaporation
depth as a function of time during and after the laser pulse.
Melting occurs as soon as the target temperature rises above

Fig. 10 Calculated temperature distribution in the Cu target, as a function
of time during and after the laser pulse, for LA of a Cu sample, expanding
in 1 atm He background gas, assuming a Gaussian-shaped laser pulse of
266 nm, with 10 ns FWHM and peak laser irradiance of 4 × 108 W/cm2,
yielding a fluence of 4.24 J/cm2. Adopted from [107] with permission
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1358 K (melting point of Cu), i.e., at about 10 ns. The melt
depth is at maximum ca. 2 mm at 60 ns, after which the target
cools down slowly, so that the melt depth (or depth of molten
material) drops again, to about 1 mm at 100 ns (see Fig. 11a).

The evaporation depth (Fig. 11b) starts rising after ca.
12 ns, till it reaches a value of ca. 140 nm after 25–30 ns.
Indeed, most evaporation occurs between 12 and 25 ns, during
the laser pulse. Subsequently, the evaporation stops, and thus
the evaporation depth remains constant.

It is interesting to mention that this model only considers
material removal by evaporation, while in reality, splashing of
molten material due to the recoil pressure of the plume can
take place as well, also contributing to material removal. The
latter mechanism can be quite important, because measured
crater depths after one laser pulse are reported to be in the
order of a few μm, hence comparable with the melt depth in
Fig. 11, indicating indeed that molten material will largely be
ejected by this mechanism [113].

The calculated 1D density profiles (as a function of dis-
tance from the target) of the evaporated Cu material and the
He background gas are plotted in Fig. 12, at various times. At
20 ns, the Cu density reaches its maximum near the target due
to evaporation. Subsequently, once the evaporation process
has stopped (cf. Fig. 11), the Cu density yields a broader
profile with a lower maximum and further away from the
target, because the Cu atoms are spread out due to expansion.

The vapor plume expansion also causes the He background
gas to be pushed away from the target, yielding a peak just in
front of the vapor plume.

The evaporated plume velocity and plume temperature at
different times are plotted in Fig. 13 as a function of position
from the target. The plume velocity reaches values of about

Fig. 12 Calculated density profiles of the evaporated Cu plume (dashed
lines) and the He background gas (solid lines), at different times, for the
same conditions as in Fig. 10. Adopted from [107] with permission

Fig. 11 Calculated melt depth (a) and evaporation depth (b) in the Cu
target, as a function of time during and after the laser pulse, for the same
conditions as in Fig. 10. Adopted from [107] with permission
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1000–2000 m/s. Once evaporation is finished, part of the
plume still moves away from the target, while the other part
moves towards the target, due to the background gas pressure.
This so-called recoil of the plume gives rise to splashing of the
molten material, as mentioned above. The plume temperature
reaches its maximum (of about 4500 K) near the target at
20 ns, but at later times, the maximum shifts away from the
target and drops to lower values, although it is still above
2500 K after 100 ns.

These results apply to a Cu sample, expanding in 1 atm He
background gas, for one laser pulse with fixed duration (10 ns
FWHM), irradiance (4 × 108 W/cm2) and wavelength
(266 nm), but we also studied the effect of the laser parameters
on the LA process and the laser-induced plasma formation
[114], as well as the effect of expansion in different back-
ground gases [115] and different pressures of the background
gas [116]. Moreover, we also compared the behavior of vari-
ous metals (Cu, Zn, Al, Fe, Mn, and Mo), by modeling and
experiments [117]. We found that the material properties,
more specifically the target surface reflectivity, optical absorp-
tion coefficient, thermal diffusivity, and melting/boiling

temperature, largely influence the target surface temperature
and the amount of laser-induced vaporization, and thus they
also affect the plume expansion, plasma formation, and plas-
ma shielding.

We also studied the behavior of double pulse (DP) LA and
LIBS [118]. We varied the interpulse times between 10 and
100 ns and compared the results with those of a single pulse
(SP) with the same total energy. The maximum surface tem-
perature was a bit lower in the DP configuration, because of
the lower irradiance of one laser pulse, but it remained high for
a longer time, because it could rise again upon the second laser
pulse. As a result, the target remained in a molten state for a
longer time, suggesting that DP-LA might be more efficient,
through the mechanism of splashing of the molten target (cf.
above). In addition, the total laser absorption in the plasma
was clearly lower in the DP configuration, so that more laser
energy could reach the target and contribute to LA. Finally, the
plume expansion dynamics was characterized by two separate
waves, originating from the first and second laser pulse. After
200 ns, the plasma temperature and electron density were
slightly higher than in the SP case, especially for longer
interpulse times.

Finally, as explained in section 4.1, we also developed fluid
dynamics simulations for describing LA cells [108–112].
These simulations showed how the flow characteristics of
the carrier gas affect the sample introduction and signal inten-
sities. In addition, we modeled transient signals for repeated
laser shot analysis, calculating the convolution of a single shot
profile with the laser pulse sequence profile [108].

We also studied the performance of several sample cham-
bers [109] and demonstrated that the geometry and size can
greatly affect the gas velocity pattern and the extraction effi-
ciency. While the extraction efficiency of conventional ‘drum-
shaped’ cells (with a volume between 3 and 100 cm3) was
between 5 and 15% (number of particles), the calculations
revealed a factor six enhancement in extraction efficiency
for optimized designs. In addition, helium and argon were
compared as carrier gases. The calculations predict that He
improves the transport speed and extraction reproducibility
of large volume cells, while Ar showed better extraction effi-
ciency especially for finer particles, due to a shorter mean free
path, which mitigated nanoparticle slipping [109].

As an example, Fig. 14 schematically illustrates a LA set-
up, in top and side view, including ablation cell (outer cham-
ber), sampling tube, and transport tubing towards the ICP
injector, for which we performed fluid dynamics simulations.
Figure 15 presents the calculated gas flow path lines in the LA
cell and sampling tube. For the sake of clarity, only a few of
the hundreds of calculated flow lines are plotted. The flow
lines in the outer chamber reveal some vortices next to the
flow inlet. The onset of the flow is turbulent, but the flow
pattern in the sample tube is clearly laminar. Furthermore, a
weak turbulent zone can be observed in the volume under the

Fig. 13 Calculated plume expansion velocities (top) and temperature
distributions in the plume (bottom), at different times, for the same con-
ditions as in Fig. 10. Adopted from [107] with permission
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laser window (see detail in Fig. 15). However, in general, the
laminar flow pattern is nicely conserved till it reaches the Y-
connector (cf. Fig. 14).

At the Y-connector, however, the situation dramatically
changes (see Fig. 16). The flow of the auxiliary flow gas
(Ar) pushes the carrier gases (He or Ar) that arrive from the
sample chamber towards the wall. This causes surface friction,
resulting in small eddies in the wall region opposite to the Ar
gas inlet (Fig. 16a). At the diverging parts of the tubing, where
the Y-connector and injector are connected, the flow pattern is
clearly turbulent.

Our model also allowed to calculate the transient signal
fine structure, based on mass transport efficiency and transit
times of near-infrared femtosecond (fs) laser-generated brass
aerosols, and predicted a bimodal peak structure, due to tur-
bulent effects in the tubing connecting the Y-connector and
injector (see Fig. 16), which was experimentally validated
[110].

In [111] an optimized LA setup for high repetition rate ICP-
MS analyses was described, e.g., for 2D imaging or depth
profiling, where the particle washout time needs to be as short
as possible to allow high laser pulse frequencies for reduced
analysis time. The fluid dynamics simulations allowed us to
modify an existing LA setup, so that it operated in the laminar
flow regime, confirmed by experiments. Furthermore, we
gave recommendations towards a modified setup for more
resilient spatial distributions, reaching a washout time of
140 ms, so that 7 Hz repetition rates could be applied.

The same approach was adopted in [112], for studying a
specific LA cell, i.e., the high-efficiency aerosol dispersion
(HEAD) cell. We analyzed the particle transport, as well as
the critical velocity for the onset of particle losses, and we
calculated the transport efficiency through the Venturi cham-
ber for different sample gas flow rates. Our calculations pre-
dicted that small particles were mainly lost at low flow rates,
while large particles were predominantly lost at higher flow

Gas velocity (m/s)Fig. 15 Calculated gas flow path
lines in terms of velocity (m/s), in
the LA cell and sampling tube,
depicted in Fig. 14, for a He/Ar
mixture. The flow rate in the LA
cell was 0.79 L/min (for Ar) and
1.3 L/min (for He). The pressure
and temperature were 1 atm and
300 K. For the sake of clarity,
80% of the carrier gas path lines
are omitted. At the inlet of the LA
chamber, a rotational flow struc-
ture can be observed, but in the
sampling tube and transport tube,
the flow is clearly laminar, except
in the zone under the laser win-
dow (see detailed flow pattern
nearby the laser window in the
inset). Adopted from [110] with
permission

Fig. 14 Top view (a) and side
view (b) of a LA setup, including
ablation cell, sampling tube, and
tubing towards the injector for the
ICP, described by computational
fluid dynamics simulations.
Adopted from [110] with
permission
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rates. In addition, we proposed a modified HEAD cell, based
on the simulation results, which resulted in extremely short
calculated washout times. As this LA cell consists of different
modular parts, the results are also of potential interest for other
LA cells.

Modeling of other plasma sources used
in analytical chemistry: Insights
by cross-fertilization from other fields

In recent years, there is growing interest in atmospheric pres-
sure non-thermal plasmas (NTPs) for analytical chemistry,
such as dielectric barrier discharges (DBDs), atmospheric
pressure glow discharges (APGDs), and various plasma
sources for ambient desorption/ionization coupled with MS
[15]. These plasma sources produce energetic species that
react with ambient air components to generate reagent ions
(such as protonated water molecules and clusters, N2

+ and
O2

+), which can ionize both polar and non-polar species for
analysis by MS. In addition, the beam of excited and ionized
He and the reagent ions is rather warm, or can be heated, and
can thus directly desorb volatile species from a sample sur-
face. Thus, the ambient source can be aimed at a sample in the
open atmosphere and the desorbed and ionized species drawn
into an atmospheric sampling inlet of an MS, resulting in a
“clean” mass spectrum of species from the sample surface,
without requiring any sample pre-treatment.

In spite of the powerful capabilities of these plasma sources
for ambient mass spectrometry, more fundamental insight in
the underlying mechanisms is crucial, to overcome the current

limitations, such as matrix effects, and irreproducibility be-
cause of inconsistencies in positioning of the source, sample,
and inlet to the MS. This fundamental insight can be obtained
by experiments, but again computer modeling can be very
useful as well.

As these new sources operate at atmospheric pressure,
characterized by high collision probabilities, fluid modeling
is usually sufficient for an accurate description, as the energy
gained by electrons and ions can be lost again by collisions
(see detailed discussion on various modeling approaches, and
their benefits and limitations, in “Modeling approaches” in
“Modeling of glow discharges”). Hence, we developed a 1D
fluid model for a DBD in He, used for analytical chemistry,
e.g., as microchip plasma source [119]. The model provided
information, among others, on the potential distribution inside
the plasma, as well as the potential drop across the dielectrics,
the electric current, and gap voltage as a function of time for a
given applied potential profile, the spatial and temporal num-
ber density profiles of the different plasma species, and the
importance of various production and loss processes for these
species. In [120], we applied this model to investigate the
effect of pressure on the plasma characteristics. We showed
that the discharge current, as a measure for the plasma activity,
was significantly higher for pressures ranging from 50 to
140 mbar, compared with atmospheric pressure.

When combining such a fluid model with MC simulations
into a hybrid model (see again detailed discussion in
“Modeling approaches” in “Modeling of glow discharges”),
the non-equilibrium behavior of the electrons can more accu-
rately be described, providing additional information on elec-
tron impact ionization and excitation rates. Therefore, we also

Fig. 16 a Calculated gas flow pattern in the tubing connecting the Y-
connector and injector, for the LA cell and sampling tube depicted in
Fig. 14, in terms of the mass fraction of He (red is 100% He, blue lines
correspond to 0% He or 100% Ar). The flow rate in the LA cell was
0.79 L/min (for Ar) and 1.3 L/min (for He), while the flow rate in the

Y-connector was 1.55 L/min (Ar). The pressure and temperature were
1 atm and 300 K. For sake of clarity, only a part of the gas path lines
are plotted. Three turbulent regions are indicated. At the diverging tube
parts, the eddies can clearly be observed. b Zones of maximum turbulent
intensity (%) (see details in [110]). Adopted from [110] with permission
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developed a combined fluid model and MC simulations for an
APGD in He, also used for analytical spectrometry [121].
These models also provided information on the potential and
electric field distributions, the density profiles of the various
plasma species, the mean electron energy, as well as the im-
portance of the different production and loss processes for the
various species. Furthermore, we discussed the similarities
and differences with low-pressure GDs. For instance, an
APGD is characterized by a much smaller cathode dark space
region and a large positive column, compared with low-
pressure GDs, andmolecular ions play a muchmore important
role.

Figure 17 illustrates the calculated 2D number density pro-
files of the He+, He2

+, N2
+, and N4

+ ions in the plasma, for an
APGD developed by Hieftje and coworkers [122], operating
at a He pressure of 1 atm with 10 ppm N2 impurities, a DC
voltage of 650 V, an electric current of 30 mA, and a gas
temperature of 1350 K.

The He+ density (Fig. 17a) reaches a pronounced max-
imum of 2.3 × 1018 m−3 near the cathode and a second
maximum of about 1018 m−3 near the anode tip, but in
between both peaks, the density is virtually zero. The
He2

+ density (Fig. 17b) also shows two maxima, in the
same order of magnitude, but the second maximum is
clearly higher (up to 2.5 × 1018 m−3) and broader.
Moreover, the density is non-zero in between these max-
ima, reaching values around 1018 m−3. Thus, overall, the

He2
+ ions are present at a higher density than the He+

ions, which is indeed common for APGDs.
The N2

+ and N4
+ ion densities do not exhibit a second

maximum near the anode, but they gradually drop as a func-
tion of distance from the cathode (see Fig. 17c, d). The N2

+ ion
density is only slightly lower than the He+ and He2

+ densities,
in spite of the fact that N2 is only present as impurity, with
density of five orders of magnitude lower than the He gas
density. Thus, the ionization degree of N2 is significantly
higher than the He dissociation degree, i.e., in the order of
10−3–10−2 vs 10−7. This finding is important for analytical
chemistry, because it suggests that the APGD in He can effi-
ciently ionize gaseous analytes or aerosols, for detection with
MS [122]. Hieftje and coworkers also observed intense emis-
sion from the APGD, attributed to N2

+ bands [122]. The N4
+

ions, on the other hand, are characterized by a density that is
two orders of magnitude lower than the other ion densities.

Farnsworth and coworkers also developed a model for a
DC glow discharge in He, used as ambient desorption/
ionization source for MS [123]. The model included both
the fluid dynamics of the flowing gases as well as the chemical
reaction kinetics. The calculation results indicated that the
formation of protonated water cluster ions, (H2O)nH

+, begins
shortly downstream from the high-voltage pin electrode in the
active discharge region. Subsequently, the (H2O)nH

+ ions
grow in size as they flow with the He gas. The effect of N2

and H2O impurities in the He plasma gas, the relative

Fig. 17 Calculated 2D number density profiles of the He+ (a), He2
+ (b),

N2
+ (c), andN4

+ (d) ions, in anAPGD, operating at a He pressure of 1 atm
with 10 ppm N2 impurities, a DC voltage of 650 V, an electric current of

30 mA, and a gas temperature of 1350 K. Adopted from [121] with
permission
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humidity of the air around the discharge tube, and the air
pressure was investigated. The impurity levels in the plasma
gas were found to have the largest effect on the formation of
water clusters.

These modeling efforts are very valuable, but in fact, they
are only first attempts to fully understand atmospheric pres-
sure NTP sources for analytical chemistry. Further insights
into the analytical performance of these sources must be ob-
tained from more extensive modeling. Just like for the other
plasma sources described in this feature article, useful input
can be obtained frommodeling of atmospheric pressure NTPs
used for other applications than in analytical chemistry.

Indeed, DBDs are among the most popular atmospheric
pressure NTPs, used for many applications, including coating
deposition (e.g., polymer coatings, plasma polymeriza-
tion,…), plasma display panels, ozone synthesis, air pollution
control, CO2 conversion into value-added compounds, and
even in plasma medicine [124, 125]. In addition, corona dis-
charges, APGDs, and plasma jets are also used for many of
these applications [125]. Note that plasma jets are often creat-
ed from DBDs with fast gas flow, so that a plume is formed,
hence showing quite some similarities with the flowing atmo-
spheric pressure afterglow (FAPA) used in analytical
chemistry.

Several models have been developed in the past for DBDs,
APGDs, and plasma jets, to improve the various environmen-
tal, medical, and materials applications of this type of plasmas
(e.g., [126–142]). As explained above, because of the atmo-
spheric pressure operation, fluid models (typically in 1D or

2D), as well as 0D chemical kinetics models, are most com-
mon (see advantages and limitations of the various models in
“Modeling approaches” in “Modeling of glow discharges”).
0D chemical kinetics models focus on the detailed plasma
chemistry, which can indeed be very extensive in atmospheric
pressure plasmas, as they typically operate in air or other mo-
lecular gas mixtures. Fluid models, on the other hand, focus
more on the source design, typically with somewhat more
limited chemistry, because of calculation time. It is obvious
that similar methodologies can also be applied for modeling
atmospheric pressure NTPs, used as ambient desorption/
ionization plasma sources in analytical chemistry.

For instance, Fig. 18 illustrates anAr plasma jet (top panel),
as used in plasmamedicine (e.g., for sterilization, wound treat-
ment, and cancer treatment), consisting of a tip needle elec-
trode, where the plasma is created, which is blown to the
nozzle exit, due to the gas flow, forming a plume or so-
called flowing afterglow. This plasma jet was modeled in
[140] with a 0D chemical kinetics model. As explained in
“Modeling approaches” in “Modeling of glow discharges,”
this model only calculates the plasma characteristics as a func-
tion of time, assuming a homogeneous plasma volume, but in
fact, this plasma volume moves as a function of distance,
away from the tip needle electrode, due to the gas flow.
Hence, the time dependence of the plasma characteristics, as
calculated by the model, can be translated into a spatial de-
pendence (as a function of distance from the tip needle elec-
trode or nozzle exit), based on the gas flow velocity. This is
illustrated in Fig. 18 (lower panel), showing the time and

Fig. 18 Plasma characteristics as a function of distance from the nozzle
exit of an Ar plasma jet, flowing into ambient air. The Ar flow rate is 2 L/
min, adopted from the experiments, and contains 10 ppm N2/O2 and
1 ppm H2O as impurities. The ambient air has a relative humidity of
50%. The temperature at the tip of the needle electrode is 600 K, and
the total deposited power, adopted from the experiments, is 6.5 W. The
profiles shown in this figure for the power deposition, gas temperature,

and humid air densities/fractions in Ar due to diffusion were fitted to
experimental values, whereas the average electron temperature (Te) and
electron density (e−) were calculated in the model. The interior of the
plasma jet device is represented by the gray area, beginning at the needle
electrode tip. This zone ends at the nozzle exit (indicated with axial
position = 0 cm) and is followed by the plasma jet/afterglow region.
Adopted from [140] with permission
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spatial dependence (top and bottom x-axes) of various gas and
plasma characteristics, such as the Ar density, and the densi-
ties of N2, O2, and H2O, when the Ar jet flows into ambient
air, as well as the power density, gas temperature, electron
temperature, and electron density.

Figure 19 shows the calculated densities of all species in
the same plasma jet as in Fig. 18, as a function of distance
from the nozzle exit along the symmetry axis of the plasma jet.

In Fig. 19, a distinction is made between Ar species (a), nitro-
gen species (b), oxygen species (c), water species (d), NOx
species (e), and ionic water clusters (f). The figures show
which species are important at which positions in the after-
glow. More details can be found in [140]. As this plasma jet,
and other plasma jet designs used in plasma medicine, show
some resemblance to the FAPA source or other ambient/
desorption ionization sources, the modeling and results

Fig. 19 Densities of various plasma species, along the symmetry axis of
the plasma jet depicted in Fig. 18: (a) Ar species, (b) nitrogen species, (c)
oxygen species, (d) water species, (e) NOx species, and (f) ionic water
clusters. Molecules are indicated by a solid line, radicals by a dashed line

and ions by a dotted line. The timescale and distance from the nozzle (top
and bottom x-axes) are correlated by the gas flow velocity profile. The
conditions are the same as in Fig. 18. Adopted from [140] with
permission
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obtained for these plasma jet designs can also be very insight-
ful for analytical chemistry sources.

Finally, besides atmospheric pressure NTPs for gaseous
sampling, there is also a lot of interest in plasmas with liquid
sampling for analytical chemistry purposes, such as the
solution-cathode glow discharge (SCGD) [19, 20] and the
liquid sampling atmospheric pressure glow discharge (LS-
APGD) [21]. Also here, much information can be gained from
models developed for other plasma applications. Indeed,
plasma–liquid interaction is extremely important for many
interesting applications, like water treatment, pollution control
in various liquids, nanomaterial synthesis, plasma medicine,
high-voltage switching, etc. However, the underlying mecha-
nisms are very complicated and require detailed modeling
[143, 144]. To obtain better insights and improve the above
applications (mainly for plasma medicine), several models
have been developed for plasma–liquid interaction, focusing
among others on gas and liquid flow dynamics, as well as gas-
phase and liquid-phase chemistry (e.g., [145–154]). The most
appropriate models in this case are again fluid models (with
focus on the gas and liquid flow dynamics) or 0D chemical
kinetics models (focusing on detailed chemistry in both gas
and liquid phase).

As an illustration, Fig. 20c shows calculated flow profiles
in both gas and liquid phase, obtained from 2D fluid dynamics
simulations [154], for a (so-called kINPen) plasma jet
interacting with water, contained in a well of 2 mL, at a flow
rate of 3 slm Ar (see Fig. 20a, b). The gas flows through the
device, towards the liquid, and when it reaches the liquid

surface, it flows towards the edge of the well, causing a shear
stress on the liquid surface. Upon hitting the edge of the well,
the gas flow results in a vortex within the well, so that the gas
flows back towards the afterglow. Because of the shear stress
on the liquid surface, the upper layer of the liquid starts to
move in the same direction as the gas, but with a lower veloc-
ity. The liquid movement results in another vortex in the liquid
phase (see close-up in Fig. 20c).

The gas-phase densities and liquid-phase concentrations of
all species can also be calculated with such a model, and
details can be found, e.g., in [154]. This yields information
on the major species in both gas and liquid phases. In addition,
information can be provided on how these species are formed
and converted into each other, as illustrated in Fig. 21, for the
liquid phase of the plasma jet shown in Fig. 20.

In this case, i.e., Ar plasma jet flowing into ambient air, in
contact with liquid water, the major species in the liquid are
H2O2, HNO2, and HNO3 (indicated with blue background and
black frames in Fig. 21). Their liquid-phase chemistry is main-
ly driven by reactions of short-lived species (indicated with
white background in Fig. 21), like OH and NO2, and more
specifically in the first few nm below the gas–liquid interface,
where these short-lived species are still present (because they
cannot survive deeper in the liquid, due to their high reactiv-
ity). ONOOH, HO2, and O3 (indicated with blue background
but without black frames in Fig. 21) are able to accumulate to
some extent in the liquid during plasma treatment, but their
concentrations clearly drop after plasma treatment. This can
be either due to loss by chemical reactions (i.e., for ONOOH

Fig. 20 a Picture of the kINPen® plasma jet while treating 2 mL of liquid
in a well of a 12-well plate with 3 slm of Ar. bGeometry of the simulated
system in a 2D fluid dynamics model based on the picture in (a). The right
part in (b) forms the axisymmetric geometry described in the model,
while the left part is added to form the full 2D geometry. c Calculated
gas and liquid flow profiles, for an initial temperature of the gas and liquid
phase of 295 K. According to experiments, the gas temperature in the

kINPen® source is 327 K, thus both the inflowing gas and the inside
walls of the plasma jet are set to 327 K. The ambient air is 78.09% N2,
20.95% O2, and 0.96% H2O, with a pressure of 1 atm. The liquid is
defined as buffered water, with a pH of 7.3. The color scale gives the
velocity magnitudes, while the arrows show the flow direction. Adopted
from [154]—reproduced by permission of the PCCP Owner Societies
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and HO2), or due to evaporation into the gas phase (as is the
case for O3, because of its low Henry’s constant).

This example originates from plasma-treated liquids used
in plasma medicine, but it illustrates how these modeling ef-
forts could also be very useful for a better understanding of
liquid sampling plasmas in analytical chemistry.

Conclusion

Various types of plasmas are used in analytical chemistry, such
as inductively coupled plasmas (ICPs) and glow discharges
(GDs), used in combination with mass spectrometry (MS) or
optical emission spectrometry (OES), as well as laser ablation
(LA) for sample introduction in the ICP and for laser-induced
breakdown spectroscopy (LIBS). To improve these applica-
tions, a good insight into the underlying plasma mechanisms
is crucial. This insight can partially be obtained by experi-
ments, but measurements inside the plasma are not always
straightforward and often disturb the plasma characteristics.
Therefore, computer modeling can also be very useful, as it
can describe in detail the behavior of the various plasma
species.

In the past 25 years, we developed various models for the
abovementioned plasmas used in analytical chemistry. In this
review paper, these modeling approaches are briefly present-
ed. They are different for each case (e.g., depending on wheth-
er the plasma is in LTE or not, and whether gas flow dynamics
is important or not). In addition, some characteristic results are
shown, of interest for the application, such as crater profiles
and optical emission spectra obtained in a GD, plasma tem-
perature, electron density, gas flow path lines, evaporation of
sample particles, and species density profiles in the ICP, tem-
perature distributions inside a target material, melt and evap-
oration depth, and density profiles, velocity, and temperature
distributions in the plume in case of LA and LIBS, as well as
gas flow behavior in LA cells. Overall, these examples of
typical calculation results illustrate that a lot of information
can be obtained from modeling, which is sometimes not

possible or difficult to obtain from experiments. Hence,
modeling can be useful to gain more insight to improve the
applications.

It is important to note that the above plasmas are not only
used in analytical chemistry, but also in other applications, for
which similar models have been developed.When developing
our models, we learned a lot from the models developed in
these other fields.

The same is now applicable to novel types of plasmas that
are gaining increasing interest for analytical chemistry, includ-
ing various plasma sources used for gaseous sampling, in e.g.,
ambient desorption/ionization mass spectrometry, such as
DBDs, APGDs, and plasma jets, as well as plasma sources
for liquid sampling. Indeed, there is nowadays significant in-
terest in DBDs, APGDs, and plasma jets, as well as in plasma–
liquid interaction, for various environmental, medical, and
materials applications. Various models are now being devel-
oped for these types of plasmas, and such efforts could be very
helpful for developing models for the various novel analytical
plasma sources as well, as illustrated in the last section with a
few examples. In conclusion, this demonstrates that cross-
fertilization from other fields is in general of great value in
scientific research.
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