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ABSTRACT: We study the mechanisms of CO2 conversion
in a nanosecond repetitively pulsed (NRP) discharge, by
means of a chemical kinetics model. The calculated
conversions and energy efficiencies are in reasonable agree-
ment with experimental results over a wide range of specific
energy input values, and the same applies to the evolution of
gas temperature and CO2 conversion as a function of time in
the afterglow, indicating that our model provides a realistic
picture of the underlying mechanisms in the NRP discharge
and can be used to identify its limitations and thus to suggest
further improvements. Our model predicts that vibrational
excitation is very important in the NRP discharge, explaining
why this type of plasma yields energy-efficient CO2 conversion. A significant part of the CO2 dissociation occurs by electronic
excitation from the lower vibrational levels toward repulsive electronic states, thus resulting in dissociation. However, vibration−
translation (VT) relaxation (depopulating the higher vibrational levels) and CO + O recombination (CO + O + M → CO2 +
M), as well as mixing of the converted gas with fresh gas entering the plasma in between the pulses, are limiting factors for the
conversion and energy efficiency. Our model predicts that extra cooling, slowing down the rate of VT relaxation and of the
above recombination reaction, thus enhancing the contribution of the highest vibrational levels to the overall CO2 dissociation,
can further improve the performance of the NRP discharge for energy-efficient CO2 conversion.

1. INTRODUCTION

The atmospheric CO2 concentration has been increasing from
approximately 270 ppm to values exceeding 400 ppm during
the last centuries, inducing accelerated climate change.1 A large
reduction of greenhouse gas emissions is therefore needed to
keep the increase in global average temperature well below 2
°C, as agreed at the Paris Climate Conference (COP21).2

Technologies for converting CO2 into value-added products
are therefore highly needed, as they can turn the waste back
into new feedstock, following the cradle-to-cradle principle.3

In recent years, it has been shown that plasma technology
can be a suitable candidate for CO2 conversion.4,5 Not only
pure CO2 splitting into CO and O2

6−15 but also mixtures with
CH4

16−24 (i.e., dry reforming of methane), H2O,
25 N2,

26,27 and
H2

28 are being studied. The most common plasma reactors
used for this purpose are dielectric barrier discharges (DBDs),
microwave (MW) plasmas, and gliding arc (GA) discharges.
However, other plasma reactors are also being investigated and
seem quite promising, such as atmospheric pressure glow
discharges, spark discharges, and nanosecond repetitively
pulsed (NRP) discharges.4

NRP discharges exhibit conversions up to 45%, with energy
conversion efficiencies up to 60% for dry reforming29 and CO2

conversions of 10−20% with energy efficiencies of 12−30% for
pure CO2 splitting.

30 It is suggested that this type of discharge
shows a high degree of nonequilibrium, explaining these high
conversions and energy efficiencies.29,30 Detailed diagnostics
experiments in pure CO2 and CO2/H2O mixtures have
recently been performed,30,31 but to our knowledge, no
chemical kinetics model has been developed yet, to support
the experiments and to obtain additional insight into the
underlying mechanisms, responsible for the high conversions
and energy efficiencies. Such a model could be helpful to
further improve the performance of NRP discharges for
energy-efficient CO2 conversion.
Therefore, in this paper, we present a detailed study of the

CO2 conversion in an NRP discharge, using zero-dimensional
(0D) chemical kinetics modeling, validated by experiments.
We have to make quite some assumptions in the 0D model, to
account for the characteristic features of the NRP discharge,
which will be explained in the next section. However, as we
want to study the detailed chemistry, including the role of the
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vibrational kinetics, many different species (and excited levels)
must be included in the model, which would lead to excessive
calculation times in a more-dimensional model. Therefore, a
0D model is the most appropriate (and currently the only
feasible) model to describe the detailed reaction kinetics. This
model allows us to elucidate the most important CO2
dissociation mechanisms, pointing toward the role of
vibration-induced dissociation in energy-efficient CO2 con-
version. Furthermore, our model can also pinpoint the
limitations and therefore suggest further improvements for
the experiments, as will also be demonstrated.

2. MODEL DESCRIPTION
First, we will give a brief description of the 0D model and the
chemistry used to describe CO2 splitting, followed by
explaining the assumptions made in the 0D approach to
describe the NRP discharge.
2.1. Zero-Dimensional Model Equations and Chem-

istry. The 0D model is based on solving the conservation eq 1
for all species included in the model (see below)

∑∂
∂

= [ − ]
=

n
t

a a R( )s

i

j

s i s i i
1

,
R

,
L

(1)

where ns is the density of species s (in cm−3), j is the total
number of reactions, as,i

L and as,i
R are the stoichiometric

coefficients at the left-hand side and right-hand side of the
reaction, and Ri is the rate of reaction (in cm−3 s−1) given by

= ΠR k ni i s s
as i, (2)

where ki is the rate constant (in cm3 s−1 or cm6 s−1 for two-
body or three-body reactions, respectively) and as,i is defined
above.
The chemistry set used in this study is based on the original

model of Kozaḱ et al.,32 which was further evaluated by
Berthelot et al.33 It contains 58 different species (see Table 1),
i.e., four ground-state molecules, three radicals, 11 ions, the
electrons, and 39 excited species, including the 21 vibrational
levels of the asymmetric stretch mode up to the dissociation
limit. These species react with each other, by means of electron
impact reactions, electron−ion recombination reactions, ion−
ion, ion−neutral, and neutral−neutral reactions, as well as
vibration−translation (VT) and vibration−vibration relaxation
reactions. The electron impact reaction rate constants are
calculated using a pre-evaluated electron energy distribution
function (which is regularly updated during the simulations
based on the new chemical composition in the plasma) and the
cross section set of Phelps with the 7 eV threshold excitation
reaction used for dissociation34−36 as suggested by Grovulovic ́
et al.,37 Bogaerts et al.,38 and Pietanza et al.39−41 More
information about the model and the chemistry set can be
found in the Supporting Information (SI).
2.2. Modeling the NRP Discharge with a 0D

Approach. The NRP discharge under study is based on the
experimental design used by Martini et al.,30 schematically

illustrated in Figure 1. The discharge is maintained in a pin-to-
sphere configuration. The high-voltage (HV) pin electrode is a

narrow tube with an external diameter of 1.65 mm and an
internal diameter of 1.2 mm, through which the inlet gas flows.
The grounded electrode is a stainless steel sphere with 8 mm
diameter. The interelectrode distance is 5 mm. The electrode
assembly is contained in a vacuum-tight chamber made of a 35
mm diameter glass tube, in which a pressure equal to
atmospheric pressure is maintained. The gas flows from the
HV anode at a rate of 100 sccm, flows around the cathode, and
exits the chamber through two 2 mm diameter apertures about
30 mm downstream the cathode. The pulse is triangular with a
duration of 10 ns (full width at half-maximum) and the pulse
energy is varied between 7.2 and 13.8 mJ. This corresponds to
average powers ranging from 0.72 MW to 1.38 MW and
maximum powers inside the pulse ranging from 1.44 MW to
2.76 MW. Finally, the pulse frequency is varied between 600
Hz and 3 kHz.
Modeling the NRP discharge with a 0D model is quite

challenging because the plasma volume rises during the pulse
and afterglow and the surrounding gas can enter the plasma
volume (see Figure 1), and these effects are not automatically

Table 1. Species Taken into Account in the 0D Model (V and E Stand for the Vibrational and Electronically Excited Levels,
Respectively)

molecules charged species radicals excited species

CO2, CO CO2
+, CO4

+, CO+, C2
+, C+, CO3

−, CO4
− C CO2 (Va, Vb, Vc, Vd), CO2 (V1−V21), CO2 (E1), CO (V1−V10)

O2, O3 O+, O2
+, O−, O2

− O O2 (V1−V4)
electrons

Figure 1. Schematic illustration of the reactor setup, described in the
0D model, during the pulse (a), at the end and right after the pulse
when most heating takes place (b), in the afterglow when new gas
enters the plasma region till 200 μs after the pulse (c), and before the
next pulse starts (d). Finally, the cycle begins again for subsequent
pulses, where the new plasma is surrounded by partially converted
CO2 gas (e). The red area represents the plasma, and the black-gray
zone indicates the afterglow (with a darker color yielding a higher
temperature). An example of the temperature evolution of one pulse
and afterglow is given in panel (f) for an intermediate specific energy
input (SEI) of 2.6 eV per molecule. In general, the maximum
temperature varies between 2550 and 4150 K, while it is between 660
and 1756 K after cooling down in the afterglow, for SEI values ranging
between 0.7 and 4.7 eV per molecule. It takes minimum 7 pulses (for
SEI = 0.7 eV per molecule and frequency of 600 Hz) and maximum
14 pulses (for SEI = 3.0 eV per molecule and frequency of 3 kHz) for
CO2 molecules to travel from the HV electrode to the grounded
electrode.
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captured in a 0D model. Therefore, we had to make the
following assumptions:

• We assume the plasma region to be initially a cylinder
with 5 mm length, i.e., the interelectrode distance, and
an initial diameter of 0.4 mm, which is the characteristic
diameter of a streamer in air.5 A similar value (0.35 mm)
was also measured by Stancu et al.42 in a similar
configuration for an interelectrode distance of 4 mm and
a pulse duration of 10 ns in air, albeit for a maximum
power of 0.1 MW per pulse, which is about 10 times
lower than the typical powers used in the NRP discharge
under study here.30 More recently, Castela et al.
mentioned a diameter of 0.45 mm43 for an interelec-
trode distance of 1 mm and an energy per pulse (τ = 20
ns) of 1.4−1.5 mJ in a lean methane−air mixture, which
corresponds to a maximum power of 0.07−0.075 MW
per pulse. Furthermore, Lo et al.44 reported a discharge
diameter after the pulse of approximately 1 mm, using an
energy of 20 mJ per pulse with 20 ns pulse duration,
corresponding to a power of 1 MW, for a discharge gap
of 6.5 mm in air. The latter configuration is closest to the
one under study here. Finally, the discharge diameter has
also been used in modeling work by Popov,45 who
assumed a value of 1 mm as well. Therefore, during the
pulse, we let the plasma volume increase by increasing
the diameter from 0.4 to 1 mm (panel (a) and (b) in
Figure 1). This determines the plasma volume, i.e., the
volume in which the power is deposited (i.e., rising from
0.6 mm3 at the start to 3.9 mm3 at the end of the pulse).

• In between pulses, no power is deposited, but chemical
reactions can still take place in this “afterglow” region,
due to the high temperature and reactive species present.
The diameter of the afterglow region does not stay
constant either, as shown by Castela et al.43 We assume
a constant diameter of 1 mm until 20 μs after the pulse,
as demonstrated by calculations of Castela et al.43 After
20 μs, the diameter increases to 2.4 mm at 138 μs and to
3 mm at 200 μs (panel (c) and (d) in Figure 1). This
means that extra gas enters the afterglow region. The
final diameter of 3 mm is held constant during the rest of
the interpulse time, based on the experimental data in.43

When a new pulse starts, the diameter of the plasma
volume is again set to 0.4 mm (panel (e)), repeating the
above cycle for all pulses. However, starting from the
second pulse, the fresh gas in the afterglow is not pure
CO2 anymore but has a gas composition adopted from
the end of the afterglow of the previous pulse (as
schematically illustrated in panel (e) of Figure 1).

• The gas temperature is calculated self-consistently in the
same manner as done by Kozak et al.46 with a more
detailed explanation given in the SI. Generally, the
temperature increases slightly inside the pulse with a
large rise just after the pulse, as illustrated in panel (f) in
Figure 1 and experimentally measured by Martini et al.30

From then on, due to gas expansion and dilution of the
plasma mixture, the temperature in the afterglow drops
(see also panel (f) in Figure 1) until the next pulse is
reached.

• We assume the temperature of the fresh gas entering the
afterglow region (upon rising of this volume from 20 up
to 200 μs; see panel (c) in Figure 1) to be equal to the
average of the temperature inside the afterglow (i.e.,

ranging between 2550 and 4150 K) and the temperature
of the surrounding gas, based on Castela et al.43 and Lo
et al.44 The surrounding gas is initially at room
temperature in the first pulse, while for the subsequent
pulses, we assume it to be equal to the temperature in
the afterglow region just before the new pulse starts (i.e.,
ranging between 660 and 1756 K).

• In addition, gas expansion occurs upon conversion of
CO2 into CO and 1/2O2, so we calculate the gas
pressure and mass flow rate at every time step from the
actual species densities, gas temperature, and velocity.
The species densities (as calculated with the con-
servation equations; see eq 1 above) and velocity are
then corrected to account for this effect and to maintain
a constant (atmospheric) pressure and mass flow rate,
following the method of Kozak et al.46 This gas
expansion is initiated at 5 μs after the pulse, which is
the typical time when this effect becomes visible.47 It is
crucial to include this, as also stated by Pinhaõ et al.,48 to
avoid systematic errors in computing process parameters
in plug-flow-like reactors. Indeed, serious speeding up of
the gas after the pulse due to gas heating and conversion,
as observed by Seydou et al.,49 would otherwise not be
included and therefore the residence time and thus
conversion could be largely overestimated.

The CO2 conversion, XCO2
, is defined as

= −
i

k
jjjjjj

y

{
zzzzzzX

n v

n v
(%) 100% 1

i
CO

CO ,e e

CO , i
2

2

2 (3)

where nCO2,e and ve are the CO2 density and gas velocity at the
end of the plasma region near the grounded electrode,
respectively, and nCO2,i and vi are the CO2 density at room
temperature and gas velocity at the inlet (pin electrode), i.e.,
25.3 cm s−1, respectively.
To evaluate the effect of our choice of initial plasma volume

and of the volume expansion during the pulse and afterglow on
the calculation results, we plot in Figure 2 the calculated CO2
conversion as a function of specific energy input (SEI), for
different assumed values of the initial plasma diameter (Figure
2a) and final afterglow diameter (Figure 2b). Upon increasing
the initial plasma diameter, the CO2 conversions drop, as
expected, due to the lower power density deposited inside the
pulses. In addition, a larger final afterglow diameter also yields
a lower CO2 conversion, despite the fact that it corresponds to
a longer residence time and thus more deposited pulses for the
same flow rate (see below). The reason is of course the more
pronounced dilution of the afterglow volume with untreated
CO2 gas. The dip at 2.3 eV per molecule at larger final
afterglow diameters can be explained by the smaller number of
pulses deposited (defined by the frequency and thus the time
between pulses, which varies for the different SEI values; see
also further in the text).
This inlet gas velocity would correspond to a gas residence

time of about 20 ms. However, gas expansion due to
conversion and gas heating greatly enhance the gas velocity
and thus reduce the residence time, resulting in residence times
ranging between 11.7 ms at SEI = 0.7 eV per molecule and 4.3
ms at SEI = 4.7 eV per molecule. Together with the fact that
the pulse duration is 10 ns, while the afterglow time varies from
333 μs to 1.7 ms (depending on the exact power deposition
and frequency used; see SI), these gas residence times

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b01543
J. Phys. Chem. C 2019, 123, 12104−12116

12106

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.9b01543


correspond to 7−14 pulses (and corresponding afterglows),
again depending on the exact power deposition and frequency
used (see detailed explanation in the SI). The smallest number
of pulses (i.e., 7) is at SEI = 0.7 eV per molecule, where the
lowest frequency is used, i.e., 600 Hz. The largest number of
pulses (i.e., 14) is at SEI = 3.0 eV per molecule, where the
highest frequency is used, i.e., 3 kHz. This frequency is also
applied at the highest SEI value studied, i.e., 4.7 eV per
molecule, but due to the higher power deposition, gas heating
and gas expansion are higher in this case, so that the residence
time is lower, and the molecules thus experience a lower
number of pulses than at SEI = 3.0 eV per molecule. The

maximum velocity obtained at SEI = 4.7 eV per molecule is
596 cm s−1, while at SEI = 0.7 eV per molecule, it is 293 cm
s−1. Seydou et al.49 measured a similar steady-state gas velocity
of 370 cm s−1 after the pulse, for a pulse energy of
approximately 1 mJ and a frequency of 30 kHz in methane−
air−N2 mixtures.
The number of pulses experienced by the gas molecules

when traveling from the HV electrode to grounded electrode is
schematically illustrated in Figure 3, for the case of the smallest
and largest numbers of pulses.
After each pulse, between 20 and 200 μs, gas mixing is

introduced in every time step, by diluting the afterglow
mixture, using

ω
=

+ −
n

n r N r r

r

( )
s

s s
,new

,old old
2

gas new
2

old
2

new
2

(4)

for each species s, where ns,new and ns,old are the species number
densities after and before dilution, respectively; rnew and rold are
the radii of the afterglow volume at the current and previous
time step, respectively; ωs is the fraction of species s in the
fresh incoming gas; and Ngas is the total gas density, calculated
by the ideal gas law.
In the afterglow of the first pulse, the incoming gas is pure

CO2. For the other pulses, it is the gas composition obtained at
the end of the afterglow of the previous pulse, as explained
above, because some of the CO2 has already been converted
into CO, O, and O2. If this gas mixing (due to fluid dynamics)
would not be included and the plasma composition would only
depend on the chemical kinetics, the calculated conversion at
the lowest SEI studied (0.7 eV per molecule) would be already
20% after one pulse. It is thus necessary to include the effect of
gas mixing, even in an approximate way.
The SEI is originally calculated as30

=
Φ

=
Φ

−
− −

ı
P E f

SEI(kJL )
(W)

(cm s )

(J) (Hz)

(cm s )
1 d

3 1

p p
3 1 (5)

in which Pd is the overall power deposited to the NRP
discharge, ranging from 5.34 to 33.6 W (based on the
combinations given in Table 2, which are also the experimental
conditions from Martini et al.30);

ı
Ep is the average discharge

pulse energy, ranging from 7.2 to 13.8 mJ; f p is the pulse
repetition frequency, ranging from 600 Hz till 3 kHz; and Φ is

Figure 2. Experimental and calculated CO2 conversions as a function
of SEI, for different initial plasma diameters, and a final afterglow
diameter of 3 mm (a) and for different final afterglow diameters at an
initial plasma diameter of 0.4 mm (b), to evaluate the effect of the
choice of these parameters on the calculated CO2 conversion. In our
model, we use an initial plasma diameter of 0.4 mm and a final plasma
diameter of 3 mm (see above).

Figure 3. Power deposition in subsequent pulses as a function of time and position, at SEI = 0.7 eV per molecule with frequency of 600 Hz,
yielding the smallest number of pulses (i.e., 7) (a), and at SEI = 3.0 eV per molecule with frequency of 3 kHz, yielding the largest number of pulses
(i.e., 14) (b). Note that the position axis is nonlinear due to gas expansion, which speeds up the gas and is most pronounced in the case of SEI = 3.0
eV per molecule. The time axis stops at the residence time for that particular condition.
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the gas flow rate, taken constant at 100 sccm or 1.67 cm3 s−1.
Since it is more convenient to express this unit in eV per
molecule (see eq 7) to better assess the energy efficiency, the
SEI can also be calculated as

=
×

×

− − −

SEI(eV per molecule)

SEI(kJ L )22.4(L mol )6.242 10 (eV kJ )
6.022 10 (molecules per mol)

1 1 21 1

23

(6)

The combinations of average discharge pulse energy and
frequency used in this study (see Table 2) correspond to the
above-mentioned overall power deposition range and thus to
SEI values ranging between 3.2 and 20.2 kJ L−1 or between 0.7
and 4.7 eV per molecule. The exact energy deposited per pulse,
applied frequency, and the corresponding number of pulses
deposited (accounting for gas expansion) are plotted, for each
SEI value investigated, in Figure S.1 of the SI. Using these
quantities, the energy efficiency (η) (in %) and the energy cost
(in eV per molecule) can be calculated

η =
ΔX H

(%)
(%) (eV per molecule)

SEI(eV per molecule)
CO CO2 2

(7)

=
X

EC(eV permolecules)
SEI(eV permolecules)

(%)/100CO2 (8)

where ΔHCO2
is the energy cost to split one CO2 molecule in

CO and 1/2O2, i.e., 2.9 eV per molecule.

3. RESULTS AND DISCUSSION
3.1. Validation of the Model and Overall Plasma

Characteristics. To validate the model, the CO2 conversion,
energy efficiency, and energy cost obtained at the end of the
simulation, corresponding to the overall values obtained in
experiments, are compared with the experimental data from
Martini et al.,30 and they are plotted as a function of SEI in
Figure 4. Moreover, in Figure 5a,b, we compare the evolution
of the calculated gas temperature and conversion in the
afterglow as a function of time with the experiments.30 The
conditions here are slightly different from those in Table 2, i.e.,
SEI = 1.7 eV per molecule, corresponding to bursts of four
pulses, separated by 333 μs (i.e., 3 kHz), followed by a pause of
3.33 ms before the next burst starts. The average discharge
pulse energy is set to 10 mJ, yielding a total of 8 pulses. In this
way, we are able to compare at the same conditions as in the
experiments.
The calculated overall CO2 conversion, energy efficiency,

and energy cost show satisfactory agreement with the

experiments in the entire range of SEI values, with an average
relative error of 11% for the conversion, energy efficiency, and
energy cost; see Figure 4. At the lower SEI values, the largest
discrepancies are found, with a maximum relative error of 25%
at SEI = 1.4 eV per molecule. In addition, at SEI = 0.7 eV per
molecule, the trend in energy efficiency and energy cost seems
to be not correctly reproduced, but the experimental error bars
are quite large for this lowest SEI value. The reason for the
larger discrepancy at the lower SEI values can be that we
slightly overestimated the diameter of the plasma region at the
lower SEI values. Indeed, we assumed the same value for all

Table 2. Conditions Studied in the Simulations and in the Experiments from Martini et al.30

SEI (kJ L−1) SEI (eV per molecule) average energy per pulse (mJ) frequency (kHz) interpulse time (μs) overall power deposited, Pd (W)

3.2 0.7 8.9 0.6 1700 5.34
5.9 1.4 8.2 1.2 833 9.84
7.1 1.6 7.9 1.5 667 11.85
8.5 2.0 7.9 1.8 556 14.22
9.9 2.3 13.8 1.2 833 16.56
11.0 2.6 7.6 2.4 417 18.24
13.0 3.0 7.2 3 333 21.60
14.9 3.4 10.3 2.4 417 24.72
18.0 4.2 11.1 2.7 370 29.97
20.2 4.7 11.2 3 333 33.60

Figure 4. Calculated and experimental CO2 conversion (a), energy
efficiency (b), and energy cost (c) as a function of SEI.
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SEI values in our simulations (cf. Figure 1), but lower pulse
energies usually give rise to a smaller plasma volume,47 yielding
a somewhat higher power density, and thus, a somewhat larger
conversion would have been achieved if we would have used a
somewhat smaller diameter. However, in general, the agree-
ment between simulations and experiments is quite reasonable.
The CO2 conversion and gas temperature as a function of

time in the afterglow, at SEI = 1.7 eV per molecule, also show
satisfactory agreement with the experimental results, as can be
seen in Figure 5a,b. It should be realized that the model applies
to pure CO2, while the experiments were carried out in the
presence of 1.35% H2O, which was needed to produce the OH
that was used to measure the fragmentation kinetics of CO2 by
collisional energy transfer laser-induced fluorescence and to
determine the gas temperature profile. While the presence of
1.35% H2O might affect the gas temperature and CO2
conversion to some extent, it will not be too critical for the
purpose of this comparison.
The comparison is made for the afterglow of the last pulse

because the conversion and gas temperature do not change
significantly anymore compared with the previous pulses (i.e.,
maximum relative increase of 6% per pulse for the temperature
and 9% for the conversion; see Figure 5c,d), so the system has
more or less reached steady-state conditions.
The conversion and gas temperature clearly drop in the

afterglow, in both the model and experiments. In addition,
although the conversion and gas temperature are over-
estimated right after the pulse, the absolute values show
satisfactory agreement. The model indeed predicts extensive
heating just after the pulse, yielding a significant temperature
rise of about 2150 K right after the pulse for the particular SEI
value of 1.7 eV per molecule and 1400 K on average for all
conditions studied. This heating is attributed to both
recombination reactions and VT relaxation (see Figure 6).

More specifically, three-body recombination (CO + O + M →
CO2 + M) is an exothermic reaction and VT relaxation
transfers energy from the CO2 vibrational levels into
translational modes of freedom, so both processes give rise
to gas heating. As is clear from Figure 6, they both contribute
on average with 35% to the overall gas heating. Note that at
SEI = 2.3 eV per molecule the relative importance of
recombination is slightly higher than VT transfer, while the
opposite is true for the other SEI values. This is because at this
SEI value the energy deposited per pulse is higher (see Table 2
and Figure S.1a in SI). Indeed, the SEI depends not only on
the energy deposited per pulse but also on the time in between
pulses (defined by the frequency), which is larger for this SEI
value, compared to the SEI values of 2.0 and 2.6 eV per
molecule (cf. Table 2 above). Therefore, cooling in between
pulses is more effective at SEI = 2.3 eV per molecule, which
results in a lower final temperature at the end of the afterglow
(i.e., this temperature is 1289 K at SEI = 2.0 eV per molecule,
1026 K at SEI = 2.3 eV per molecule, and 1484 K at SEI = 2.6

Figure 5. Evolution of temperature (a) and CO2 conversion (b) as a function of time in the afterglow after the last pulse, in comparison with the
experimental data of Martini et al.,30 and evolution of temperature (c) and CO2 conversion (d) as a function of traveled distance between the pin
electrode and grounded electrode, all at SEI = 1.7 eV per molecule. Note that the model applies to pure CO2, while the experiments had to be
carried out in the presence of 1.35% H2O.

Figure 6. Contribution of the most important gas heating
mechanisms after the pulse, as a function of SEI.
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eV per molecule) and thus somewhat less VT relaxation, as
demonstrated in Figure 6. This, however, has no visible effect
on the CO2 conversion (cf. Figure 4).
Figure 5b,d also clearly demonstrates that the conversion

drops from above 50% at the end of the pulse to below 20%
after 150 μs in the afterglow. This is attributed to both
recombination reactions (forming again CO2; see also Section
3.2) and dilution of the converted gas mixture by fresh
unreacted gas entering the plasma zone. Although a 0D model
cannot capture all flow phenomena in an NRP discharge, the
agreement with experiments is quite good, for both the
conversion and gas temperature, so we can use the model to
elucidate the chemistry occurring during the pulse and
afterglow, which might help to further improve the overall
performance of this type of plasma.
In Figure 7, we plot the calculated plasma characteristics, i.e.,

gas temperature (a), electron temperature (b), electron density
(c), and CO2 conversion (d), for the lowest and highest SEI
values studied, i.e., SEI = 0.7 and 4.7 eV per molecule. The
calculated plasma characteristics for the other SEI values lie in
between these values and are illustrated in the SI for two
intermediate SEI values (Figure S.2). The gas temperature
becomes very high in the early afterglow, with values exceeding
2000 K for the lowest SEI value of 0.7 eV per molecule and
even above 4000 K for the highest SEI of 4.7 eV per molecule.
Subsequently, the gas cools quite fast, yielding a temperature
around 660 K for SEI = 0.7 eV per molecule and 1756 K for
SEI = 4.7 eV per molecule already 50 μs after the pulse (cf. also
Figure 1f). The electron temperature (Te) is still more than 10
times higher (i.e., Te = 3.5−5 eV or 40 600−58 000 K),
indicating that the plasma is clearly nonthermal for all
conditions studied.5

It is worth mentioning that different pulse energies and
different time intervals between pulses, even if they result in
the same overall SEI, can yield quite different values for the
final gas temperature and gas temperature in the early
afterglow, as can be seen when comparing Figure 5c for SEI

= 1.7 eV per molecule and Figure S.2a for SEI = 1.6 eV per
molecule. The final gas temperature and the gas temperature in
the early afterglow are 1148 and 3257 K, respectively, for SEI =
1.6 eV per molecule, and the corresponding values are 1029
and 3911 K for SEI = 1.7 eV per molecule. In the latter case,
higher pulse energies lead to higher gas temperatures just after
the bursts, but the large time between bursts (3.33 ms) cools
the mixture down more efficiently, resulting in a somewhat
lower final gas temperature.
The calculated electron densities during the pulse vary from

5 × 1016 to 8 × 1017 cm−3, which correspond well to
experimental values obtained by Maqueo et al.50 (i.e., ∼1 ×
1016 cm−3 for SEI < 0.6 eV per molecule and around 3 × 1017

cm−3 for SEI = 0.7−2.0 eV per molecule for CH4 and CH4/O2
mixtures). Note that the electron densities are very high, due
to the significant power density deposited during the ultrashort
pulses, but these high densities are only reached for very short
times. Both the electron temperature and density drop to
negligible values in the afterglow of each pulse.
Finally, it is worth stressing that the CO2 conversion is very

high (reaching 100% at the highest SEI value; cf. Figure 7d) at
the end of the pulse, but it drops dramatically in the afterglow,
as explained above, yielding a much lower overall CO2
conversion when the gas mixture reaches the outlet at the
grounded electrode (cf. Figure 4). Hence, the performance of
NRP discharges could still be significantly improved if we
could avoid this drop in CO2 conversion upon pulse
termination. Modeling can be very helpful to propose possible
solutions for this, as we will illustrate in Section 3.4 below.

3.2. Chemical Pathway Analysis of CO2 Conversion.
For all conditions studied, electron impact dissociation from
vibrationally excited CO2 is by far the dominant dissociation
mechanism, with a relative contribution around 70%, (see
Figure 8). Electron impact dissociation from the CO2 ground
state contributes for about 10%. It should be stressed that
electron dissociation is in fact electronic excitation toward a
repulsive state, from which dissociation takes place. Therefore,

Figure 7. Calculated gas temperature (a), electron temperature (b), electron density (c), and CO2 conversion (d), as a function of traveled distance
between the HV pin electrode and grounded electrode, for two different SEI values.
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although vibrational excitation is important, the reduced
electric field reaches values above 200 Td inside the pulses,
favoring electronic excitation−dissociation from the already
vibrationally excited CO2 levels. Dissociation from vibration-
ally excited CO2 upon collision with an O atom or with any gas
molecule M also occurs, but three-body recombination (CO +
O + M → CO2 + M) is the dominant formation process of
CO2 (see SI: Figure S.3, panel (c)). As a result, the net
contributions of dissociation upon collision with an O atom
and any molecule M are at maximum only about 15% and a
few %, respectively (see Figure 8). The above recombination
reaction, together with mixing of the converted gas with
unreacted gas during expansion in the afterglow, seriously
limits the efficiency of NRP-based CO2 conversion, as
explained above.
Our calculations reveal that the conversion mostly takes

place during the pulses (∼80%) and a smaller fraction in the
afterglows (∼20%) for all conditions studied (see Figure S.4 in
the SI). However, during the afterglows, three-body recombi-
nation (CO + O + M → CO2 + M) compensates for the extra
CO2 conversion and even goes faster than dissociation for the
higher SEI values, so that a fraction of the converted CO2
during the pulses is formed again in the afterglows (see Figure
S.3 in the SI, panels (b) and (d)). Hence, it is clear that if this
recombination reaction could be reduced, the performance of
NRP discharges could be further enhanced.
3.3. Significant Role of the CO2 Vibrational Levels.

From Figure 8, it is clear that vibrational excitation plays a
crucial role for CO2 dissociation at the conditions under study.
Therefore, we plot the vibrational distribution function (VDF)
in Figure 9, during the pulse (a) and at the end of the afterglow
(b). During the pulse, there is obviously a high degree of
vibrational excitation, with a large fraction of highly vibration-
ally excited CO2, i.e., more than 20%, is excited into the
asymmetric mode levels V6 and higher. Their fraction even
rises a bit toward the end of the pulse, as is clear from Figure
9a. After the pulse, vibrational excitation stops, as the electrons
do not gain energy anymore when there is no power
deposition. At the same time, both VT relaxation (causing
major heating immediately after pulse termination, as discussed
above) and dissociation from these excited levels largely
depopulate these levels. Therefore, when reaching the end of
the afterglow, only the lowest vibrational levels are still
significantly populated (Figure 9b). Note that the VDF at the
end of the afterglow of the first pulse shows a considerably
lower population of the higher levels than for the last pulse,
and for the latter, there is a large difference for different SEI
values. This is simply due to the higher gas temperature (cf.

Figure 7a), i.e., the VDFs more or less exhibit a thermal
distribution, but there is no overpopulation anymore due to
vibrational excitation.
Vibrational pumping during the pulses is thus important in

NRP discharges, at least for the conditions investigated. As can
be seen in Figure 10 for an SEI of 1.6 eV per molecule, only 9%

of all CO2 dissociation occurs from the ground state, while the
rest is from the vibrational levels, albeit mainly (∼67%) from
the lowest and middle levels (i.e., the four effective symmetric
mode levels at low energy (Va−Vd) and the asymmetric mode
levels V1−V15). Note that the lowest levels (i.e., the four
effective symmetric mode levels at low energy (Va−Vd)) and
the first five asymmetric mode levels (V1−V5) have the
highest contribution (∼48%), while the middle levels (i.e.,
V6−V15) only contribute for about 19% to the overall

Figure 8. Relative net contributions of the main dissociation
mechanisms of CO2, as a function of SEI.

Figure 9. (a) Calculated VDF in the middle (5 ns) and at the end (10
ns) of the last pulse, at an SEI of 1.6 eV per molecule. This result is
representative for all pulses and all SEI values. (b) Calculated VDF at
the end of the afterglow, for the first pulse (solid lines) and last pulse
(dashed lines), for different SEI values. Note that “0” stands for the
CO2 ground state, “a−d” represent four effective symmetric mode
levels at low energy, while “1−21” are the asymmetric mode
vibrational levels up to the dissociation limit of 5.5 eV; see ref 32
for details.

Figure 10. Contribution of the CO2 ground state and the various
vibrational levels to the total dissociation, as well as to the most
important dissociation mechanisms, for an SEI of 1.6 eV per molecule,
only accounting for the forward reactions. The results for the other
SEI values are illustrated in the SI.
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dissociation. In addition, 24% of the total dissociation occurs
from the highest asymmetric mode vibrational levels, which is
quite striking and clearly indicates the overpopulation of these
levels. Similar data are obtained at the other SEI values (Figure
S.5 in the SI). Note that this figure only presents the
contributions of the forward (dissociation) processes, not
accounting for the reverse (recombination) reactions (see
below).
When looking at the individual mechanisms (also plotted in

Figure 10), electron impact dissociation through electronic
excitation is by far the most important dissociation mechanism
for the lowest and middle levels (∼94%) (Va−Vd and V1−
V15), followed by dissociation upon collision with O atoms
(∼6%). On the other hand, dissociation from the highest levels
(V16−V21) is mainly due to dissociation upon collision with
either an O atom (∼49%) or another molecule M (∼28%),
while electron impact dissociation through electronic ex-
citation contributes for ∼23%. Finally, dissociation from the
ground state is mainly due to electron impact dissociation
through electronic excitation (∼97%), but dissociation upon
collision with an O atom also contributes for about 3%. The
latter process is possible since high gas temperatures can be
reached, allowing thermal dissociation to occur. These relative
contributions are also summarized in Table 3. Note that

dissociation upon collision with another molecule M clearly
becomes the dominant process for the highest vibrational
levels, when only accounting for the forward reaction.
However, when taking into account the reverse processes in
the afterglow, i.e., three-body recombination (CO + O + M →
CO2 + M), the net contribution of dissociation upon collision
with another molecule M will become lower. We can thus
conclude that, overall, most dissociation occurs by electron
impact from the lowest vibrational levels (i.e., Va−Vd and V1−
V5), i.e., about 48%.
The vibrational kinetics thus plays an important role in NRP

discharges, explaining the promising conversions and energy
efficiencies obtained (see Figure 4). When compared to
reduced-pressure MW plasmas, modeling predicts optimal
conversions of around 20%, with energy efficiencies of 30%, in
a pressure range of 200−300 mbar.7,51 van Rooij et al.52

measured similar energy efficiencies (∼30%, but also up to
∼45%) with conversions of ∼12%, for pressures around 150−
200 mbar, while at supersonic flows and reduced pressure,
energy efficiencies around 90% were experimentally found in
1983,53 although these values have not been reproduced since
then. Modeling showed that, at reduced pressure conditions,
more than 70% of all dissociation occurs through vibration-
induced dissociation upon collision with O atoms or any other

molecules M,7 and this is even more pronounced in supersonic
flow conditions.54 This process is in principle the most energy-
efficient and should be exploited. In our case, however, only
about 15% of the total dissociation is due to vibration-induced
dissociation upon collision with O atoms (and only a few %
due to collision with molecules M), as illustrated in Figure 8
above, which is attributed to the importance of the reverse
(recombination) reaction (CO + O + M → CO2 + M), as
explained above, thus limiting the conversion and energy
efficiency. On the other hand, we still obtain maximum energy
efficiencies of around 30% at conversions around 15%, for SEI
= 1.4 eV per molecule, and this is reached in subsonic flow
conditions at atmospheric pressure, which is more suitable for
industrial application and upscaling. Furthermore, NRP
discharges seem to perform better than MW discharges at
atmospheric pressure, where a maximum energy efficiency of
20%, corresponding to a CO2 conversion of around 10%, was
obtained, at a flow rate of 16 SLM and 1.5 kW plasma power.55

In such MW plasma at atmospheric pressure, the vibrational
levels are in thermal equilibrium, resulting in dissociation
almost exclusively from the lowest levels and ground state,7

whereas in our case, more than 20% of all dissociation occurs
from the highest levels.
A gliding arc (GA) also operates at atmospheric pressure. In

a classical GA, the conversion reaches up to 8%, with energy
efficiency up to 40%.11 In the gliding arc plasmatron (GAP), a
similar maximum conversion around 8% is typically reached,
with an energy efficiency around 30%.14 Hence, we obtain a
somewhat higher conversion for the same energy efficiency in
the NRP discharge. The reason is that in both a classical GA
and GAP, CO2 dissociation again almost exclusively occurs
from the lowest vibrational levels, either by electron impact
dissociation through electronic excitation or dissociation upon
collision with O atoms or any molecules M,11 whereas in the
NRP discharge, a significant portion of dissociation occurs
from the highest levels (cf. Figure 10), which is more energy
efficient.
Finally, when compared to DBD, where energy efficiencies

and conversions are typically reported up to 10%4 (and clearly
compete with each other, e.g., a maximum conversion of 30%
corresponds to an energy efficiency of only 2% and a maximum
energy efficiency of 8% corresponds to a conversion of about
2%56), the NRP discharge clearly performs better. Indeed, in
DBDs, the energy-efficient vibration-induced dissociation is
found to be negligible.57

3.4. Cooling as a Solution To Improve the CO2
Conversion and Energy Efficiency. Although the NRP
discharge exhibits already reasonable CO2 conversion and
energy efficiency, our simulations have also revealed the most
important limitations, i.e., recombination in the afterglow (as
well as mixing with fresh gas that has not passed through the
plasma) and VT relaxation, causing thermalization of the VDF
in the afterglow. Moreover, both processes cause significant
heating, which induces even more recombination and VT
relaxation (as the rate coefficients of both processes rise with
temperature). Therefore, to stop this negative self-accelerating
effect, we propose external cooling in the afterglow, as a
possible solution to improve the CO2 conversion and energy
efficiency in the NRP discharge.
Indeed, cooling can increase the nonequilibrium in the

plasma, i.e., causing overpopulation of the vibrational levels,
which may enhance the most energy efficient pathway of CO2
conversion, i.e., through the vibrational levels. In fact, the most

Table 3. Contribution of the CO2 Ground State, Lowest and
Middle Levels (Va−V15), and Highest Vibrational Levels
(V16−V21) to the Total CO2 Dissociation (First Row) and
Contribution of the Different Mechanisms to the
Dissociation of the Ground State, Lowest and Middle
Levels, and Highest Vibrational Levels of CO2

ground
state (%) Va−V15 (%) V16−V21 (%)

total dissociation 9 67 24
CO2 + e− → CO + O + e− 97 94 23
CO2 + O → CO + O2 3 6 49
CO2 + M → CO + O + M 0 0 28
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energy efficient process is through dissociation of the highest
vibrational levels upon collision with either an O atom or
another molecule M, as predicted by Berthelot and Bogaerts.7

In addition, at lower temperature, the recombination reaction
(CO + O + M → CO2 + M) in the afterglow might be
reduced, thus also enhancing the net contribution of
dissociation upon collision with molecules M (see above).
To verify the above hypotheses, we calculated the CO2

conversion and corresponding energy efficiency for different
cooling rates, and the results are plotted in Figure 11. These
cooling rates are not fixed numbers, since we multiply the
original cooling, which is dependent on the gas temperature
and the plasma volume (c.f. eq 8 in the SI). However, we can
calculate the average cooling rates throughout the whole
simulation, which are 6.4 × 106 K s−1 for the original
(turbulent) cooling, 8.6 × 106 K s−1 for cooling 2×, 1.2 × 107

K s−1 for cooling 5×, and 1.4 × 107 K s−1 for cooling 10×.
These extra cooling rates are in first instance an academic
exercise. However, there are some practical possibilities to
provide extra cooling. One way could be to reduce the external
pressure, resulting in a higher expansion velocity, causing a
larger cooling effect. Another way is to use a chemically inert
gas as an extra cooling agent. Still another possibility could be
water cooling, in which the CO2 flux enters a water-cooled
tube with a radius much smaller than the 35 mm diameter of
the actual chamber, in which gas expansion is still possible,
causing recirculation of the gas, which has been extra cooled by
the wall. Finally, precooling the mixture will result in a more
efficient cooling in the afterglow because of mixing with a cold
gas. Nevertheless, these possibilities still need to be evaluated
in practice. In this paper, we illustrate how cooling, in any
form, can affect the vibrational kinetics and dissociation
mechanisms, without worrying about the practical implemen-
tations for now. The original cooling is depicted in Figure 5a
for SEI = 1.7 eV per molecule and is similar for the other SEI
values as well (cf. Figures 7 and S.2 in SI). A cooling rate twice
as high has very little effect, but a 5 times higher cooling rate
can enhance the conversion and energy efficiency up to a factor
1.7, at least for SEI values below 2.3 eV per molecule. Likewise,
10 times higher cooling yields an improvement in conversion
and energy efficiency up to a factor of 2.2.
The resulting gas temperatures as a function of traveled

distance from the HV electrode to grounded electrode, i.e.,
passing several pulses and afterglows, are depicted in Figure S.6
in SI, for these different cooling rates and for the lowest,
highest, and intermediate SEI values. Table 4 summarizes the
maximum gas temperature and the temperature at the end of
the afterglow, for the last pulse, calculated by the original
model and when applying the different cooling rates, for three

different SEI values, i.e., 0.7, 1.6, and 4.7 eV per molecule. The
maximum gas temperature reduces by only a factor of 1.3 when
applying a cooling rate twice as high as the original cooling,
while it reduces by a factor of 1.7 and 2.2 when applying 5 or
10 times higher cooling rates. This will affect the chemistry, as
most rate coefficients are a function of temperature.
Figure 12 illustrates the relative net contributions of the

different dissociation processes, as a function of SEI, for twice
(a), 5 times (b), and 10 times (c) higher cooling rates. While
electron impact dissociation through electronic excitation from
the CO2 vibrational levels is still the dominant dissociation
process, dissociation upon collision with another molecule M
gradually becomes more important, at least for the lower SEI
values. Indeed, while its contribution was only 1% in the
original model at an SEI value of 1.6 eV per molecule (cf.
Figure 8), it is 3, 8, and 23% when applying twice, 5 times, and
10 times faster cooling, respectively. The reason is indeed as
hypothesized above, i.e., the recombination reaction (CO + O
+ M → CO2 + M) drops at lower temperature, thus increasing
the net contribution of the dissociation pathway upon collision
with molecules M, especially from the highest vibrational
levels. Indeed, Figure S.7 in SI shows the net contribution of
the different vibrational levels to the total CO2 dissociation, for
the original model and with cooling rates times 2, 5, and 10. It
can be deduced that the net contribution of the highest
vibrational levels (V16−V21) toward CO2 dissociation
increases from 14% in the original model to 23, 35, and 39%
on average, at a cooling rate times 2, 5, and 10, respectively, at
SEI values below 2.3 eV per molecule. Only at the two lowest
SEI values studied, i.e., SEI = 0.7 and 1.4 eV per molecule, a 10
times higher cooling rate does not promote extra dissociation
upon collision with another molecule M. Indeed, the electron
density also drops about a factor of 2 at a cooling rate times ten
compared to original cooling. This causes less vibrational
excitation and thus a lower population of the highest
vibrational levels and less dissociation from these levels.
However, cooling also reduces gas expansion and results in a

Figure 11. Calculated conversions (a) and energy efficiencies (b) as a function of SEI, for different cooling rates.

Table 4. Effect of the Cooling Rate on the Maximum Gas
Temperature and the Gas Temperature at the End of the
Afterglow for Different SEI Values

temperature (K) at maximum at end of afterglow

at SEI (eV per
molecule) 0.7 1.6 4.7 0.7 1.6 4.7

original 2553 3257 4155 660 1148 1756
cooling 2× 2007 2623 3774 488 909 1450
cooling 5× 1531 1892 3091 348 628 1102
cooling 10× 1306 1417 2431 305 448 822

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b01543
J. Phys. Chem. C 2019, 123, 12104−12116

12113

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b01543/suppl_file/jp9b01543_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.9b01543


longer residence time and higher conversion and energy
efficiency.
In general, as dissociation upon collision with molecules M,

especially from the higher vibrational levels, is the most energy
efficient CO2 dissociation mechanism (see above), the
increasing contribution of this process explains the higher
and more energy efficient CO2 conversion at higher cooling
rates, as predicted by the model (cf. Figure 11).
One could expect that the VDF would also show more

pronounced overpopulation of the higher vibrational levels at
higher cooling rates, but this is not predicted by the model (cf.
Figure S.8 in the SI). Indeed, the VDF at the end of the pulse
is almost not affected, while the VDF at the end of the
afterglow drops faster for the higher levels upon higher cooling.
The latter can be explained by the fact that the VDFs are
anyway thermalized at the end of the afterglow and a lower gas
temperature (upon higher cooling) thus causes a faster drop of
the VDF. The fact that the VDF during the pulse is not
affected might at first sight be unexpected, as the lower VT
rates would cause a more pronounced overpopulation of the
higher vibration levels. However, the latter is compensated by
the loss of these higher vibrational levels due to dissociation
upon collision with other molecules M, as illustrated in Figures

12 and S.7. Thus, although the net effect on the VDF is
negligible, the loss process of these high vibrational levels is
different: they do not get lost in VT relaxation (which is a pure
loss process), but they are used for the most energy efficient
CO2 dissociation process, explaining the rise in CO2
conversion and energy efficiency, as illustrated in Figure 11
above.
It should be noted that applying extra cooling will also cost

energy, so it will increase the SEI in practice, which is not
accounted for in our simulations. Therefore, the enhancement
in energy efficiency will be less pronounced as predicted by our
model. However, conceptual studies like these are interesting
to pinpoint how in theory it is possible to reach more energy
efficient CO2 conversion in NRP discharges. In summary, our
model predicts that a higher cooling reduces both VT
relaxation and the recombination reaction (CO + O + M →
CO2 + M) in the afterglow so that the net contribution of
dissociation of the higher vibrational levels upon collision with
molecules M rises, and this generally explains the higher CO2
conversion and energy efficiency.

4. CONCLUSIONS
We developed a chemical kinetics model to elucidate the main
dissociation mechanisms of CO2 in an NRP discharge. We
compared the calculated conversions and energy efficiencies
with experimental results in a wide range of SEI values, as well
as the evolution of gas temperature and CO2 conversion in the
afterglow. The calculation results are in satisfactory agreement
with the experiments, which indicates that our model can
provide a realistic picture of the underlying chemistry in the
NRP discharge and can be used to identify its limitations and
suggest further improvements.
The NRP discharge shows promising results for both CO2

conversion and energy efficiency (or energy cost), by
stimulating vibrational excitation. Indeed, more than 20% of
all CO2 dissociation occurs from the highest asymmetric
stretch mode levels (V16−V21), mainly by dissociation upon
collision with an O atom or with another molecule M, while
67% of the dissociation occurs from the lowest and middle
levels (Va−Vd and V1−V15) and 9% from the CO2 ground
state, mainly by electron impact dissociation through electronic
excitation. However, in between the pulses (i.e., during the so-
called afterglows), fresh gas entering the plasma, VT relaxation
(depopulating the higher vibrational levels), and recombina-
tion reactions (mainly CO + O + M → CO2 + M) limit the
conversion and energy efficiency. The latter two processes also
induce intense heating just after the pulses, causing self-
acceleration, as both processes are enhanced at higher gas
temperature. Nevertheless, the performance of the NRP
discharge is very competitive with other plasma sources used
for CO2 conversion.
To further improve the performance, we propose extra

cooling in the afterglows. Our model predicts that a 5 or 10
times higher cooling rate can increase both the conversion and
energy efficiency by about a factor of 2, for SEI values below
2.3 eV per molecule. Indeed, in general, extra cooling slows
down the rate of the recombination reaction (CO + O + M →
CO2 + M) and enhances the contribution of the highest
vibrational levels in the overall CO2 dissociation, making the
conversion more energy efficient. However, we must note that
the energy cost for extra cooling was not yet taken into
account, so the improvement in energy efficiency will be
somewhat overestimated. Nevertheless, this conceptual study is

Figure 12. Net contribution of the different dissociation processes as
a function of SEI, for a cooling rate twice (a), 5 times (b), and 10
times (c) higher than in the original model. The results should be
compared with Figure 8 above.
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very useful to reveal how more energy efficient CO2 conversion
can be reached in NRP discharges. We hope that these
predictions can inspire other groups to evaluate the effect of
cooling in practice.
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values (different from those shown in the paper, i.e., 1.6
and 3.4 eV per molecule); more details on the CO2
dissociation and formation mechanisms, both overall
and specifically in the afterglow, as well as the
contribution of the different vibrational levels to the
overall CO2 dissociation, for other SEI values than
shown in the paper (i.e., 0.7, 3.4, and 4.7 eV per
molecule); the effect of cooling on the evolution of the
gas temperature as a function of traveled distance
between the pin HV electrode and grounded electrode
for different SEI values (i.e., 0.7, 1.6, and 4.7 eV per
molecule), on the net contribution of the different
vibrational levels to the overall CO2 dissociation for
different SEI values, and on the VDF (at SEI = 1.6 eV
per molecule) at the end of the pulse and afterglow
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