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ABSTRACT: Microwave plasmas are one of the most promising techniques for
CO2 conversion into value-added chemicals and fuels since they are very energy
efficient. Nevertheless, experiments show that this high energy efficiency is only
reached at low pressures and significantly drops toward atmospheric pressure, which
is a clear limitation for industrial applications. In this paper, we use a zero-
dimensional reaction kinetics model to simulate a CO2 microwave plasma in a
pressure range from 50 mbar to 1 bar, in order to evaluate the reasons for this
decrease in energy efficiency at atmospheric pressure. The code includes a detailed
description of the vibrational kinetics of CO2, CO, and O2 as well as the energy
exchanges between them because the vibrational kinetics is known to be crucial for
energy efficient CO2 splitting. First, we use a self-consistent gas temperature
calculation in order to assess the key performance indicators for CO2 splitting, i.e.,
the CO2 conversion and corresponding energy efficiency. Our results indicate that
lower pressures and higher power densities lead to more vibrational excitation, which is beneficial for the conversion. We also
demonstrate the key role of the gas temperature. The model predicts the highest conversion and energy efficiencies at pressures
around 300 mbar, which is in agreement with experiments from the literature. We also show the beneficial aspect of fast gas
cooling in the afterglow at high pressure. In a second step, we study in more detail the effects of pressure, gas temperature, and
power density on the vibrational distribution function and on the dissociation and recombination mechanisms of CO2, which
define the CO2 splitting efficiency. This study allows us to identify the limiting factors of CO2 conversion and to propose
potential solutions to improve the process.

1. INTRODUCTION

The vast majority of energy used on our planet originates from
the combustion of fossil fuels, thus emitting CO2, a greenhouse
gas contributing to the increase of global warming.1 One of the
proposed strategies to reduce the CO2 concentration is its
conversion into value-added chemicals, such as CO.2 Low-
temperature plasmas have been shown to be an energy-efficient
way to dissociate CO2,

3 with reported energy efficiencies up to
90% in conditions of supersonic gas flow in a microwave
discharge.4 Recently, new efforts have been made to study the
possible industrial applications of CO2 conversion using
different plasma setups: dielectric barrier discharges
(DBDs),5−8 gliding arc discharges,9,10 and microwave (MW)
plasmas.11−16

These discharges have the interesting property to be in
nonequilibrium: the electrons typically have a much higher
translational temperature than the heavy particles (neutral and
ions). Such nonequilibrium behavior enables endothermic
reactions, such as CO2 dissociation, to occur without requiring
an increase of the gas temperature, thus saving energy. This is
especially relevant in the frame of energy-efficient processes. In
particular, the high energy efficiency obtained in MW and
gliding arc discharges is generally attributed to vibrational
excitation. At the relatively low electron temperature character-
istic for these types of discharges, i.e., between 1 and 2 eV,

vibrational excitation is one of the main mechanisms through
which electrons transfer their energy to the CO2 molecules,
leading to dissociation.3

While it was reported that the best energy efficiencies in MW
plasmas are obtained between 100 and 200 mbar,3 it would be
particularly interesting for industrial applications to use a
process working at atmospheric pressure. Indeed, the energy
efficiencies usually reported in the literature only take into
account the energy consumed by the plasma and not the total
energy consumption. In a real chemical installation, different
extra energy costs have to be taken into account, and the energy
consumption of a vacuum installation is typically not negligible.
In order to achieve better energy efficiencies on industrial-

scale devices, it is necessary to obtain a better understanding of
the different dissociation and recombination mechanisms of
CO2 and particularly the role of the vibrational kinetics.17 In
1967, Treanor et al.18 derived an analytical expression for the
population of the different vibrational levels in an anharmonic
oscillator, such as CO2, excluding the influence of dissociation
and VT transfers. It was shown that it is possible to obtain large
populations of highly excited vibrational levels under conditions
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of low gas temperature and large vibrational energy, i.e., strong
nonequilibrium conditions.
Computer modeling is particularly useful to provide detailed

information on processes that are difficult, or even impossible,
to measure experimentally. Within our group we developed a
chemical kinetics model to investigate in detail the plasma
chemistry of CO2 dissociation in a DBD and a MW
plasma.17,19−21 While in a DBD plasma the CO2 splitting
mainly proceeds by electron impact dissociation, as revealed by
several models,17,20,22 in a MW plasma the vibrational kinetics
are found to play a dominant role. In particular, we studied the
role of the reaction CO2 + O → CO + O2 on the energy
efficiency of CO2 conversion in a MW plasma, at a pressure of
100 Torr,19 as well as the effect of its activation energy. The
effect of adding N2 to CO2 on the dissociation mechanisms in a
MW plasma was also investigated.23 More recently, the
influence of the dissociation cross section by electron impact
was studied,24,25 advising the use of the Phelps 7 eV cross
section.26 In this study24 we observed, among others, that the
role of electron impact dissociation in a MW plasma diminishes
with increasing pressure. Pietanza et al. also investigated the
importance of the electron energy distribution function
(EEDF) and of vibrational excitation on the dissociation of
CO2.

27−29 Solving the Boltzmann equation, the authors showed
that the vibrational temperature has a large influence on the
relative contribution of the different dissociation processes.
In spite of these investigations, there is still a lack of detailed

understanding of the most important plasma parameters in a
MW discharge, such as the pressure, the power density, and the
gas temperature. These parameters have a strong influence on
the conversion and energy efficiency in a MW plasma and are
thus particularly relevant to gain a better understanding of the
underlying mechanisms and to improve the process of CO2
conversion.
The aim of the present research is thus to provide more

insights into the relevant dissociation and recombination
mechanisms of CO2 in a MW discharge, in a wide range of
conditions of pressure, power deposition, and gas temperature.
In particular, we will focus on the role of vibrational excitation
because of its importance for energy efficient CO2 splitting.
The paper is organized as follows. In part 2, we present the
equations solved by the model, the chemistry included, and the
most important parameters calculated by the model. The
Results section, part 3, is divided into two main parts. First, we
present a self-consistent gas temperature calculation, and we
investigate the conversion and energy efficiency in a wide range
of discharge conditions (part 3.1). Then, we consider a
simplified case with a fixed gas temperature to better
understand the effect of vibrational excitation (part 3.2) and
of the relative importance of the different dissociation and
recombination mechanisms for CO2 splitting (part 3.3), making
the link with the results shown in part 3.1. Furthermore, in part
3.4, we propose some possible ways to improve the
experiments based on all these findings. Finally, conclusions
are given in section 4.

2. MODEL DESCRIPTION
2.1. Equations Solved by the Model. We developed a

zero-dimensional chemical kinetics model using the code
ZDPlasKin.30 This model describes the plasma chemistry in a
CO2 nonequilibrium discharge. In order to account for the axial
variation of the various plasma quantities, the model follows a
volume moving through a cylindrical discharge tube and

passing through the plasma region. The 0D model only allows
following the axial variation of the plasma quantities and
considers a radially homogeneous plasma. Note that the
purpose of this study is to understand the effect of the different
parameters on the plasma in a general (surfatron) MW
discharge rather than in a specific setup, in order to make it of
broad interest. The plasma is formed using microwaves in a
quartz cylindrical discharge tube (see Figure 1), cooled to room
temperature.

The considered volume moves at a velocity ν calculated from
the conservation of the mass flow rate

ρ
=v

Q
A
m

(1)

where Qm is the mass flow rate; ρ = ∑snsMs is the gas mass
density; and A = πR2 is the tube cross-section area. ns is the
number density of the species s;Ms is the mass of species s; and
R is the tube radius.
By means of this velocity, the time dependence of the 0D

chemical kinetics model can be converted into an axial
dependence throughout the discharge tube. Therefore, it is
possible to express the power deposition as a function of z, the
axial coordinate (see Figure 1). We consider a triangular power
deposition density profile given by
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L is the plasma length; zp is the axial coordinate at which the
plasma starts; and Qmax is the maximum power deposition
density (see Figure 1). The mean power deposition density is
then Qmax/2. This expression of the power density is used in
part 3.1. In parts 3.2 and 3.3, we simply define a fixed power
density for a given time, so that the absorbed energy matches
the required specific energy input. In the case of using eq 2, the
total deposited power can be expressed as
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p

(3)

Given the lack of experimental data and the complex physics
giving rise to plasma contraction (in both the axial and radial
direction), it is difficult to estimate a priori the average power

Figure 1. Simplified schematic of the surfatron MW setup modeled in
this work and power deposition profile considered in the first part
(3.1) of the results.
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deposition density. In order to take into account the effect of
pressure on the power deposition, we decided to take a
maximum power deposition proportional to the pressure. The
effect of power deposition will be discussed in more detail in
sections 3.1, 3.2.1, and 3.3.1 below. The effect of radial
contraction of the plasma is not studied here, due to the
limitations of the 0D approach, which are discussed in more
detail in part 3.4. Note that the triangular profile of power
density is well suited for low pressures.31 Given the lack of
analytical expressions of power density profiles at higher
pressures, we have chosen to use it at all pressures investigated.
The density of the different plasma species considered in the

model is obtained by solving

∑= −
dn
dt

a a R[( ) ]
j

j j j
s

s
R

s
L

(4)

where asj
R and asj

L are the right- and left-hand stoichiometric
coefficients of species s in reaction j, respectively, and Rj =
kj∏lnl is the reaction rate of reaction j. kj is the rate coefficient
of reaction j, and nl is the species density of the reactants in
reaction j. Note that the surface reactions are not included in
the model. At the relatively high pressures considered in this
work, the characteristic time for the diffusion to the wall is
typically 1 order of magnitude (or more) higher than the
residence time. The effect of the wall is thus limited and can be
neglected in this study. However, in future work, we would like
to add this option to our model.
The plasma chemistry part (i.e., eq 4) is coupled to the

Boltzmann solver Bolsig+32 to calculate the EEDF, from which
the mean electron energy and the different electron impact rate
coefficients are obtained, based on cross-section data.
The gas temperature Tg is either taken as an input or

calculated using
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where γ =
C

C
p

v
is the specific heat ratio; kB is the Boltzmann

constant; Pel is the power transferred from the electrons to the
heavy particles through elastic collisions; ΔHj is the enthalpy of
reaction j; λ is the gas thermal conductivity; and Tw is the wall
temperature, taken to be 300 K in this work. The procedure to
obtain λ and γ is explained in our previous work.19,33 The last
term of the right-hand side of eq 5 corresponds to the cooling
due to heat conduction,34 assuming a parabolic radial profile for
the gas temperature and negligible axial gradients. Given the
radial contraction of the plasma at high temperature, its
behavior is in fact more complex, and a 2D or 3D description of
the plasma would be required to obtain a more accurate
description of the gas temperature and its gradients. On the
other hand, 0D modeling is sufficient and even more
appropriate for the present investigation, as it allows an
accurate description of the complex chemistry taking place in
the plasma and enables the assessment of the main chemical
processes occurring, thus giving valuable information on how to
improve the experimental CO2 conversion.
2.2. Chemistry Set. The chemistry set used in this work

was developed earlier in our group.17,19,23,24,33,35 It considers an
extensive list of species presented in Table 1, which includes 25
vibrational levels of CO2 (4 lumped symmetric mode levels +
21 asymmetric mode levels up to the dissociation limit).

Furthermore, 10 vibrational levels of CO and 4 vibrational
levels of O2 are considered.
The reactions taken into account in the model are listed in

the Supporting Information. This work adopts the rate
coefficients of the second paper of Kozaḱ et al.19 Table S1
shows the electron impact reactions, for which the rate
coefficients are derived from cross-section data and the
EEDF. The EEDF is calculated using the cross-section set
proposed by Grofulovic et al.,25 which was validated from the
comparison between swarm parameters calculated using a two-
term Boltzmann solver and the available experimental data.
Superelastic collisions with the vibrationally excited mole-

cules in the (0 1 0) bending mode, i.e., CO2va, are included, as
they might have a non-negligible effect on the EEDF.25 The
double arrows in Table S1 indicate that the reverse superelastic
collisions have been included in the kinetics part of the model.
The choice of a certain electron impact dissociation cross

section (here we use the Phelps cross section with threshold of
7 eV, as recommended in previous studies22,24,25,27−29) is
critical for such a study, as the difference in electron impact
reaction rates can be several orders of magnitude when using
different cross sections.24,36 Note that in more recent work
Pietanza et al.37 uses the Cosby and Helm electron impact
dissociation cross section.
Table S2 lists the electron−ion recombination reactions,

along with one other electron impact reaction, described by
analytical rate coefficients. Table S3 shows the reactions
involving ions, while Table S4 gives the neutral reactions
with vibrational energy exchanges. Note that the notations for
reactions involving vibrational exchanges have been changed
compared to our previous work.17 Finally, Table S5 presents
the different neutral reactions included in the model.
The methods used to calculate the rate coefficients of the

reactions with vibrationally excited molecules are explained in
detail in Kozaḱ et al.17 Note that we have not used the
reduction techniques proposed in our previous work33 in order
to keep our results as accurate as possible since we run the
model in a wide range of conditions, and it is not a priori
known which reactions are important or negligible at all these
conditions. Moreover, the model runs fast enough to keep the
full chemistry set.

2.3. Postprocessing of the Results. Besides the species
densities, the electron temperature, and gas temperature and

Table 1. List of Chemical Species Considered in the Model

neutral ground state species

CO2, CO, O2, O, C, C2O, O3, C2

charged species

CO2
+, CO3

−, O−, O2
−, CO4

+, CO+, C2O2
+, C2O3

+, C2O4
+,

C+, C2
+, O2

+, O4
+, O+, CO4

−, O4
−, O3

−, e−

vibrationally and electronically excited states

name energy (eV) state

O2v1−4 0.19, 0.38, 0.57, 0.7526

CO2v1−21 anharmonic oscillator38 (0 0 n)
CO2va 0.083 (0 1 0)
CO2vb 0.167 (0 2 0) + (1 0 0)
CO2vc 0.252 (0 3 0) + (1 1 0)
CO2vd 0.339 (0 4 0) + (1 2 0) + (2 0 0)
COv1−10 anharmonic oscillator39

O2e1 0.9840 A1Δ, B1Σ
O2e2 8.40 eV40 B3Σ + higher triplets
CO2* 10.5 eV26 1Δu
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the rates of the chemical reactions between all species, the
model also calculates the CO2 conversion and corresponding
energy efficiency. The definition of CO2 conversion is given by

χ = −
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

v z n z

v z n z
(%) 100% 1

( ) ( )

( ) ( )
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total
end

0 CO
total

0

2
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where z0 = 0 cm is the initial position and zend = 30 cm is the
final position. nCO2

total is the sum of the densities of all CO2 species
included in the model. In all the cases considered here, the CO2
density is constant at the final position (zend = 30 cm).
To calculate the energy efficiency, we first need to define the

specific energy input (SEI)

=
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where e is the elementary charge, used to convert J into eV; Tref
= 273.15 K is the reference temperature; and pref = 105 Pa is the
reference pressure. The factor 10−6 comes from the conversion
of the flow, typically expressed in standard cm3, into standard
m3.
The energy efficiency of the conversion is then expressed as

η
χ

=
· ( )
( )

(%)
(%) 2.9

SEI

eV
molecule

eV
molecule (8)

where 2.9 (eV/molecule) is the energy cost of splitting one
CO2 molecule into CO and 1/2 O2.
Furthermore, the model also provides information on the

relative contribution of the various vibrational levels to the
dissociation mechanisms of CO2. The relative contribution of a
given level i is defined as

∫
∫

=
∑

∑

τ

τ
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R t

R t
(%) 100%

d

d
i j i

j j

0
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Where the definition of τ, the integral upper bound, is
explained in the text below. The index j refers here to all the
dissociation reactions. The index i refers to all the reactions
taking place from level vi. In part 3.1, the contributions
indicated in the text are the result of an integration from t = 0
to the end of the simulation (i.e., when z = 30 cm).
Finally, we also calculate the vibrational temperature of CO2,

as it provides an indication of the extent of vibrational
population. The vibrational temperature is calculated from the
population of the first asymmetric mode level of CO2 since the
contribution of the other levels to the total vibrational energy is
typically low. It is obtained by assuming a Maxwellian
distribution for the vibrational population, i.e.

=
−

( )
T

E

ln n
n

v
1

1

0

where E1 is the energy of the first asymmetric mode level (0.29
eV); n1 is its density; and n0 is the ground state density.

3. RESULTS AND DISCUSSION
3.1. Self-Consistent Calculation of the CO2 Conversion

and Energy Efficiency. It is known that the gas temperature
plays a very important role for energy-efficient CO2 conversion,

as will also be shown in parts 3.2 and 3.3 below. However, in
practice, the gas temperature cannot easily be controlled since it
is the result of the heat produced and absorbed by the plasma.
Given its importance for the conversion and in order to mimic
real experimental conditions, and particularly to predict the
energy efficiency for CO2 conversion, it is necessary to include
a self-consistent description of the gas temperature, as we did in
our previous work.19,33 Therefore, in this section, we perform
self-consistent calculations of the plasma behavior, and we
calculate the CO2 conversion and corresponding energy
efficiency as a function of pressure. The gas flow rate is kept
constant in all the simulations, i.e., Φ = 10 slm. Also the SEI is
kept constant, i.e., 2 eV/molecule, which implies that the total
power is also kept fixed. The goal of this part is to understand
the different processes taking place in a realistic calculation, in
order to understand what causes the limitations of the CO2
conversion and energy efficiency. The individual effects of gas
temperature, power deposition, and pressure will be studied in
more detail in parts 3.2 and 3.3.
Figure 2 shows the calculated CO2 conversion and the

energy efficiency as a function of pressure. The maximum

power density Qmax is taken proportional to the pressure,
ensuring that each CO2 molecule receives the same amount of
energy per time unit. We do not know the exact relationship
between both, as it depends on the plasma volume, and the
latter is not exactly known, so each curve corresponds to a
different proportionality coefficient. For the red curve, Qmax =
50 W·cm−3 at 50 mbar and Qmax = 1 kW·cm−3 at 1 bar, while
for the other curves, we used a higher power density, by
multiplying the latter with a factor 2, 5, or 10, to investigate the
effect of a higher power density. Since the total power input
(and the SEI) are kept constant (i.e., SEI = 2 eV/molecule),
increasing the power density by a certain factor makes the
plasma volume shrink by the same factor. Finally, the green
curve shows the calculated CO2 conversion when the cooling
term (last term of eq 5) is multiplied by 10 in the afterglow
(i.e., after the power deposition stops), for the normal power
density profile (see detailed discussion below).
It is clear from Figure 2 that the conversion and energy

efficiency are linearly proportional to each other in this case,
which is logical because the SEI is kept constant, and the energy

Figure 2. CO2 conversion and corresponding energy efficiency as a
function of pressure for different power deposition densities (see text)
and for an increased cooling term in the afterglow (with the standard
power density). Φ = 10 slm; SEI = 2 eV/molecule.
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efficiency is calculated from the conversion and the SEI (see eq
8 above). Thus, the conversion and energy efficiency show
exactly the same dependency with pressure. The model predicts
a maximum conversion and energy efficiency at 400 mbar for
the normal power deposition density (red curve) and at 300
mbar for the other power deposition density profiles. This
trend is in agreement with previous experiments.3 For all the
cases considered here, the conversion thus increases with
pressure at low pressure, reaching between 13 and 20%
conversion between 200 and 300 mbar, followed by a slow
drop, reaching 6 to 7% at atmospheric pressure. The
corresponding energy efficiency is 1.45 times this value, i.e.,
between 19% and 30% at a pressure between 200 and 300
mbar, followed by a slow drop, reaching 11−15% at
atmospheric pressure. These values are slightly lower than the
measurements of Bongers et al.,16 where energy efficiencies of
about 40% have been found in a range between 150 and 400
mbar and for an SEI of 1.7 eV/molecule. This difference may
be partly explained by the complexity of the flow pattern in
their setup, which makes a more detailed comparison difficult.
The different approximations made in this work and their effect
are discussed in part 3.4.
The effect of the power deposition density is important at

low pressure, and we see that a higher power deposition density
increases the conversion and energy efficiency, in spite of the
fact that the total power deposition, and thus the SEI, is kept
constant. This indicates that at low pressure a higher power

density seems more important in determining the conversion
and energy efficiency than a larger plasma volume. When the
pressure increases, the difference between the different power
densities becomes rather small, and increasing the power
deposition density even has a slightly negative impact on the
conversion and energy efficiency.
We also investigated the effect of faster cooling in the

afterglow, as this will affect the recombination of CO back into
CO2 (see details in parts 3.2 and 3.3 below) and thus the
overall CO2 conversion and energy efficiency. It is clear from
Figure 2 that, in contrast to the effect of power deposition
density, the effect of a faster cooling is almost negligible at
pressures below 200 mbar, but it becomes particularly beneficial
at pressures of 300 mbar and above. The maximum conversion
and energy efficiency are then shifted between 600 and 800
mbar, and they reach 23% conversion, with 33% energy
efficiency. At atmospheric pressure, when applying this faster
cooling, the conversion reaches 20%, with 29% energy
efficiency, while it was only 6% (with 10% energy efficiency)
with the normal cooling term. This clearly illustrates that faster
cooling in the afterglow can indeed drastically improve the CO2

conversion and corresponding energy efficiency. The latter
result is of great interest for practical applications. This faster
cooling might be realized by applying a supersonic gas flow,
which has indeed been demonstrated to give rise to more
energy efficient CO2 conversion.

4

Figure 3. Reaction rates of the three main dissociation mechanisms (full lines) and two main recombination mechanisms (dashed lines), as a
function of time, for three different pressures, 100 mbar (a and d), 300 mbar (b and e), and 1 bar (c and f), and for a regular power density profile (a,
b, and c) and a 5 times higher power profile corresponding to a plasma contracted by a factor 5 (d, e, and f).
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To understand the trend of CO2 conversion and energy
efficiency with rising pressure, we study in detail the
dissociation and recombination processes. Figure 3 illustrates
the reaction rates of the three main dissociation and two main
recombination mechanisms. The results are shown for three
different pressures (100 mbar, 300 mbar, and 1 bar) and for
two different power deposition density profiles each,
corresponding to the red curve of Figure 2 (i.e., Figure 3a, b,
c) and to the black curve of Figure 2 (i.e., Figure 3d, e, f). The
time t = 0 is chosen as the beginning of the plasma, i.e., where
the MW power is first applied (see Figure 1 above). The end
time of the plasma is easily identifiable by looking at the
electron impact dissociation rate (red curve) since this rate
drops right after the plasma (i.e., when the MW power
deposition drops to zero) and is negligible in the afterglow. The
residence time naturally depends mostly on the size of the
plasma. As the power deposition density is a factor 5 higher in
the right panels (Figure 3d, e, f) than in the left panels (Figure
3a, b, c), the plasma volume is a factor 5 lower, at constant total
power (and SEI). This explains why the residence time is about
a factor 5 shorter in the right panels. It is not exactly a factor 5
since the gas temperature is self-consistently calculated and also
plays a role in determining the residence time. Note that the
time in Figure 3 can easily be transferred to the position in the
plasma, by looking at Figure 1 above.
The dissociation rates are strongly correlated with the

evolution of other plasma parameters, such as the electron
density, the gas temperature, and the vibrational temperature.
Figure 4 shows the evolution of the electron density (left y-
axis), as well as of the gas temperature Tg and the vibrational

temperature Tv (right y-axis) as a function of time. The results
are again shown for three different pressures (100 mbar, 300
mbar, and 1 bar) and for two different power deposition density
profiles each, i.e., the same conditions as in Figure 3 and with
the normal cooling term.
In all the cases shown here, electron impact dissociation is

the dominant dissociation mechanism in the first part of the
plasma, i.e., before the gas temperature increases.
Further in the plasma region, i.e., at later times, the gas

temperature increases due to VT relaxation, and thus the rates
of the neutral reactions rise. As a consequence, the two other
main dissociation mechanisms (N1 and N2) become relatively
more important. The gas temperature starts decreasing before
the end of the plasma since the power deposition density drops
(cf. the triangular profile illustrated in Figure 1 above). At 1 bar,
the gas temperature decreases more slowly because the
recombination reactions become more important (cf. Figure
3) and are exothermic and also because the gas has a larger heat
capacity at higher pressure.
The dissociation of CO2 upon collision with O atoms, i.e.,

reaction N2, is the main dissociation mechanism at the end of
the plasma and in the afterglow. For high power depositions
(Figure 3d, e, and f), the role of reaction N1 becomes slightly
more important, although at 300 mbar (Figure 3b) and 1 bar
(Figure 3c), it plays a non-negligible role in the case of the
lower power deposition too.
At 100 mbar (Figure 3a), electron impact dissociation is

overall clearly the main dissociation mechanism. When the
pressure increases, its role becomes less and less important
compared to the role of reactions N1 and N2. More specifically,

Figure 4. Evolution of the electron density ne (red curve, left axis), the gas temperature Tg (blue curve, right axis), and the vibrational temperature Tv
(orange curve, right axis), as a function of time, for three different pressures, 100 mbar (a and d), 300 mbar (b and e), and 1 bar (c and f), and for a
regular power density profile (a, b, and c) and a 5 times higher power profile corresponding to a plasma contracted by a factor of 5 (d, e, and f). Note
the different y axis values for the electron density between the left and the right panels.
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at 100 mbar, electron impact dissociation accounts for 66% of
the entire CO2 dissociation with both power deposition
profiles. The relative contribution of electron impact
dissociation clearly decreases upon increasing pressure and is
only around 4% at atmospheric pressure in both cases. Reaction
N1 accounts for 2%, 11%, and 5% of the total dissociation at
the regular power deposition profile, at 100 mbar, 300 mbar,
and 1 bar, respectively. Finally, reaction N2 contributes 33%,
59%, and 91% to the total dissociation at 100 mbar, 300 mbar,
and 1 bar, respectively. On average, the relative importance of
these different mechanisms is not much influenced by the
choice of power deposition. However, the absolute value of the
dissociation reaction rates is higher when increasing the power
density, especially at low pressure. It is clear that reaction N2 is
by far the most important dissociation mechanism at
atmospheric pressure. However, as mentioned above, the O
atoms which contribute to reaction N2 mainly originate from
the reverse reaction N4, which indicates that both reactions
reach a sort of equilibrium, thereby limiting the conversion at
atmospheric pressure. It also explains why the cooling in the
afterglow has a beneficial effect on the conversion at higher
pressure. Indeed, recombination is a strong limiting factor at
higher pressure, and a faster cooling partly prevents these
reactions from happening, as we will see below.
The vibrational temperature profiles, shown in Figure 4,

show that the level of nonequilibrium (characterized by Tv/Tg)
is higher at low gas temperatures, low pressures, and high
power densities. Indeed, at 100 mbar, the maximum of Tv/Tg is
2 at t = 0.9 ms with the regular power deposition profile, while
it reaches 3 at t = 0.3 ms with the 5 times higher power
deposition. At 300 mbar, the maximum Tv/Tg is 1.62 (at t = 0.7
ms) and 2.2 (at t = 0.15 ms), for the normal power deposition
and the 5 times higher power deposition, respectively. At 1 bar,
it is 1.37 (t = 0.5 ms) and 1.71 (t = 0.16 ms) at the normal and
5 times higher power deposition, respectively. However, in all
these cases, as soon as the gas temperature increases, the ratio
Tv/Tg becomes close to 1, indicating that the vibrational
distribution becomes thermal in all cases investigated. There-
fore, it seems that the nonequilibrium is better exploited with
low pressures and high power deposition, but even in these
cases, it is only present when the gas temperature remains low.
The next two parts (3.2 and 3.3) are dedicated to understand
how to better exploit the nonequilibrium of the discharge and
why some conditions (higher power deposition and cooling in
the afterglow) give a better conversion and energy efficiency.
3.2. Vibrational Distribution Function (VDF). In order

to better understand the above results, we study here the effect
of the different parameters (i.e., power deposition, pressure,
and temperature) on the vibrational distribution function
(VDF). We assume here that the power deposition rises
immediately from 0 to the indicated Qmax at t = 0. The gas
temperature is taken as a constant. At t = 0, the gas is pure CO2,
and the VDF is taken as a Maxwellian (i.e., n(CO2[vi]) = n0
exp(−Ei/kbTg), with n0 as a normalization constant). In this
part and in part 3.3, since all the required inputs are fixed as a
function of time, it is not necessary to use the plug-flow
approximation. Instead, we assume that a certain power
deposition Qmax is applied to a volume of gas V at a
temperature Tg from a time t = 0 to t = τ.
3.2.1. Effect of Power Deposition on the VDF. Figure 5

shows the VDF at a pressure of 100 mbar for two different
power densities (Qmax = 100 W·cm−3 and 500 W·cm−3) and
two gas temperatures, i.e., 300 K (Figure 5a) and 2000 K

(Figure 5b). The temperature in a MW plasma is typically
between 2000 and 3000 K.41 However, it is generally known
that a lower gas temperature can give rise to a (relatively)
higher vibrational excitation, and it is thus interesting to study
the effect of temperature on the VDF. The VDFs are shown for
different times: t = 0, t = 1 μs, t = 10 μs, and t = 100 μs, which
are characteristics times in the temporal evolution of the plasma
(see below). In most cases, a quasi-equilibrium is reached at t =
100 μs (or before). The VDF at t = 0 is assumed to be
Maxwellian (straight line on the y-log plot) with vibrational
temperature being equal to the gas temperature. When applying
microwave power, the vibrational level population gradually
increases. The higher the power deposition density, the faster
the increase of the vibrational population. The vibrational
excitation eventually saturates, to a level that depends on the
conditions.
At a gas temperature of 300 K, for both power deposition

values, a quasi-steady state is reached at around 100 μs (orange
curves). In the case of a power deposition of 100 W·cm−3, the
vibrational temperature reaches 1050 K at t = 100 μs. In the
case of a power deposition of 500 W·cm−3, the vibrational
excitation is much more pronounced, and the vibrational
temperature reaches 2120 K. Note that these values are much
higher than the gas temperature of 300 K, clearly demonstrating
the nonequilibrium character of the MW plasma at these
conditions. The intermediate vibrational levels from v5 to v15
more or less form a plateau and thus have very similar
populations. This is due to the effectiveness of energy exchange
between two vibrational levels (i.e., so-called VV relaxation), as
described in Treanor et al.18 For levels with higher energies
(i.e., above v15), the dissociation rate coefficients are much

Figure 5. Vibrational distribution functions at different times (see
legend) for a gas temperature of 300 K (a) and 2000 K (b) and a
pressure of 100 mbar. The results are shown for two different power
densities: Qmax = 100 W·cm−3 (dotted lines) and Qmax = 500 W·cm−3

(dashed lines).
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higher (due to a lower activation energy). Therefore, the
population of these levels is lower since their lifetime is much
shorter. This phenomenon is described in more detail in part
3.2.3 below. The difference in vibrational excitation with power
deposition can easily be explained: the higher the power
deposition, the higher the electron density, since more energy is
available to ionize the CO2 molecules. Indeed, at t = 100 μs, the
electron density is calculated to be 2.3 × 1016 m−3 and 1.2 ×
1017 m−3 for a power deposition of 100 W·cm−3 and 500 W·
cm−3, respectively. It is interesting to note that the electron
density is almost proportional to the power deposition for a
given pressure and gas temperature. The electron temperature
stays, however, practically the same at around 1.8 eV. Indeed,
the higher power density gives rise to a higher electron density,
so the applied energy has to be distributed over more electrons,
explaining why their mean energy does not rise with higher
power density. Note that the values of electron density that are
self-consistently calculated here are lower than the ones used in
our previous work.19 Indeed, in Kozaḱ et al.,19 relatively high
values, above the range that would be expected for typical MW
plasma conditions, were used as a way to show how to optimize
vibrational excitation for a given pressure and E/N, but they
were not self-consistently calculated in the model.
At 2000 K, the population of the vibrational levels in a

Maxwellian distribution, i.e., at t = 0, is of course much higher
because more energy is available for populating these levels
thermally. Therefore, the effect of the plasma on the VDF is
less obvious, although some overpopulation for levels v5 and
higher is still clearly visible. Furthermore, a quasi-equilibrium is
reached faster (i.e., within less than 1 μs; see Figure 5b) for
both power deposition values. Because the energy exchange
upon collision between vibrational levels and ground state
molecules, which depopulates the vibrational levels, i.e., so-
called VT relaxation, increases with gas temperature, the VDF
tends to become more thermalized at higher gas temperature.
Starting from t = 1 μs, the vibrational temperature is calculated
to be 2060 and 2290 K for a power deposition of 100 W·cm−3

and 500 W·cm−3, respectively. These values are only slightly
higher than the gas temperature, indicating that the MW
plasma tends to be close to thermal equilibrium at these
conditions.
In summary, we can state that a higher power deposition

gives rise to more vibrational excitation, whereas a higher gas
temperature tends to thermalize the VDF. This is consistent
with our previous findings (Figure 4), where we saw that the
value Tv/Tg is higher in those regions of the discharge
characterized by a low gas temperature and a high power
deposition.
3.2.2. Effect of Pressure on the VDF. Figure 6 shows the

VDF at different times (t = 0, t = 1 μs, t = 10 μs, and t = 100
μs), again for a gas temperature of 300 K (Figure 6a) and 2000
K (Figure 6b). Two different pressures and corresponding
power densities are considered, i.e., 50 mbar at 50 W·cm−3 and
1 bar at 1 kW·cm−3. Note that we again assume the power
deposition to be proportional to the pressure, ensuring that
each CO2 molecule receives the same amount of energy per
time unit, so that we can better evaluate the effect of pressure.
At a gas temperature of 300 K and atmospheric pressure (1

bar), the VDF reaches a quasi-steady state after 10 μs. The
vibrational temperature reaches 620 K, despite the high power
deposition. At lower pressure (50 mbar), a quasi-steady state is
reached only after approximately 100 μs. The shape of the VDF
is similar to the VDF in the 1 bar case. However, the vibrational

temperature reaches 1170 K, indicating that the MW plasma is
more out-of-equilibrium at lower pressure. For comparison, at
100 mbar and 100 W·cm−3, the vibrational temperature was
calculated to be 1050 K (see previous section), hence in
between the results at 50 mbar and 1 bar, clearly illustrating the
effect of the pressure. At 50 mbar, the plateau is also present
but with a population about 1 order of magnitude higher than
at atmospheric pressure. This is mainly due to the higher VT
vibrational energy losses in the plasma at atmospheric pressure,
resulting in a less pronounced degree of vibrational excitation.
At a gas temperature of 2000 K, the VDF reaches again a

quasi-steady state much faster, in less than 1 μs. The difference
with a Maxwellian distribution is only significant from level v5 at
50 mbar and from level v8 at 1 bar. The overpopulation from
the Maxwellian distribution, or in other words, the degree of
nonequilibrium, is again obviously less important compared to
the 300 K case. However, the normalized density of the
vibrationally excited levels is higher at 2000 K than at 300 K,
both at 50 mbar and at 1 bar, because the levels are also
partially thermally populated.
Thus, we can conclude that a higher pressure, just like a

higher temperature, tends to make the VDF thermalize faster,
and it is thus detrimental for the vibrational excitation. This is
also consistent with our previous results (Figure 4), which
revealed that the ratio Tv/Tg was maximum at low pressures
and low gas temperatures.

3.2.3. Effect of Dissociation and Vibrational−Transla-
tional (VT) Relaxation Reactions on the VDF. It is known that
the Treanor distribution has a higher population of the highest
vibrational levels, and this would be beneficial for CO2 splitting
because these levels tend to dissociate easily. However, the

Figure 6. Vibrational distribution functions at different times (see
legend) for a gas temperature of 300 K (a) and 2000 K (b). The
results are shown for two different pressures and power densities: p =
50 mbar and Qmax= 50 W·cm−3 (dotted lines) and p = 1 bar and Qmax
= 1 kW·cm−3 (dashed lines).
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VDFs shown above do not exhibit this Treanor distribution.
The reason is that the classical Treanor distribution is derived
for the case of anharmonic molecules without dissociation
reactions and VT relaxation. To demonstrate this, we show
here the effect of the dissociation reactions and VT relaxation
on the VDF. For this purpose, we considered a chemistry set
without dissociation reactions (i.e., the reactions N1, N2, N5,
X3, X4, X5, X6, and X7 from Table S1 and Table S5 in the
Supporting Information are removed, as well as all the reactions
from Table S3 involving the CO2 molecules) and a set without
dissociation reactions and VT relaxation (reactions V1, V2a,
V2b, and V2c from Table S4). We compare the results with
those obtained using the full chemistry set. Figure 7 shows the

VDF obtained using the full chemistry set and the chemistry set
without dissociation reactions at t = 300 μs, for a gas
temperature of 300 K, a pressure of 50 mbar, and a power

deposition density of 200 W·cm−3. At this time of 300 μs, a
quasi-equilibrium has been reached for the VDF. Note that this
quasi-equilibrium is reached after a longer time in the case
without dissociation. We also compare with the corresponding
Maxwellian distribution at a temperature of 300 K and with the
Treanor distribution at a gas temperature of 300 K and a
vibrational temperature of 3010 K. The latter corresponds to
the vibrational temperature of the actual VDF calculated
without dissociation reactions (see below). Note that a
relatively high power density, a low pressure, and a low gas
temperature are used for this comparison, in order to clearly
show the Treanor effect. Indeed, with a lower power density
and a higher gas temperature and pressure, as shown above, the
vibrational excitation is weaker, and both the actual VDF and
the Treanor distribution are then closer to a Maxwellian
distribution. It is thus more difficult to observe the Treanor
effect.
The comparison between the two VDFs obtained with and

without dissociation reactions shows that without dissociation
the highly excited levels are more populated than when
dissociation is considered. This is very logical and attributed to
the large dissociation rate coefficients associated with these
levels since the activation energy of the different dissociation
reactions is significantly lower for the highly excited levels. It is
interesting to note that when neglecting dissociation the
highest levels of the VDF are even more populated than the
intermediate levels, as is also the case for the Treanor
distribution. The vibrational temperature is calculated to be
2500 K with dissociation and 3010 K without dissociation
reactions.
The VDF calculated without dissociation reactions is in

reasonable agreement with the analytical predictions of Treanor
et al.,18 in which the dissociation reactions were also not
considered. A large difference is still visible for the highly
excited levels, as the Treanor distribution predicts a higher
population of these levels. However, in reality, dissociation of
CO2 does take place, and thus, it is clear from Figure 7 that the
Treanor distribution greatly overestimates the real VDF and

Figure 7. Vibrational distribution functions at a pressure of 50 mbar, a
power density of 200 W·cm−3, and a gas temperature of 300 K. The
blue curve corresponds to the VDF obtained using the full chemistry
set. The black curve was obtained by neglecting the dissociation
reactions. The green curve was obtained by neglecting the dissociation
reactions and the VT relaxation reactions. The orange curve is
calculated using the analytical formula of a Treanor distribution, while
the red curve shows a Maxwell distribution at 300 K.

Figure 8. Reaction rates of the three main dissociation mechanisms of CO2 (X7, N1, N2; solid lines) and the two main recombination mechanisms
forming again CO2 (N3, N4; dashed lines), averaged from t = 0 to t = τ, as a function of the power deposition, for a pressure of 100 mbar and a gas
temperature of 300 K (a), 1000 K (b), 2000 K (c), and 3000 K (d).
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can thus not be used to predict CO2 splitting in a plasma in a
realistic way.
Finally, the VDF calculated without dissociation and VT

relaxation reactions (green curve in Figure 7) has a similar
shape as the one without dissociation (black curve in Figure 7),
but its vibrational temperature is much higher (i.e., 4300 K
compared to 3010 K), clearly demonstrating that VT relaxation
is also responsible for the loss of vibrational energy.
3.3. Dissociation and Recombination Mechanisms of

CO2. Now that we understand how the VDF varies with the
operating conditions, we want to investigate the effect on the
dissociation and recombination mechanisms of CO2, to better
understand the self-consistently calculated CO2 conversion and
energy efficiency in the range of conditions investigated in part
3.1. The same conditions as in the previous part (3.2) are
considered here: the VDF is Maxwellian at t = 0, and the power
deposition rises from 0 to Qmax at t = 0. In all the conditions
tested here, our calculations predict that the main dissociation
mechanisms of CO2 are electron impact dissociation and
dissociation upon collision with O atoms or any other molecule
(denoted as M), i.e., reaction X7 (CO2 + e− → CO + O + e−)
in Table S1 and reactions N1 (CO2 + M → CO + O + M) and
N2 (CO2 + O → CO + O2) in Table S5 from the Supporting
Information. The reaction rates shown here are taken as the
sum of the reaction rates from the ground state and
vibrationally excited states.
To compare the data, we introduce the quantity τ, which is

the time after which each molecule in the considered volume
has received an energy of 1 eV in average

τ =
p

T Q k
e

g max B

where e is the elementary charge, used to convert J into eV; p is
the pressure; and Qmax is the power deposition density, both
expressed in SI units. This allows us indeed to compare the
average reaction rates in a period during which each CO2
molecule has received the same amount of energy, so that the
latter is kept constant. τ can thus be considered as a
characteristic time of the plasma, which would be the residence
time in a discharge with an SEI of 1 eV/molecule. The rates are
thus averaged in the plasma only and not in the afterglow,
although the variations of the rates in the afterglow with the gas
temperature can be inferred from these results. This averaging

is necessary to compare the different data. However, since the
time τ varies with the conditions, this averaging can have some
consequences on the results, which are indicated in the text.

3.3.1. Effect of Power Deposition on the Dissociation and
Recombination Mechanisms. Figure 8 shows the reaction
rates of the three main dissociation processes of CO2, as well as
the two main recombination processes, forming again CO2, for
different values of power deposition and gas temperature, at a
pressure of 100 mbar. The reaction rates are averaged from t =
0 to t = τ. Note that the density of the gas molecules changes
with the gas temperature (according to the ideal gas law), thus
the absolute value of the reaction rates also changes since it
depends on the density of the reactants.
At Tg = 300 K (Figure 8a), electron impact dissociation is the

main dissociation process for low power deposition: from 50 to
200 W·cm−3, reactions N1 and N2 are negligible. However,
when the power density increases, these two reactions become
increasingly important and end up contributing even slightly
more than electron impact dissociation. At Tg = 1000 K (Figure
8b) and Tg = 2000 K (Figure 8c), electron impact dissociation
is by far the main dissociation mechanism, while reactions N1
and N2 are almost negligible. Finally, at Tg = 3000 K (Figure
8d), electron impact dissociation is not so important at low
power deposition (i.e., below 200 W·cm−3), however, it
becomes increasingly important upon higher power deposition,
while the importance of N1 and N2 stays almost constant with
increasing power deposition.
Note that in all the cases shown here the average value of the

electron impact dissociation rate linearly increases with power
deposition. This can be explained by the fact that the electron
density also linearly increases with power deposition, while the
electron temperature stays constant; thus the rate coefficient
stays almost constant.
At all the conditions shown here, the two major

recombination reactions forming again CO2, i.e., the three-
body recombination of CO with O atoms (reaction N3 from
Table S5) and the two-body recombination of CO with O2
molecules (reaction N4 from Table S5), are almost negligible
compared to the dissociation reactions at this low pressure of
100 mbar. This means that no equilibrium has been reached yet
between the dissociation reactions and their reverse recombi-
nation processes. Only at Tg = 3000 K, reaction N4 has a
reaction rate comparable to electron impact dissociation for low

Figure 9. Relative contribution of the vibrational levels to the overall CO2 dissociation at a pressure of 100 mbar, for different values of power
density (see legend) and different gas temperatures, i.e., 300 K (a), 1000 K (b), 2000 K (c), and 3000 K (d).
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power deposition values. However, the average rate of this
recombination process clearly decreases with increasing power
deposition. This is caused by the fact that τ drops upon rising
power deposition. Therefore, the rate is averaged over a shorter
time, at the beginning of the conversion. During this time τ, the
reaction products of CO2 splitting (CO and O2) do not have
time to build up yet. Indeed, since most of the conversion is
thermal in this case, the rise in CO2 dissociation with power
deposition is not important enough to counterbalance the
decrease of the averaging time τ.
To understand the behavior of the dissociation reaction rates

of X7, N1, and N2 as a function of power deposition and gas
temperature, it is interesting to look at the effect of vibrational
excitation on the overall dissociation. Indeed, since the
dissociation reactions have much larger probabilities to occur
from a highly excited vibrational state, the total rate of a given
dissociation reaction also depends on the vibrational excitation.
Figure 9 shows the relative contributions of all the vibrational
levels to the overall dissociation at a pressure of 100 mbar. The
contributions are again averaged from t = 0 to t = τ.
At a gas temperature of 300 K (Figure 9a), the highly excited

vibrational levels of the asymmetric mode are not important for
dissociation at low power deposition, but they become
increasingly important for high power deposition, as could
also be deduced from Figure 5a above. This explains why the
dissociation reactions upon impact by O atoms or any
molecules M (i.e., reactions N1 and N2) become increasingly
important at higher power deposition because at low gas
temperatures these reactions only occur for the highly excited
vibrational levels, due to their high threshold energies. The
shape of the curves in Figure 9a can easily be understood by
looking at Figure 5a: the activation energy of these dissociation
reactions decreases with rising vibrational energy, and thus the
corresponding rate coefficient increases exponentially. The
plateau described previously in the VDF, with practically
constant populations of the vibrational levels, then gives rise to
a large contribution of the highly excited levels. This plateau is
responsible for the sudden increase of the contribution of the
excited levels around level v8. On the other hand, the

intermediate levels do not have a large enough population to
contribute significantly to dissociation, given the high activation
energies of the reactions taking place from these levels.
At a gas temperature of 1000 and 2000 K (Figure 9b and

Figure 9c), the model predicts a quasi-negligible role of the
vibrational levels with energies above 1 eV (i.e., level v4 and
higher). The dissociation almost exclusively originates from the
first levels of the VDF, due to electron impact (see Figure 8b,c),
and the contribution of vibrational excitation to the dissociation
is not important.
Finally, at 3000 K (Figure 9d), the lowest levels are still more

important, but almost all the levels, except for the highest ones,
have a significant contribution to the total dissociation. This is
mainly because these levels are thermally populated at this high
gas temperature.
As shown in Figure 5a, at Tg = 300 K, the plasma significantly

affects the VDF, especially for high power deposition densities.
Therefore, despite the low gas temperature and the high
activation energies of reactions N1 and N2, as well as the high
energy threshold for X7, vibrational excitation can become high
enough to significantly enhance the probability of reactions N1
and N2 (and X7) to occur. Indeed, the energy of the highly
excited vibrational levels is comparable to the activation energy
of reaction N1 (5.6 eV) and even higher than the activation
energy of reaction N2 (1.43 eV). The limiting factor for
reaction N2 to occur is thus mainly the presence of O atoms.
On the other hand, at higher gas temperatures, the

contribution of the plasma to the vibrational excitation
gradually drops, as was clear from Figure 5b above. At 1000
and 2000 K, the gas temperature is not yet high enough to
overcome the activation energy of reactions N1 and N2. Yet, at
these higher gas temperatures, the VT vibrational energy losses
are larger, reducing the role of the vibrational levels. This makes
electron impact dissociation by far the main source of
dissociation. Given the relatively low population of the highly
excited vibrational levels at these temperatures, electron impact
dissociation is much more likely to happen from the CO2

ground state.

Figure 10. Reaction rates of the three main dissociation mechanisms and two main recombination mechanisms, averaged from t = 0 to t = τ, as a
function of pressure. The power deposition density increases linearly with pressure. Each panel corresponds to a different gas temperature: 300 K
(a), 1000 K (b), 2000 K (c), and 3000 K (d).
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At 3000 K, the VDF does not depend much on the plasma
either. However, due to the high gas temperature, the
vibrational levels are more populated even at close-to-
equilibrium conditions, and the probability of reactions N1
and N2 becomes more important, both from the ground state
and from vibrationally excited states. Therefore, the contribu-
tion of almost all the levels to the CO2 dissociation becomes
significant.
This explains why the reaction rates of reactions N1 and N2

do not depend much on the power deposition density at high
gas temperatures since the VDF is not so much influenced by
the plasma.
In summary, at low gas temperature, electron impact

dissociation, mainly from the CO2 ground state, is the major
dissociation mechanism at low power density, but at higher
power densities, the dissociation reactions upon impact of O
atoms or other molecules with the highly excited vibrational
levels of CO2 become increasingly important. Upon increasing
gas temperature, i.e., 1000 and 2000 K, electron impact
dissociation, mainly from the CO2 ground state, is most
important at all power densities because the CO2 vibrational
levels are not enough populated, and consequently, the heavy
particle reactions (N1 and N2) are not important. Finally, at a
gas temperature of 3000 K, dissociation upon impact of O
atoms or any other molecules (N1, N2) with the excited
vibrational levels is comparable to electron impact dissociation,
but in this case, the VDF is nearly thermal, so we do not really
exploit the nonequilibrium conditions of the plasma. Therefore,
in order to exploit the nonequilibrium aspect of the plasma, it is
better to design a setup that would limit the gas temperature
increase, while giving a strong power density that would enable
a large vibrational excitation. This corresponds to our previous
observations (Figure 3 and Figure 4), where we saw that the
nonequilibrium was favored at low gas temperatures and high
power deposition.
3.3.2. Effect of Pressure on the Dissociation and

Recombination Mechanisms. Figure 10 shows the reaction
rates of the three main dissociation processes and the two main
recombination processes for different values of pressure and gas
temperature. The power density again proportionally increases
with pressure such that each CO2 molecule receives the same
amount of energy per time. More specifically, the power density
is 50 W·cm−3 at 50 mbar and rises to 1 kW·cm−3 at 1 bar. Note

that these power densities correspond to the low range of
power densities used above, where the pressure was kept
constant at 100 mbar (so the corresponding power density is
then 100 W·cm−3; hence, in the lower range of power density
values of Figure 8 above). The reaction rates are again averaged
from t = 0 and t = τ.
At Tg = 300 K (Figure 10a) and Tg = 1000 K (Figure 10b),

electron impact dissociation is the main dissociation mecha-
nism, by several orders of magnitude, and the heavy particle
reactions (N1, N2) are not important in the entire pressure
range, which is attributed to the relatively low values of the
power density used here (cf. Figure 8 above). Indeed, at low
power density, vibrational excitation is limited, and the heavy
particle reactions (N1, N2), which mainly occur with the
vibrational levels, are thus not important. At higher power
densities, these reactions become gradually more important, as
was obvious from Figure 8. At Tg = 2000 K (Figure 10c),
reaction N2 becomes more and more important and is of the
same order of magnitude as electron impact dissociation. At Tg
= 3000 K (Figure 10d), electron impact dissociation becomes
of lower importance, especially with increasing pressure, while
reaction N2 has the largest reaction rate.
The recombination reactions have increasing reaction rates

with increasing pressure. However, from Tg = 300 K to Tg =
2000 K, their rates are clearly lower than the total dissociation
rate. On the other hand, at Tg = 3000 K (Figure 10d) and for
high pressures (above 500 mbar), the recombination reaction
N4 plays a significant role and has a rate larger than N1 and
comparable to N2. The O atoms consumed by reaction N2
actually originate from the recombination of O2 and CO. This
suggests that an equilibrium has been reached between the
dissociation reaction (N2) and the recombination reaction
(N4), limiting the CO2 conversion at high temperature and
atmospheric pressure
Figure 11 shows the relative contributions of the vibrational

levels to the dissociation reactions (X7, N1, and N2) at three
different pressures and four different temperature values. The
contributions are again averaged from t = 0 to t = τ. At Tg = 300
K (Figure 11 a), most of the dissociation takes place from the
ground state. However, the highly excited states also play a
non-negligible role, as in Figure 9, especially at 50 mbar. At Tg
= 1000 K (Figure 11b) and Tg = 2000 K (Figure 11c), the
contribution of the highly excited levels is not very important to

Figure 11. Relative contribution of the vibrational levels to the overall dissociation for different values of pressure (see legend) and different gas
temperatures, i.e., 300 K (a), 1000 K (b), 2000 K (c), and 3000 K (d).
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the total dissociation, as also seen before in Figure 9. At Tg =
3000 K (Figure 11d), the contribution of all the vibrational
levels is more important, except for those with the highest
energies. As explained before, this is due to the fact that the
conversion is mainly caused by thermal processes rather than
by plasma processes.
For all the cases shown here, the role of vibrational excitation

is more important at lower pressure than at atmospheric
pressure. This can be understood again by looking at Figure 6,
which shows that upon increasing pressure the VT relaxation
rises and tends to thermalize the VDF. On the other hand, as
seen in Figure 10d, a higher pressure favors the heavy particle
dissociation reactions more than electron impact dissociation
for high gas temperatures. We can thus conclude that a lower
pressure tends to make the plasma more nonequilibrium and
improves the role of vibrational excitation. Furthermore, the
role of recombination reactions is also reduced at lower
pressures. Both effects are beneficial for the CO2 conversion.
These results explain the dependence of the conversion to

the different parameters observed in Figure 2. Indeed, as seen
from Figure 3, Figure 4, and Figure 10, at low pressure, despite
the larger vibrational excitation, electron impact dissociation is
the main dissociation process, which is not very efficient, and
the heavy particle reactions N1 and N2 only account for a small
fraction of the total dissociation. The role of these two
reactions increases with pressure, especially at relatively high
gas temperatures. On the other hand, an increase in pressure
has two detrimental effects on the conversion: (i) the
vibrational distribution thermalizes faster and (ii) recombina-
tion reactions become more important. Hence, the CO formed
in the discharge recombines in the afterglow due to the large
recombination reaction rates and the slower drop in gas
temperature. This explains why increasing the cooling in the
afterglow has a beneficial effect on the conversion at high
pressure (see green curve in Figure 2): (i) at low pressure,
recombination is not so important, and a faster cooling is thus
not particularly beneficial, while (ii) at high pressure, a large
fraction of the CO formed in the discharge recombines in the
afterglow, which can be partly prevented with a better cooling.
Our results also indicate that a higher power density yields

more pronounced vibrational excitation (see Figure 5) and
gives a stronger weight to the heavy particle reactions (N1 and
N2) in the dissociation process, especially at low gas
temperatures.
3.4. Limiting Factors and How to Take Optimal

Advantage of the Nonequilibrium in a MW Discharge.
The above results are very interesting, but we would like to
point out the limitations of the model in order to better
understand these results and how they compare to experiments.
First, the approximations required by the 0D approach are not
necessarily valid in all cases. In reality, the power deposition
and the gas temperature also depend on the radial coordinate,
and the complexity of these gradients cannot be reproduced
here. Moreover, at high pressures, the plasma also tends to
contract in the radial direction, resulting in a layer of gas around
the plasma, which has a large influence on the gas temperature
gradients. This contraction makes the plasma smaller, and
therefore it increases the power density. According to
experimental data,41 increasing the pressure causes a sharp
transition from diffuse to contracted regimes. These effects are
obviously not captured by our 0D approach.
Furthermore, the chemistry set also contains some

approximations. The rate coefficients are not always well-

known, which might hinder the accuracy of the results. Our
modeling work would benefit greatly from more in situ
experimental measurements (electron density, gas temperature,
etc.) in order to benchmark our results. It should also be
pointed out that the effect of the CO2 vibrational levels of the
symmetric mode at high vibrational energies is not considered.
In reality, the levels become so close to each other that they
form a quasi-continuum close to the dissociation limit. The role
of energy transfer within this continuum is not well-known, and
it would be interesting to investigate this in the future.
Nevertheless, we believe that the trends observed here give

valuable information on the CO2 conversion and on the
vibrational excitation of CO2 in a MW plasma. Our results
indicate that the best conversion and energy efficiency are
obtained at reduced pressure (i.e., around 300 mbar), in order
to enhance vibrational-induced dissociation (mainly by reaction
N1), since vibrational excitation is more effective at low
pressures. This corresponds to important results obtained in
the literature.3,4 Indeed, the best conversion and energy
efficiency reported so far were obtained using a supersonic
flow in a Laval nozzle.3,4 According to our study, this
supersonic flow can be beneficial for two reasons: (i) it creates
a low-pressure zone where vibrational excitation is more
efficient and (ii) the gas temperature stays low, which prevents
recombination upon increasing pressure, which we have seen to
be particularly important in the afterglow. Indeed, our model
predicts that low gas temperatures are beneficial for the
vibrational excitation and thus enhance the nonequilibrium
character of the plasma. Furthermore, this supersonic flow does
not require a pumping system, which is also beneficial for the
overall energy efficiency.
It is clear that enhancing the vibrational excitation can

improve the energy efficiency. According to our model
predictions, there are several ways to achieve this: using
lower pressures, using higher power densities (i.e., contracting
the plasma), and reducing the gas temperature. Therefore, we
believe that efforts should be made in designing more complex
plasma discharges that manage to combine these properties
because conventional MW discharges operating at atmospheric
pressure do not seem to take sufficient advantage of the
nonequilibrium aspect of the plasma. As stated above, the Laval
nozzle supersonic flow discharge seems very promising in that
sense. Other paths are also being investigated, such as applying
a vortex gas flow,16,42 which is thought to be beneficial for gas
cooling. Furthermore, pulsing the plasma power could also be
beneficial for the conversion, as it prevents the gas from
heating. More investigations in that direction are necessary. To
summarize, this study shows that experiments do not
systematically take advantage of the nonequilibrium aspect of
the plasma, and efforts should thus be made in that direction.
While this study was made for MW plasma discharges, we

believe that the trends observed here are also valid for other
types of plasmas, particularly gliding arc discharges, where
vibrational excitation is also stated to be responsible for energy-
efficient CO2 conversion.

9,35

Additionally, we would like to point out that, when
comparing different CO2 dissociation techniques, the extra
energy costs of the whole installation should be taken into
account. A blower would typically be needed, as well as a
vacuum pump, to work at low or intermediate pressures. A
cooling system may also be required if the discharge produces
too much heat. In experimental setups, the power consumed by
a vacuum pump alone can be comparable to the plasma power,
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which makes it far from negligible. A study detailing the energy
consumption of the different setups would be of great interest
for potential industrial application of CO2 dissociation.

4. CONCLUSION

We have used a zero-dimensional chemical kinetics model to
describe the CO2 conversion in a MW plasma. This model
includes a detailed description of the vibrational kinetics of the
asymmetric mode of CO2 and the first levels of CO and O2, as
well as the energy transfers between these levels.
In a first step, we used a self-consistent gas temperature

calculation to understand the effect of pressure and power
density on the CO2 conversion and energy efficiency, as well as
the advantages of a faster cooling in the afterglow. Our model
predicts that the conversion and energy efficiency reach a
maximum of about 17% and 25%, respectively, between 300
and 400 mbar and with the standard power deposition profile
(Figure 2, red curve). A higher power density has a beneficial
effect on the conversion and energy efficiency at low pressure,
which can reach up to 28% when the power deposition is 5 or
10 times denser, but almost no effect at high pressures. On the
other hand, an increased cooling in the afterglow yields a higher
conversion at 300 mbar and above, reaching up to 22%
conversion, at 32% energy efficiency, at 500 mbar. The effect of
cooling is particularly important at high pressure, when
recombination plays a major role, while it is negligible at low
pressure due to the little effect of recombination.
In a second step, we used the model to investigate the

individual effect of power density, pressure, and gas temper-
ature on the vibrational distribution function of CO2 and on the
most important dissociation and recombination mechanisms,
and we made a link between both, by determining the relative
contribution of the individual vibrational levels to the overall
dissociation.
The model predicts a larger vibrational excitation with

increasing power deposition density and with decreasing
pressure and temperature. A higher power deposition gives a
higher electron density, which in turn enhances the transfer of
electron energy to vibrational excitation. On the other hand, a
higher pressure enhances the VT relaxation processes, so that
the vibrational energy is lost again more quickly. Finally, the gas
temperature was also identified as a key parameter. A higher gas
temperature also results in more pronounced VT transfers,
making the vibrational levels thermalize faster. It is clear that we
should exploit the strong nonequilibrium character of the MW
plasma, with a pronounced vibrational excitation, as the latter is
important for energy efficient CO2 conversion. To realize this,
it would be most beneficial to operate at reduced pressure, but
still at sufficiently high power densities, while keeping the
temperature under control.
We investigated the role of the most important dissociation

and recombination mechanisms of CO2, in the same range of
operating conditions, i.e., power density, pressure, and
temperature. At low power densities, electron impact
dissociation is the main dissociation mechanism since the
vibrational excitation is not significant enough to overcome the
activation energy of the other dissociation reactions involving
neutral species. At high power densities, the vibrational
excitation is sufficient to overcome the activation energy of
the neutral reactions that lead to dissociation of CO2, i.e., upon
collision with any neutral molecule or with O atoms (reactions
N1 and N2 of Table S5 from the Supporting Information).

We also find that a higher gas temperature tends to favor the
heavy particle dissociation reactions (N1 and N2), but the
effect of the plasma-induced vibrational excitation becomes
lower. Hence, a higher gas temperature is expected to be
detrimental to the CO2 conversion and energy efficiency. The
same trend is observed with pressure: a higher pressure gives
rise to more VT relaxation and is thus detrimental for the
vibrational excitation. It is thus quite logical that a higher
pressure reduces the CO2 conversion and energy efficiency.
These observations help to explain the increase in conversion

at low pressure. Indeed, an increase of power density has a
positive effect on the vibrational excitation, especially at low
pressure. This positive effect enhances in turn the dissociation
through reactions N1 and N2, counterbalancing the importance
of electron impact dissociation at low pressure. On the other
hand, at high pressures, the gas tends to lose its vibrational
excitation faster, and the dissociation becomes more and more
thermal. Therefore, the effect of the vibrational excitation is less
important. The recombination reactions were also found to
have an important effect at high gas temperatures and high
pressures, especially in the afterglow. They are one of the main
reasons for the decrease of conversion and energy efficiency at
pressures close to atmospheric pressure. This explains why a
higher cooling rate in the afterglow is particularly beneficial for
the conversion and energy efficiency at high pressure.
In general, our model predicts that a higher pressure and gas

temperature, especially in the afterglow, have a negative effect
on the conversion and energy efficiency, while a higher power
density is beneficial. These findings can explain the high energy
efficiencies obtained with a supersonic gas flow, as the latter
setup combines a reduced pressure and temperature with high
power density.
The model provides interesting suggestions to enhance the

CO2 conversion and energy efficiency by identifying the
limiting factors and how to take optimal advantage of the
nonequilibrium in a MW discharge, either by applying a
supersonic gas flow or a vortex flow, which leads to gas cooling,
or by applying pulse power. Exploiting the nonequilibrium
character of the MW plasma will increase the energy efficiency,
which is a crucial aspect for the application. The trends
observed in this work are also valid more in general, for other
types of discharges.
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