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ABSTRACT: In this paper, the splitting of CO2 in a pulsed plasma
system, such as a dielectric barrier discharge (DBD), is evaluated
from a chemical point of view by means of numerical modeling. For
this purpose, a chemical reaction set of CO2 in an atmospheric pres-
sure plasma is developed, including the vibrational states of CO2,
O2, and CO. The simulated pulses are matched to the conditions
of a filament (or microdischarge) and repeated with intervals of 1 μs.
The influence of vibrationally excited CO2 as well as other neutral
species, ions, and electrons on the CO2 splitting is discussed. Our
calculations predict that the electrons have the largest contribution
to the CO2 splitting at the conditions under study, by electron impact dissociation. The contribution of vibrationally excited CO2
levels in the splitting of CO2 is found be 6.4%, when only considering one microdischarge pulse and its afterglow, but it can be
much higher for consecutive discharge pulses, as is typical for a filamentary DBD, when the interpulse time is short enough and
accumulation effects in the vibrationally excited CO2 densities can occur.

1. INTRODUCTION
In recent years, there has been a growing interest in the plasma
assisted conversion of greenhouse gases, such as CH4 and
CO2, into compounds such as methanol (CH3OH) or syngas
(CO/H2) that are of interest as building blocks for the chemical
industry or that can be used as a fuel.1−3 Plasmas, or gas dis-
charges, are of interest for two major reasons. First, such
discharges are known to activate the molecules vibrationally
and electronically so that the chemical conversion is stimulated.
Second, the generation of electricity from renewable sources
such as wind and solar cells is fluctuating, which makes it often
difficult to match the supply of this electricity with the demand.
As a consequence, often a surplus of electricity is generated,
which is difficult to store. This surplus of electricity could then be
used in gas discharges to convert greenhouse gases into value-
added chemicals. Alternatively, this surplus of energy can also be
used for the production of hydrogen.4 However, hydrogen is a
very volatile gas, whichmakes it difficult to store and to transport,
in comparison with a liquid such as methanol.
In order to optimize the plasma-based gas conversion, thorough

insight into the plasma chemistry is needed. The present paper
concerns the splitting of CO2 in an atmospheric pressure plasma,
because CO2 is one of the most important greenhouse gases. The
use of CO2 as a feedstock gas is recognized as a very important
scientific challenge for the present and the future. Indeed, in
certain processes in chemical industry it is available in an almost
pure form as a waste gas, and using highly advanced adsorbing
techniques it can be extracted from the air.5 However, due to its
highly oxidized character and very low reactivity it is not straight-
forward to be used as a feedstock gas.
To overcome the inert character of CO2, gas discharges

can be very useful, as the electrons can activate the molecules.

More specifically, the vibrational excitations can stimulate the dis-
sociation and the electronic excitations can stimulate ionization.
The discharge under study in this work is an atmospheric pressure
dielectric barrier discharge (DBD). It consists of two electrodes of
which at least one electrode is electrically insulated. This electrical
insulation or dielectric prevents the discharge from transforming
into an arc discharge which would damage the electrodes.
Operating at atmospheric pressure has the great advantage that
vacuum equipment can be avoided and that in-line processing is
possible.3

As mentioned above, in order to use CO2 as a feedstock gas, it
has to be split into O2 and CO, which is a valuable feedstock gas
for the chemical industry. Although the atomic and molecular
plasma chemistry can be very complex, the splitting of CO2 can
be summarized as follows:

→ +CO CO 1/2O2 2 (R1)

Thermodynamically, this reaction requires 283 kJ/mol or
2.94 eV/molecule at 400 K and atmospheric pressure.
In order to obtain a detailed description of the CO2 splitting, a

reaction set is constructed which contains the vibrational and
electronic excitations of the CO2, CO, andO2molecules, because
previous publications on pure CO2 splitting by plasma showed
that only these species were important.2,6−8 Previous studies
which included these excited states usually only described the
formation and quenching of these states but not their further role
in the plasma chemistry,9 whereas it is known that up to 97% of
the discharge power for a low-temperature plasma can go to the
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vibrational excitation in a molecular plasma.10,11 Therefore,
in the present work we include the influence of the vibrationally
and electronically excited species on the ongoing chemistry.
The experimental setup under study is a cylindrical DBD, in-
spired by the series of research performed at Moscow State
University between 1960 and 1970.12−20 In these papers, a classic
silent discharge for ozone production was applied for organic gas
conversion.21,22 The starting point in our research is the same;
however, in future work, we would like to evaluate the effec-
tiveness of plasma catalysis for this setup. The specific cylindrical
DBD under study in this work was presented in Paulussen et al.3

The outer electrode is powered and is formed by sputtering
chromium over a length of 90 mm on the outside of an alumina
tube with an external diameter of 30mm and an inner diameter of
26 mm. The inner electrode is grounded. It is a stainless steel
tube with an outer diameter of 22 mm. Therefore, the discharge
gap is 2mm. A voltage of typically about 20 kVpeak‑to‑peak is applied
at a frequency of 50 kHz. In the present work the averaged
applied power will always be 150 W. More details on the setup
were previously reported by Paulussen et al.3

In the next section, we will present the physical model that is
used, as well as the chemical reaction set. In the Results and
Discussion section, first the influence of the electrons on the
chemical splittingmechanism in CO2 for a single power pulse will
be investigated. Second, we will study the vibrational chemistry
for a single power pulse and its afterglow, as well as a series of
pulses. Third we will investigate the behavior of the various ions
and neutral species, both for a single power pulse and a series of
pulses, and finally, the contribution of the different species to the
splitting of CO2 will be evaluated.

2. DESCRIPTION OF THE SIMULATIONS
2.1. Description of the Physical Model. The simulations

in this work are performed using the numerical model Global_kin
developed byDorai and Kushner.23,24We used two basic modules of
this model: the Boltzmann equation module and a zero-dimensional
plasma chemistry module. First, a reaction mechanism is defined
(see below). Next, the Boltzmann equation module calculates
the values of the reaction rate coefficients for the electron impact
reactions, based on the collision cross sections, and depending on
the electron energy, and subsequently look-up tables with these
rate coefficients as a function of electron energy (or electron tem-
perature) are created. These coefficients will then be used as
input in the chemistry module to calculate the source terms for
the electron impact gas phase reactions, leading to production
and loss of the various plasma species. The rate coefficients for
the other gas phase reactions, i.e., between heavy plasma species,
are adopted from literature, as illustrated in the Appendix. Hence,
the time-evolution in number density of the various plasma
species is calculated from
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reaction j, kj is the reaction rate coefficient, and nl

L is the density
of the lth species in the left-hand side of reaction j. Note that
no transport is included in this chemistry module. Indeed, the
plasma reactor is considered as a batch reactor, with a uniform
concentration of species over the entire reactor volume.
The electron induced reactions depend on electron temper-

ature, which changes, on one hand, due to Joule heating from the

applied power, and on the other hand, due to the energy lost in
collisions. The electron temperature is calculated from
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where ne is the electron density, kB is Boltzmann’s constant, Te is
the electron temperature, j ⃗ and E⃗ are the current density and the
electric field in the discharge, νm,i is the electron momentum
transfer collision frequency with species i,me is the electronmass,
andMi andTi are the mass and temperature of species i. Finally, kl
is the reaction rate coefficient for the lth electron impact process,
Ni is the density of the gas phase collision partner, and Δεl is the
corresponding change in the electron energy (hence negative for
energy loss). To summarize, the first term expresses the Joule
heating, whereas the second and third terms represent the energy
loss due to elastic and inelastic collisions, respectively. Since the
model is zero-dimensional, the product of current density with
electric field is not used here to calculate the Joule heating, but
instead, the ratio of the applied power to the plasma volume is
used, which is equivalent.
The chemistrymodule is called every time step but the Boltzmann

module is only called when the background gas density has changed
significantly. Indeed, it is not necessary to call this Boltzmannmodule
in every time step. This will be specified in more detail in the Results
andDiscussion section, since it differs from case to case.More details
on the model can be found in the papers by Dorai and Kushner.23,24

In this work the Global_kin model was extended with a reac-
tion analysis module so that automatically an overview is printed
of all absolute contributions of the relevant reactions to the pro-
duction and loss of every species. For the absolute contributions,
eq R1 is used. Next to the absolute contributions, also the relative
contributions of the relevant reactions to the production and loss
of a species are calculated from
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where γij is the relative contribution of reaction j to the pro-
duction or loss of species i, which is always evaluated versus the
total dnij/dt production or loss. All other parameters have the
same meaning as in eq E1.
It should be mentioned that gas heating was not calculated ex-

plicitly in the model, but a gas temperature of 400 K was assumed.
We know fromexperiments that the bulk gas temperature does not
rise significantly, i.e., the gas at the outlet is still more or less at
room temperature. There could be local heating during one
single microdischarge. However, we expect that the influence on
the chemistry is quite small, as it does not influence the electron
impact reactions, which are found to be the most important
reactions during the microdischarge pulse (see below).

2.2. Description of the Chemistry. The species included
in the model are presented in Table 1, and an overview of all
chemical reactions considered in the model is given in the
Appendix. Eight neutral species (i.e., ground state molecules and
radicals, related to CO2 and O2) are taken into account, as well
as 11 different positive ions and 6 different negative ions. More-
over, several excited levels of CO2, CO, and O2 are considered, as
outlined in Table 2. These levels have been grouped into effective
levels, in order to limit the number of chemical reactions in the
model. Indeed, the number of reactions can quickly increase if
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every excited species can react in a similar way as its ground state.
This becomes more important in a later stage when time con-
sumption becomes an issue, i.e., when this chemistry will be used
to simulate full geometries in two- or three-dimensional models.
After critical evaluation of the available cross sections of CO2,

COandO2, several groups of levels were defined (seeTable 2).
25−30

The different vibrational levels of CO2 have been grouped in four
different levels, denoted as CO2v1, CO2v2, CO2v3 and CO2v4.
CO2v1 represents the first bending mode (010), CO2v2 is the
sum of the first symmetric stretch (100) and the second bending
mode (020), CO2v3 denotes the first asymmetric stretch mode
(001), and finally, CO2v4 represents the sum of the higher sym-
metric stretch (n00) and bending (0n0) modes. It should be
clear that, by combining these higher vibrational levels into
one “effective” vibrational level, it is not possible to describe
the VV transfers to higher vibrational levels, as mentioned by
Fridman.10,11 However, for high values of reduced electric field
(i.e., higher than 100 Td) as is the case in DBDs, the VV transfers
to higher levels will not be of such a great importance as for
example in a microwave discharge, where most of the energy is
transferred to the vibrationally excited states.10,11 Hence, although
the CO2 vibrational kinetics is in reality still much more compli-
cated, we believe that this approximation is justified for the present
study, and that the trends of the influence of vibrational levels
can be qualitatively predicted for a DBD. The electronic excita-
tion of CO2 is described using two levels, i.e., CO2 (

1Πg) (denoted
as CO2e1) and CO2 (

1Δu) (symbolized as CO2e2).
For CO, all vibrational excitation is described using one mode,

i.e., COv1, at a threshold of 1.01 eV. The electronic excitations
have been grouped in four different levels. COe1 describes the
excited level CO(A3Π), COe2 stands for the excited level
CO(A1Π), COe3 is the sum of the triplet levels CO(A3Σ),

CO(D3Δ), CO(E3Σ), and CO(B3Σ), and finally, COe4 de-
scribes the sum of the singlet levels CO(C1Σ), CO(E1Π),
CO(B1Σ), CO(I1Σ), and CO(D1Δ).
O2 is described using three vibrational states: O2v1 denotes

the first and second vibrational level. O2v2 symbolizes the third
and fourth vibrational level and O2v3 stands for the fifth and sixth
vibrational level. The electronic excitations are grouped into two
states: O2e1 groups the singlet states O2(a

1Δ) and O2 (b
1Σ),

while O2e2 is the sum of O2 (B
3Σ) and the higher triplet states.

These excited states have the same chemistry as their ground
state levels (see below), except that the vibrationally excited
states typically have a stimulated dissociation and the electroni-
cally excited states can have a stimulated ionization, i.e. the activa-
tion barriers of ionization and dissociation are lowered as a
consequence of the higher energy level of the excited reactants.
Indeed, because the energy requirement to dissociate a vibra-
tionally excited molecule is lower than for a ground state molecule,
the threshold energy for the electron induced reactions is lowered
with the same amount as the vibrational excitation energy.
The production of these vibrationally and electronically ex-

cited levels is by electron impact excitation, as outlined in the
Appendix. Furthermore, we consider 3 types of loss processes for
the vibrationally excited molecules. The first one is by electron
impact reactions (see the Appendix), for which the correspond-
ing cross section is shifted on the energy scale toward a lower
energy. The second loss process is by VT and VV transfers with
the ground state species CO2, CO, and O2, for which the rate
coefficients were adopted from literature and recalculated for a
temperature of 400 K.31,32

Finally, the third type of loss process is the interaction of heavy
particles (i.e., ions and neutrals) with vibrationally excited states,
which causes a bond break in the excited molecule. This process
was taken into account by adopting the theory described by the
Fridman−Macheret α-Model.10,11 This theory uses an Arrhenius
expression for the reaction rate coefficient
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In this equation Ea is the activation energy of an elementary
chemical reaction and Ev is the vibrational energy. The coefficient α is
the efficiency of the excitation energy use in overcoming the activation
barrier, kR0 is the pre-exponential factor and θ(a − b) is the so-called
Heaviside function, which is zero when b > a and it is 1 when a ≥ b.
The values for αwere taken from Fridman and were only considered
if there is a bond break in the vibrationally excited molecule.10,11 For
exothermic reactions, α = 0.3 was used, whereas for thermo-neutral
reactions, α = 0.45 is used and for one exothermic double exchange
(i.e., reaction (74) of Table 6 in the Appendix) α = 0.2 was used.
A similar procedure as described above is also used for the

electronically excited species. The cross sections for electron
induced ionizations are shifted on the energy scale to a lower
energy with the same amount as the electronic excitation energy.
For the interactions between heavy particles this effect is only
considered for charge exchange reactions, because in such reac-
tion ionization occurs in the electronically excited species. Clas-
sically, for such a reaction the collision cross section has a reverse
proportionality with the square of the ionization potential and
the reaction rate coefficient is proportional to the collision cross
section.10 Therefore, the stimulation of charge exchange with
electronically excited species was implemented as

=k k E E(( ) /( ) )R R I E0
2 2

(E5)

Table 1. Overview of the Ground-State Species Included in
the Model

neutrals and radicals ions

CO2, CO, C2O CO2
+, CO4

+, CO+, C2O2
+

C, C2 C2O3
+, C2O4

+, C+, C2
+

CO3
−, CO4

−

O2, O3, O O2
+, O+, O4

+

O−, O2
−, O3

−, O4
−

Table 2. Overview of Excited Species Included in the Model

ground
state

notation in the
model described excited state(s)

CO2 CO2v1 (010)
CO2v2 (100), (020)
CO2v3 (001)
CO2v4 (n00), (0n0)
CO2e1 CO2(

1Πg)
CO2e2 CO2(

1Δu)
CO COv1 sum of vibrations

COe1 CO(A3Π)
COe2 CO(A1Π)
COe3 CO(A3Σ),CO(D3Δ), CO(E3Σ), CO(B3Σ)
COe4 CO(C1Σ), CO(E1Π), CO(B1Σ), CO(I1Σ),

CO(D1Δ)
O2 O2v1 (nv = 1,2)

O2v2 (nv = 3,4)
O2v3 (nv = 5,6)
O2e1 O2(a

1Δ) and O2(b
1Σ)

O2e2 O2(B
3Σ) and higher triplets
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where kR0is the original reaction rate coefficient, EI is the ioniza-
tion potential of the excited species and EEis the electronic
excitation threshold energy. Reaction 132 (see Table 8 of the
Appendix) is a different type of reaction, but it is known that for
this reaction the increase in reaction rate is also significant.34

Therefore, to describe this reaction with O2e1 and O2e2, we used
the value k = 3 × 10−10cm3s−1, as suggested by Kossyi and co-
workers.34 Finally, the rate coefficients for the relaxation of the
electronic excited states were estimated according to their ex-
pected lifetime and the report by Surzhikov.32

The resulting reaction chemistry consists of 42 chemical species
(i.e., the species presented in Table 1 and Table 2, as well as the
electrons), who engage in 501 chemical reactions. The chemical
reactions of the ground state species, together with the VV and VT
transfers adopted from literature, are tabulated in the Appendix, as
well as the corresponding rate coefficients and the references
where these data are adopted from. As mentioned above, the same
reactions are also included for the electronic and vibrationally
excited species, but with modified rate coefficients, as explained
above.

3. RESULTS AND DISCUSSION
3.1. Validation of the Model. As our model is developed

and applied here to study the plasma chemistry in one pulse
(microdischarge) and afterglow, or five consecutive pulses in the
microsecond time-scale (see below), comparison with exper-
imental data to validate the model at this stage is extremely
difficult. Therefore, initial validation of our model is performed
by comparison with the validated modeling results from Cenian
and co-workers.35 The research of Cenian et al. concerned a pure
CO2 discharge, operating at 30 Torr and a temperature of 400 K,
with an applied potential difference of 200 V between the elec-
trodes and a current density of 7.5 A/cm2, which leads to a power
density of 1.5 kW/cm2. To compare our model results with the
work by Cenian, the same power density was implemented in our
simulations. The fractional densities calculated by our model are
plotted in Figure 1, together with the results from Cenian and

co-workers.35 The calculated fractional CO and O2 densities are
nearly the same as found by Cenian. CO is calculated to be pres-
ent for about 30% in the discharge andO2 for about 17%. O3 has a
calculated fractional density of 0.05% in the discharge, which is

slightly lower than the results of Cenian, while the calculated
fractional density of the O atoms (i.e., 0.02%) is somewhat higher.
However, the obtained densities for O3 and O are still in the same
order of magnitude as the results obtained by Cenian. These dif-
ferences are not unexpected since the chemical reaction set is
considerably different. Nevertheless, the agreement for the den-
sities of the most important species, i.e., CO andO2, is very good,
which provides us at least with some validation of our model.

3.2. Description of the Power Deposition in the Model.
To match the conditions of a dielectric barrier discharge (DBD),
some characteristic discharge pulses were implemented in the
model. Indeed, experimentally these discharges are filamentary,
meaning that breakdown occurs at different positions at the same
time.10,33 Such effects can, however, not be included in a zero-
dimensional simulation. Nevertheless, we know that a typical
voltage/current waveform of a DBD in a reactive gas shows nano-
second pulses which are repeated in the (sub-) microsecond
region.3 Therefore, for simplicity, we implemented a triangular
30 ns discharge pulse, every microsecond, based on the fact that
in one-half period breakdown occurs which results in nanosecond
fluctuations for a range of over a couple of microseconds.3,36

Actually, we do not know how many pulses every molecule
passes in real time; therefore the purpose of this simulation is to
evaluate the effect of a number of microdischarges as a case study
for long time scale simulations.
Figure 2 presents the calculated electron density and electron

temperature, as well as the applied power, as a function of time

for one pulse. In order to match the conditions of our pulse
as close as possible to a single microdischarge, the power of the
pulse was set to a maximum value of 8.0 × 107 W at 15 ns, which
results in a calculated maximum electron temperature of 2.6 eV
and a maximum electron density of 1.65 × 1015 cm−3, as shown
in Figure 2. Indeed, these values of electron temperature and
electron density match typical values reported in literature for
microdischarges.10,37 As is clear from Figure 2, the largest change
in densities takes place when the pulse reaches its maximum at
15 ns; therefore, the Boltzmann equation module will be called at
the beginning and in the middle of every pulse. The calculation
results presented below are all obtained for the pulse described

Figure 1. Calculated fractional densities of CO2 conversion products, at
30 Torr, 400 K, and a power input of 1.5 kW/cm2, obtained in this work,
in comparison with the results from Cenian and co-workers.35

Figure 2. Calculated electron temperature (dashed green line; right y
axis) and electron density (solid red line; left y axis) as a function of time
during a single-pulse discharge and its afterglow. The applied power
pulse is indicated by the solid black line (not shown on y axis).
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above, with its corresponding electron temperature and electron
density profiles shown in Figure 2, and for an initial CO2 density
of 1.8 × 1019 cm−3.
3.3. Energy Transfer from Electrons to Different

Channels of CO2 Excitation, Ionization, and Dissociation.
Before looking in detail at the plasma chemistry of the CO2

splitting, we wish to obtain first some insight in how the electron
energy is transferred to different channels of excitation, ioniza-
tion, or dissociation of the CO2 molecule. Indeed, the driving
force behind plasma processing must be found in the electrons,
which contribute in many electron impact reactions, especially
for stable molecules as CO2. To distinguish between the different
energy loss processes of electrons, Figure 3 illustrates the fractional

energy transferred from electrons to different channels of CO2
excitation, ionization and dissociation, as a function of the reduced
electric field (E/n) in a discharge. This plot is constructed based on
the cross sections of the corresponding electron impact reactions,
as a function of electron energy, which is calculated for the different
values of E/n, shown in the x axis.
Fridman and co-workers stated that for gas discharges with an

electron temperature around 1−2 eV, or a reduced electric field
(E/n) of about 20−40 Td, up to 97% of the total nonthermal
discharge energy can be transferred from plasma electrons to
vibrational excitation of CO2 molecules.10,11,38 This is indeed
indicated by the calculated “sum of all vibrations” curve in Figure 3.
A similar plot was also presented in the book of Fridman.10 How-
ever, the electron temperature in a DBD is about 2−3 eV. These
values correspond to E/n values of about 200 Td or higher. This
region is indicated as “DBD region” in the figure. It is clear that in
this region at maximum only 12% of the energy is transferred to
the vibrational states, whereas ∼79% goes to electronic excited
states, while ∼4% and ∼5% are transferred to dissociation and
ionization of CO2, respectively, with a further increasing contribu-
tion at rising E/n. This suggests that vibrationally excited states

might not be so important for CO2 splitting in a DBD as it would
be in other types of discharges that are characterized by lower
values of E/n, such as microwave discharges.10,39 Fridman indeed
investigated different discharges for CO2 splitting and concluded
that higher pressures and lower values of reduced electric field
make the vibrational excitation mechanism more favorable than
the electronic excitation mechanism, explaining the higher
energy efficiency of these type of discharges (e.g., microwave,
gliding arc discharges).10,11,39−42 In the next section we will try
to elucidate the role of the various plasma processes and plasma
species, present in a DBD, on the actual dissociation of CO2.

3.4. Evaluation of the Important Splitting Reactions
and Plasma Species in a DBD. The actual splitting of CO2 can
be reached upon electron impact from the ground state or the
vibrational levels, as already indicated above, but also by reactions
with ions and neutrals, and the role of these species and cor-
responding reactions will be discussed below.

3.4.1. Importance of Electron Impact Reactions. The splitt-
ing upon electron impact with a CO2 molecule can in general be
considered as a one step process (i.e., reactions 3−8 of Table 5 in
the Appendix) or as a two-step process, where the CO2 molecule
is first vibrationally excited, followed by a dissociation reaction of
the vibrationally excited molecule.
Figure 4 presents the formation rates of the electron impact

reactions with CO2 in the ground state and with the sum of all

vibrationally excited states, for one discharge pulse of 30 ns
and its afterglow. The rates of formation for vibrational excitation
and electronic excitation from ground state CO2 molecules are at
least 2 orders of magnitude higher than the other reaction rates
of formation for the ground state molecules (i.e., dissociation,
ionization, dissociative ionization, and attachment). Indeed, as
was illustrated in Figure 3, most of the electron energy is trans-
ferred to the electronic excited states, and to a lower extent to the
vibrational states. However, the threshold energy for vibrational
excitation is significant lower (0.083 eV) compared to electronic
excitation (7.000 eV), and this explains why the rate of forma-
tion for vibrational excitation is still 1 order of magnitude higher
than the rate of formation for electronic excitation.43 Moreover,
as a result of this low threshold energy, the rate of formation for
vibrational excitation decreases much more slowly in the after-
glow, where the electron density and temperature are very low
(see Figure 2). Indeed, CO2 can be vibrationally excited even at

Figure 3. Fractions of electron energy transferred to different channels
of excitation as well as ionization and dissociation of CO2, as a function
of the reduced electric field (E/n), as calculated from the corresponding
cross sections of the electron impact reactions. The E/n region char-
acteristic for dielectric barrier discharges is indicated by “DBD region”.
The electron impact dissociation reaction of CO2 through electron
impact excitation, followed by dissociation, is mentioned in the figure
as “dissociation”. The sum of electron impact electronic excitation
reactions of CO2 which form excited levels without dissociation are
mentioned as “Electronic excitation”.

Figure 4. Rates of the different electron impact reactions with ground
state CO2 (solid lines) and vibrationally excited CO2 (dashed lines) as a
function of time during and after one discharge pulse of 30 ns.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp307525t | J. Phys. Chem. C 2012, 116, 23257−2327323261



atmospheric conditions. The reason is that there are still high
energy electrons, capable of electron impact vibrational excita-
tion, present in the tail of the electron energy distribution, even
when the electron temperature reaches room temperature.
As mentioned above, Figure 4 also depicts the rates of for-

mation for the electron impact reactions with vibrationally
excited CO2 molecules. It is clear that near the end of the dis-
charge pulse these rates are only about 1 order of magnitude
lower than the rates of formation for the corresponding reactions
from the ground state. This suggests that the density of the vibra-
tionally excited CO2 molecules is relatively close to the density of
the ground state molecules. Moreover, the activation energy is
lower compared to the same reaction with ground state CO2, as
already indicated above by the Fridman−Macheret α-Model.10,11

In section 3.4.2, we will discuss in more detail the behavior of
vibrationally excited CO2 molecules, to elucidate whether they
really play a role in the splitting process.
3.4.2. Behavior of Vibrationally Excited CO2 Molecules. In

section 3.4.1, it became clear that vibrationally excited CO2
molecules can be present in rather large amounts, because of the
relatively low threshold for vibrational excitation, and as a result,
electron impact reactions with vibrationally excited CO2 mol-
ecules occur at a rate of formation which is only 1 order of mag-
nitude lower than the corresponding reactions with ground state
CO2 molecules. However, it is well possible that the vibrationally
excited states return to the ground state by relaxation, without
resulting in CO2 splitting. To better understand the formation
and the loss of vibrationally excited CO2 molecules and their
role in the plasma, the densities of the various vibrational levels
should be compared to the density of ground state CO2. In
Figure 5a the densities of the vibrationally excited levels taken
into account in the model, as well as the ground state density of
CO2, are plotted as a function of time, for one discharge pulse of
30 ns and its afterglow. The densities of the vibrationally excited
CO2 molecules are in the order of 1−8 × 1017 cm−3, which is
about 2 orders of magnitude lower than the ground state CO2
density (∼1.8 × 1019 cm−3). This was already suggested in the
previous section, as one of the explanations for the high rates of
formation for electron impact reactions with vibrationally excited
CO2. When comparing the different vibrational levels, it is clear
that the lowest vibrational state (CO2v1) has the highest density
(8 × 1017 cm−3 at the maximum), followed by CO2v2, CO2v3,
and CO2v4. This can be explained by the lowest threshold for
vibrational excitation to the first vibrational state (CO2v1) and by
relaxation of the higher vibrational states to lower levels, con-
trolled by VV transfers (see also below). These transfers cause an
increase in the density of the lowest vibrational state after pulse
termination, as is clear from Figure 5a, but at 2 × 10−5 s, the
density of this lowest vibrational state also starts to decrease. At
this point, the density of ground state CO2 starts to increase
again. This suggest that indeed a lot of CO2 is consumed by
vibrational excitation, but eventually most of the vibrationally
excited CO2 molecules relax back to the ground state on a time
scale of several 10s or 100s of microseconds. As a DBD consists
of many discharge pulses spread in time and volume (see section
3.2), this can eventually cause accumulation effects in the den-
sities of some plasma species, if the interpulse time is shorter than
the relaxation time of these species.
To indicate such accumulation effects on the densities of vibra-

tionally excited CO2 molecules, Figure 5b presents the densities
of the different CO2 vibrational levels and the ground state as a
function of time, for five consecutive discharges pulses with a
length of 30 ns and an interpulse period of 1 μs. It is clear that the

higher vibrational levels (i.e., CO2v4 and CO2v3) do not exhibit
any significant accumulation effects, i.e., their density rises during
the pulse, but it drops again in the afterglow to almost the same
value when the next pulse starts. The lower vibrational levels,
on the other hand, show considerable accumulation, especially
CO2v1. This can again be explained by the VV and VT transfers,
leading to relaxation of the higher vibrational levels to the lower
levels. The density of the CO2 ground state molecules drops at
each pulse but stays more or less constant in the afterglow or
even slightly rises again, which is again attributed to relaxation
from the vibrational levels. After five consecutive pulses, the CO2
ground state density has slightly dropped from 1.7 × 1019 to
about 1.2 × 1019 cm−3, whereas the lowest vibrational level of
CO2 has increased nearly 1 order of magnitude, i.e., from 4× 1017

to 3.5 × 1018 cm−3; hence, it becomes only a factor of 3 lower
than the CO2 ground state density.
It should be stressed, however, that the time between two con-

secutive pulses (i.e., the interpulse time) is crucial for this accumula-
tion effect. In Figure 6a the net formation of vibrationally excited
CO2 (i.e., the sum of all levels), integrated from the net formation

Figure 5. Densities of the vibrationally excited CO2 species (left y axis)
and the ground state CO2 density (right y axis), as a function of time,
during and after one discharge pulse of 30 ns (a), as well as for five con-
secutive discharge pulses of 30 ns with an interpulse period of 1 μs (b).

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp307525t | J. Phys. Chem. C 2012, 116, 23257−2327323262



rates over the time of one (30 ns) pulse and its afterglow, is
plotted for a wide range of afterglow times or in other words
interpulse times, together with the so-called fall back ratio of
vibrationally excited CO2 (i.e., the fraction of vibrational CO2
that has decayed back to the ground state) in Figure 6b. The
figures indicate that, for an interpulse time below 1 μs, a strong
accumulation can be expected, as is clear from the high values of
the time-integrated net formation and the almost negligible fall
back ratio. This was also obvious from Figure 5b. For an inter-
pulse time between 1 and 10 μs, however, a fraction ranging from
2 to 72% of the vibrationally excited CO2 falls back to the ground
state, and as a result the time-integrated net formation drops by
a factor of ±2. This means that the accumulation effect on
the vibrationally excited states becomes less important. If the
interpulse time exceeds 10 μs, most of the vibrationally excited
CO2 molecules will decay back to the ground state before the
next pulse starts, and the net formation drops by roughly 3 orders
of magnitude. Hence, the accumulation effects for the vibration-
ally excited levels become negligible.
It should be realized that we do not exactly know the inter-

pulse time between two filaments in a DBD, but it is likely that
somemolecules pass a couple of microdischarges locally in a time
frame of 1 μs. If this is true, then this accumulation effect, and the

role of vibrational levels, might be important, even in a DBD.
More in general, it would be very interesting to utilize this accu-
mulation effect to increase the efficiency of CO2 splitting, by
means of a pulsed power deposition system.

3.4.3. Behavior of Neutrals in the Plasma. If we want to
identify the dominant splitting pathways for CO2, not only the
electrons and the vibrational species should be investigated but
also the neutral species and the ions. In Figure 7a,b the densities

of the most important neutral species formed in the CO2 plasma
are plotted as a function of time, for one pulse of 30 ns and its
afterglow (a) as well as for five consecutive pulses with an inter-
pulse period of 1 μs (b). Figure 7a indicates CO, molecular
oxygen, and ozone are the main reaction products at the long
time scale, although ozone is produced with a density of at least
2 orders of magnitude lower than CO and oxygen. This explains
why in the literature CO and O2 were only identified as reaction
products.3,7,44 Atomic oxygen reaches densities similar to CO
(∼1 × 1015 cm−3) during the pulse and in the afterglow until
about 100 μs, but then it starts to drop very fast to negligible

Figure 6.Net formation of vibrationally excited CO2 (i.e., the sum of all
levels) integrated over the time of one (30 ns) pulse and its afterglow (a)
and fall back ratio of vibrationally excited CO2 (i.e., the fraction of
vibrational CO2 that has decayed back to the ground state) (b) for a wide
range of interpulse times.

Figure 7.Densities of the important neutral species as a function of time,
during and after one discharge pulse of 30 ns (a) as well as for five con-
secutive discharge pulses of 30 ns with an interpulse period of 1 μs (b).
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values, which causes the densities of molecular oxygen and ozone
to increase. This increase is a consequence of the following third
body reactions

+ + → +O O M O M (reaction 77 of the Appendix)2

+ + → +O O M O M (reaction 76 of the Appendix)2 3

These reactions have maximum rates of formation of 1017 and
1015 cm−3 s−1, respectively, at around 30 ns.
Figure 7a also indicates other carbon containing species (i.e., C

and C2O) as reaction byproducts with relatively high densities.
As these species have the ability to oxidize in the presence of strong
oxidizers (i.e., atomic and molecular oxygen) they eventually favor
the production of CO, as well as CO2 again (reactions 70−73
of the Appendix), with a maximum rate of formation at around
1016 cm−3 s−1, at 10 μs.
Similar as in the previous section, the effect of accumulat-

ing neutral species is illustrated by simulating five consecutive
pulses of 30 ns, with an interpulse period of 1 μs, as presented in
Figure 7b. The neutral species indeed accumulate, as a result of
their longer lifetime compared to excited species, i.e. for the
conditions under study the lifetime was typically calculated to be
lower than a few μs for the vibrationally excited CO2 molecules
(cf. Figure 6b above) vs >1 μs for the neutral species. The species
with the highest densities accumulate stepwise by every nano-
second pulse, followed by a steady state or a small decrease in
density during the afterglow. A more significant effect can be
observed for C2O and O3, which are characterized by a more
or less continuous increase, not only during the pulse but also
during the afterglow. However, the density of C2O will drop
dramatically at longer time scales, as was illustrated in Figure 7a
for one pulse. This is not the case for ozone, which is quite stable
at mild conditions (400 K), with a dissociation rate coefficient of
1.603 × 10−22 cm3 s−1 (reaction 75 of the Appendix). As a con-
sequence, the ozone density will always increase by accumulation
even at longer interpulse periods above 1 μs.
3.4.4. Behavior of Ions in the Plasma.As illustrated in section

3.4.1, a significant fraction of the electron energy is transferred to
ionization at typical E/n values characteristic for a DBD. There-
fore, Figure 8a presents the densities of the most important ions
as a function of time, for the 30 ns pulse and its afterglow. Most
small ions (i.e., C+, O+, O−, and O2

+) recombine immediately
after pulse termination, and hence their densities drop signif-
icantly to negligible values. The larger ions, such as CO2

+, CO+,
C2O2

+, C2O3
+, and C2O4

+, recombine later at around 1
microsecond. Finally, some long living ions (i.e., CO4

−, CO4
+,

and CO3
−) are identified in our model that recombine very

slowly even after 1 ms. It should be mentioned, however, that
although the ion chemistry used in this model is quite large, it is
well possible that for these long living ions some loss mechanisms
are not taken into account, as these ions are not so common and
maybe not all their processes are known in literature. So it might
be that the long lifetimes of these ions are somewhat over-
estimated. Nevertheless, this is not so important for the present
study, as we will demonstrate below that the ions do not play a
significant role in the CO2 splitting mechanism.
Again, the densities of some ions can increase due to accumula-

tion in consecutive pulses, as shown in Figure 8b, where the
densities of the long-living ions are depicted for five consecutive
pulses of 30 ns with an interpulse period of 1 μs. Note that
the densities of the short-living ions are not plotted, as they
exhibit a peak during the pulse, but negligible values in between
two pulses, as is clear from Figure 8a. Except for the CO4

− ions,

the density of the other long-living ions typically increases for
each pulse, followed by a recombination period where the density
decreases. No significant accumulation effect is observed for
CO4

+ and CO3
−, and as a result, their density stays more or less

constant in a pulsed power deposition system. The O2
− density

shows a somewhat different behavior: it increases with 1 order of
magnitude during the pulse, and it drops by only half an order of
magnitude in between two pulses, so that accumulation effects
are apparent. However, their maximum density is still very low
compared to the other ions illustrated in Figure 8b. Finally, the
CO4

− density is characterized by the opposite behavior: it de-
creases during each pulse (except for the first pulse) and
increases during the interpulse period. This can be explained as
follows. CO4

− is mainly produced by the third body reaction be-
tween O2

− and CO2 (reaction 84 of the Appendix) and con-
sumed by recombination with CO2

+ and C2O2
+ (reactions 104

Figure 8.Densities of the ions as a function of time, during and after one
discharge pulse of 30 ns (a) as well as for five consecutive discharge
pulses of 30 ns with an interpulse period of 1 μs (b). Note that in (b)
only those ions are shown that do not disappear immediately after pulse
termination. The other ions are only characterized by a peak at each
pulse, as can be derived from (a).
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and 111) to form CO2, CO, and O2. Hence, CO4
− recombines

during every pulse with these positive ions, until the pulse stops
(and CO2

+ and C2O2
+ decrease in density), and subsequently

CO4
− is only produced, from O2

−, which recombines more
slowly than CO2

+ and C2O2
+.

3.4.5. Contribution of the Various Plasma Species to the
CO2 Splitting. Up to this point we only presented the densities
of the vibrationally excited CO2 molecules, the other neutral
species and the ions separately from the splitting of CO2, but this
does not yet give an answer to the question “which species and
reactions contribute most to the CO2 splitting?” Therefore, in
Figure 9a,b the rates of the reactions, involving ions and neutral

species, contributing to the loss and production of CO2,
respectively, are plotted as a function of time during a 30 ns
pulse and its afterglow. If we compare these rates with the rates of
formation of the electron impact reactions with CO2 (Figure 4),
it is clear that the electron impact vibrational and electronic ex-
citation rates of formation are 6 and 4 orders of magnitude higher
than the rates of the highest ion-induced loss reactions of CO2,
and the electron impact dissociation, ionization, dissociative ion-
ization and attachment production rates are about 2 orders of
magnitude higher. However, as already mentioned in section
3.4.2, electron impact vibrational and electronic excitation do not
necessary lead to the splitting of CO2, because a considerable

fraction of the excited states can relax back to the ground state
of CO2. The same applies to ionization, because the CO2

+ ions
mostly recombine upon pulse termination, forming again CO2
molecules. However, electron impact dissociation and dissocia-
tive ionization and attachment definitely give rise to splitting
of the CO2 molecules, and the rates of these reactions are also
higher than the highest ion or neutral induced reactions, as is
obvious from comparing Figure 4 with Figure 9a. This tells us
that electron impact reactions are mainly responsible for the CO2
splitting, and that the contribution of ion and neutral reactions
can be neglected, at least during the pulse.
Looking at the afterglow, the rates of formation for the elec-

tron induced reactions drop significantly upon pulse termination,
as illustrated in Figure 4 above, but the same applies to the rates
of most reactions involving ions, which also decrease over several
orders of magnitude as a result of recombination processes (see
curves 1, 3−6 in Figure 9a). This is not the case for the three-
body reaction with CO2

+ ions (curve 1 in Figure 9a), for which
the CO2 loss rate drops by 2 orders of magnitude at the end of the
pulse, but remains more or less constant in the early afterglow,
within a time frame of 1 microsecond. However, after 1 micro-
second, the CO2 loss rate decreases very quickly (not shown,
because out of scale), corresponding to the density profile of
CO2

+ in Figure 8a. The neutrals do not contribute much to the
loss of CO2, except for the reaction between C and CO2 pro-
ducing two CO molecules (curve 2 in Figure 9a, and reaction 65
from the Appendix). Looking at the C atom density in Figure 7a,
the CO2 loss rate of this reaction is expected to remain constant
in a time frame up to 0.1 ms, followed by a fast decay afterward.
To identify the actual net contribution of the various species

to the loss of CO2, the significant production reactions of CO2
should also be accounted for. Their rates of formation are also
plotted as a function of time during the 30 ns pulse and its
afterglow in Figure 9b. It is clear that most of the CO2 production
can be allocated to the same ions (namely C2O4

+ and CO3
−)

produced in the CO2 loss processes by ions, except for C2O3
+

and O−. Moreover, the sum of the rates for CO2 formation and
loss by ions have more or less the same magnitude and therefore
the net contribution of ions to the CO2 splitting will not be sig-
nificant compared to the net contribution of the electron impact
reactions. The formation of CO2 by neutrals, on the other hand,
is close to zero, meaning that their net contribution to the CO2
splitting is determined only by their CO2 loss rates. However, as
illustrated in Figure 9a, this CO2 loss rate is very low compared to
the CO2 loss rates of the ion reactions and certainly to the CO2
loss rates of the electron impact reactions, so their contribution
will also be negligible.
To further quantify the role of the various species and reac-

tions to the CO2 splitting, the time integrated contributions
of the various processes are presented in Table 3, for the 30 ns
pulse, an afterglow of 0.1 s, and their sum. It is clear that most of
the CO2 molecules are lost by vibrational excitation (cf. the high
values of their time-integrated rates, presented in Table 3).
However, keeping in mind that most of these excited species
might return to the ground state when the afterglow is long
enough (see section 3.4.2 above), we will focus on the electron
impact reactions which cause a direct dissociation (or ionization,
or dissociative ionization or attachment) of CO2. As can be seen
in Table 3, the pulse period has obviously the highest contribu-
tion to the loss of CO2, in spite of its short time-scale, and this is
almost exclusively due to the electron impact reactions (i.e.,
dissociation, ionization, dissociative ionization and attachment).
Indeed, the contribution of the neutral reactions is several orders

Figure 9. Rates for CO2 loss (a) and formation (b) by the most
important ion and neutral reactions, as a function of time during and
after one discharge pulse of 30 ns.
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of magnitude lower, and the ion induced reactions cause even a
net formation of CO2, as also reported by Indarto et al.8 In the
afterglow, the electron impact reactions do not contribute to the
CO2 splitting, because of too low values for the electron density
and temperature. In contrast, the contribution of the neutrals
increases by almost 4 orders of magnitude (∼109 vs∼1013 cm−3),
which is mainly attributed to the long time-scale of the afterglow
assumed here. Nevertheless, this contribution is still significantly
lower that the electron contributions during the pulse. Again, the
ions contribute only to the net formation of CO2 in the afterglow.
The overall (i.e., sum of pulse and afterglow) net contribution

to the loss of CO2 can be completely assigned to electron impact
reactions, especially to electron impact dissociation (with a con-
tribution of 52%). Electron impact ionization and dissociative
ionization also contribute for 29% and 16%, respectively, but this
is partly compensated by the “negative contribution” (−22%) of
the ion reactions. Indeed, the ions formed by electron impact
(dissociative) ionization, or by further charge exchange reactions
of the formed ions, will mostly recombine again, i.e., they con-
tribute only to the formation of CO2, so that the net contribution
of ionization (including dissociative ionization) should be inter-
preted as around 23%. The same value of 23% was also found to
be the contribution of dissociative attachment. Finally, the
neutrals contribute only by 2%, in case of such a long afterglow
(0.1 s), but if the afterglow will be shorter, as is well possible in
a filamentary DBD, the contribution of neutrals to the CO2

splitting will become negligible. In fact, the contribution of the
neutrals can be fully allocated to one reaction, i.e., C + CO2 →
2 CO (see Figure 9).
As we want to elucidate the role of vibrationally excited CO2

molecules, the same calculation as for Table 3 was carried out to
obtain Table 4, which represents the different reactions taking
place with the sum of all vibrationally excited CO2 molecules,
and their corresponding time integrated contributions during the
pulse, the afterglow, and the sum of both. The first line of Table 4
indicates the time-integrated relaxation rate by VV and VT trans-
fers to the CO2 ground state. It is clear that the overall integrated
rate of these relaxation processes (i.e., during pulse + afterglow)
is exactly the same as the integrated rate of vibrational excita-
tion of CO2 (i.e., 1.5 × 1018 cm−3), meaning that all vibrationally
excited CO2 molecules return back to the ground state without
contributing to the CO2 splitting, at least when assuming such
a long afterglow. It is, however, important to stress that if the
afterglow is shorter, this is not the case, as was elaborated in
section 3.4.2 above. In any case, these relaxation processes ob-
viously do not contribute to the CO2 splitting, and are therefore

not included in our calculation of the relative contributions in the
last column of Table 4.
Looking closer to the processes which can cause dissociation

of the vibrationally excited CO2 molecules during the pulse, the
electron impact reaction rates are at least 1 order of magnitude
lower than the same reactions with ground state CO2. Indeed the
rate coefficients of the reactions with vibrationally excited CO2
molecules are larger compared to the same reactions with ground
state CO2, but their densities are at least 2 orders of magnitude
lower (see section 3.4.1 above). As far as the ion reactions are
concerned, in contrast with ground state CO2, the ion reactions
with vibrationally excited CO2 contribute quite significantly
to the net loss, with an overall contribution of 57%, followed
by electron impact dissociation (19%) and dissociative attach-
ment (11%). Ionization and dissociative ionization of vibration-
ally excited CO2 contribute for only 8 and 4%, respectively, which
is lower than their contribution for ground state CO2. This can
be explained by their high threshold energy (i.e., 13.3 eV), which
is still clearly higher than the energy of the vibrational levels
(i.e., ∼1 eV), so that the advantage of a lower threshold for

Table 3. Overview of the Time-Integrated Net Rates of the Different Reaction Types Contributing to the Loss of Ground State
CO2, during a Pulse of 30 ns, an Afterglow of 0.1 s, and the Sum of Both, As Well As the Net Overall Contributions (in %) for the
Actual Dissociation of the CO2 Ground State Moleculesa

reactions pulse (cm−3) afterglow (cm−3) pulse + afterglow (cm−3) overall contribution to CO2 splitting (%)

electron impact vibrational excitation 1.5 × 1018 3.8 × 1014 1.5 × 1018

electron impact electronic excitation 3.9 × 1016 3.9 × 1016

electron impact dissociation 4.8 × 1014 4.8 × 1014 (52%)
electron impact ionization 2.6 × 1014 2.6 × 1014 (29%)
electron impact dissociative ionization 1.4 × 1014 1.4 × 1014 (16%)
electron impact dissociative attachment 2.2 × 1014 2.2 × 1014 (23%)
ion reactions −1.2 × 1014 −8.5 × 1013 −2.0 × 1014 (−22%)
neutral reactions 7.4 × 109 1.9 × 1013 1.9 × 1013 (2%)

aThe time-integrated vibrational and electronic excitation rates are also listed, to illustrate the dominant role of these processes in the plasma, but they do
not (directly) contribute to the CO2 splitting and are therefore not included in the calculation of the overall contributions presented in the last column.

Table 4. Overview of the Time-Integrated Net Rates of the
Different Reaction Types Contributing to the Loss of
Vibrationally Excited CO2, during a Pulse of 30 ns, an
Afterglow of 0.1s, and the Sum of Both, As Well As the Net
Overall Contributions (in %) for the Actual Dissociation of
the Vibrationally Excited CO2 Moleculesa

reactions
pulse
(cm−3)

afterglow
(cm−3)

pulse +
afterglow
(cm−3)

overall
contribution to
CO2 splitting

(%)

relaxation 1.1 × 1015 1.5 × 1018 1.5 × 1018

electron impact
dissociation

1.2 × 1013 1.2 × 1013 (19%)

electron impact
ionization

5.1 × 1012 5.1 × 1012 (8%)

electron impact
dissociative
ionization

2.2 × 1012 2.2 × 1012 (4%)

electron impact
dissociative
attachment

7.0 × 1012 7.0 × 1012 (11%)

ion reactions 3.0 × 1013 6.7 × 1012 3.6 × 1013 (57%)
neutral
reactions

2.1 × 109 8.4 × 1011 8.4 × 1011 (1%)

aThe time-integrated (VV and VT) relaxation rate is also listed, to
illustrate the importance of this process, but it does obviously not
contribute to the CO2 splitting and is therefore not included in the
calculation of the overall contributions presented in the last column.
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Table 5. Overview of the Electron Impact Reactions Included in the Model, As Well As the References from Where the Cross
Sections Were Adopteda

no. reaction reaction type rate coefficient ref

(1) + → +−e CO ev CO2 2 momentum transfer f(σ) 25

(2) + → + +− − − +e CO e e CO2 2
ionization f(σ) 25,26

(3) + → + + +− − − +e CO e e CO O2
dissociative ionization f(σ) 25,26

(4) + → + + +− − − +e CO e e C O2 2
dissociative ionization f(σ) 25,26

(5) + → + + +− − − +e CO e e O CO2
dissociative ionization f(σ) 25,26

(6) + → + + +− − − +e CO e e O C2 2
dissociative ionization f(σ) 25,26

(7) + → +− −e CO O CO2 electron attachment f(σ) 25

(8) + → + +− −e CO e CO O2 dissociation f(σ) 25

(9) + → +− −e CO e CO v12 2 vibrational excitation f(σ) 25

(10) + → +− −e CO e CO v22 2 vibrational excitation f(σ) 25

(11) + → +− −e CO e CO v32 2 vibrational excitation f(σ) 25

(12) + → +− −e CO e CO v42 2 vibrational excitation f(σ) 25

(13) + → +− −e CO e CO e12 2 electronic excitation f(σ) 25

(14) + → +− −e CO e CO e22 2 electronic excitation f(σ) 25

(15) + → +− −e CO e CO momentum transfer f(σ) 27

(16) + → + +− − − +e CO e e CO ionization f(σ) 28

(17) + → + + +− − − +e CO e e C O dissociative ionization f(σ) 28

(18) + → + + +− − − +e CO e e C O dissociative ionization f(σ) 28

(19) + → +− −e CO O C electron attachment f(σ) 28

(20) + → + +− −e CO e C O dissociation f(σ) 28

(21) + → +− −e CO e COv1 vibrational excitation f(σ) 28

(22) + → +− −e CO e COe1 electronic excitation f(σ) 28

(23) + → +− −e CO e COe2 electronic excitation f(σ) 28

(24) + → +− −e CO e COe3 electronic excitation f(σ) 28

(25) + → +− −e CO e COe4 electronic excitation f(σ) 28

(26) + → +− −e C e C momentum transfer f(σ) 45

(27) + → + +− − − +e C e e C dissociative ionization f(σ) 45

(28) + → +− −e C e C2 2 momentum transfer f(σ) 46

(29) + → + +− −e C e C C2 dissociation f(σ) 46

(30) + → + +− − − +e C e e C2 2
ionization f(σ) 46

31) + → +− −e O e O2 2 momentum transfer f(σ) 29

(32) + → + +− −e O e O O2 dissociation f(σ) 29

(33) + → + +− − − +e O e e O2 2
ionization f(σ) 29

(34) + → + + +− − − +e O e e O O2
dissociative ionization f(σ) 47

(35) + → +− −e O O O2 dissociation f(σ) 29

(36) + → +− −e O e O v12 2 vibrational excitation f(σ) 29

(37) + → +− −e O e O v22 2 vibrational excitation f(σ) 29

(38) + → +− −e O e O v32 2 vibrational excitation f(σ) 29

(39) + → +− −e O e O e12 2 electronic excitation f(σ) 29

(40) + → +− −e O e O e22 2 electronic excitation f(σ) 29

(41) + → +− −e O e O3 3 momentum transfer f(σ) 48

(42) + → + +− −e O e O O3 2 dissociation f(σ) 49

(43) + → + + +− − − +e O e e O O3 2
Dissociative ionization f(σ) 49

(44) + → + + +− − + −e O e O O O3
dissociative ionization f(σ) 49

(45) + → +− −e O O O3 2 electron attachment f(σ) 50

(46) + → +− −e O O O3 2 electron attachment f(σ) 50
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ionization from the vibrational levels is limited. Indeed, the elec-
tronically excited states are more suitable for stimulating ioniza-
tion than the vibrationally excited states (see section 2.2).
Finally, to distinguish between the actual contribution of

the vibrationally excited levels and of the ground state to the CO2
splitting, we need to compare the sum of the net contributions of
ground state CO2 with the sum of the net contributions of vibra-
tionally excited CO2, both integrated during the pulse and the
afterglow. Integrated over pulse and afterglow, the total loss of
CO2 from ground state molecules amounts to 9.2 × 1014 cm−3,
whereas the total loss of CO2 from the vibrational levels is
6.3 × 1013 cm−3. This means that the majority (i.e., 94%) of the
CO2 splitting occurs by reactions with ground state CO2 and
only 6% by reactions with vibrationally excited CO2. It should be
realized, however, that these estimations are performed for one
pulse and a long afterglow, and that the actual contribution of vibra-
tionally excited CO2 could be (much) higher in a DBD, attributed
to accumulation effects due to consecutive pulses, depending on
the interpulse period between successive filaments, as discussed in
detail in section 3.4.2 above.
Eventually the influence of vibrationally excited CO2

molecules can be summarized as follows:

1. Vibrationally excited CO2 molecules have a high density
compared to the other CO2 splitting species in the plasma.

2. The influence of accumulation can play a role for the lower
vibrational states and must be considered in DBDs, which
consist of successive pulses (filaments).

3. The activation energy of the reactions with vibrationally
excited CO2 is lower compared to the same reactions with
ground state CO2.

4. The vibrationally excited CO2 molecules will, however,
eventually relax back to the ground state, if the afterglow
(i.e., interpulse period) is long enough, so that their net
contribution to the CO2 splitting is estimated to be limited
to 6%.

5. This contribution can, however, be much larger if the
interpulse period between successive filaments is shorter,
so that accumulation effects become important.

4. CONCLUSIONS

We have investigated the plasma chemistry in a DBD operating
in pure CO2, including the role of vibrationally excited levels,
and we were able to identify the important species and reactions
playing a role in the CO2 splitting. We should, however, point out
that the vibrational excitation of CO and O2 could also play an
important role in the plasma, especially in long time scale simula-
tions where the CO and O2 densities will build up. The effect of
these vibrational levels is not yet taken into account in our present

Table 5. continued

no. reaction reaction type rate coefficient ref

(47) + → +− −e O e O momentum transfer f(σ) 51

(48) + → + +− − − +e O e e O ionization f(σ) 52

aNote: The electron impact dissociation reaction of CO2 (i.e., reaction 8) proceeds through electron impact excitation, followed by dissociation. The
electron impact electronic excitation reactions of CO2 (i.e., reactions 13 and 14), on the other hand, form excited levels which decay back to the
ground state, without dissociation. The same is true for the electron impact dissociation and electronic excitations of CO (reaction 20 and reactions
22−25, respectively) and O2 (reaction 32 and reactions 39−40, respectively).

Table 6. Overview of the Electron-Ion Recombinations and
Electron Attachment Reactions Included in the Model, As
Well As the Corresponding Rate Coefficients and References
from Where These Data Were Adopted

no. reaction rate coefficient ref

(49) + → +− +e CO CO O2
2 × 10−5 × Tg1− × Te(eV)−0.5

cm3 s−1
53

(50) + → +− +e CO C O2 2
3.939 × 10−7 × Te(eV)−0.4 cm3 s−1 26

(51) + → +− +e CO CO O4 2 2
1.608 × 10−7 × Te(eV)−0.5 cm3 s−1 26

(52) + → +− +e CO C O 3.683 × 10−8 × Te(eV)−0.55 cm3 s−1 28

(53) + → +− +e C O CO CO2 2
4.0 × 10−7 × Te(eV)−0.34 cm3 s−1 54

(54) + → +− +e C O CO CO2 3 2
5.4 × 10−8 × Te(eV)−0.7 cm3 s−1 54

(55) + → +− +e C O CO CO2 4 2 2
2.0 × 10−5 × Tg1− × Te−0.5 cm3 s−1 54

(56) + → +− +e C C C2
1.79 × 10−8 × Te(eV)−0.5 cm3 s−1 54

(57) + + → +− −e O M O M2 2 3 × 10−30 cm6 s−1 35

(58) + + → +− −e O M O M3 3 5 × 10−31 × Te(eV)−0.5 cm6 s−1 54

(59) + + → +− −e O M O M 10−31 cm6 s−1 35

(60) + + → +− +e O M O M2 2
10−26 cm6 s−1 55

(61) + → +− +e O O O2
6 × 10−7 × Tg(K)−0.5 × Te(eV)−0.5

cm3 s−1
53

(62) + + → +− +e O M O M 10−26 cm6 s−1 55

(63) + → +− +e O O O4 2 2
2.251 × 10−7 × Te(eV)−0.5 cm3 s−1 34

Table 7. Overview of the Neutral Reactions Included in the
Model, As Well As the Corresponding Rate Coefficients and
References from Where These Data Were Adopted

no. reaction rate coefficient ref

(64) + → +O CO CO O2 2 2.8 × 10−11 × exp(−26500/
Tg(K) cm3 s−1

26

(65) + → +C CO CO CO2 2 1.0 × 10−15 cm3 s−1 54

(66) + + → +O CO M CO M2 2 8.2 × 10−34 × exp(−1510/
Tg(K))

35

(67) + → +O CO CO O2 2 4.2 × 10−12 × exp[-24000/
Tg(K)] cm3 s−1

26

(68) + → +O CO CO O3 2 2 4.0 × 10−25 cm3 s−1 26

(69) + + → +C CO M C O M2 6.5 × 10−32 35

(70) + → +O C CO O2 3.0 × 10−11 cm3 s−1 35

(71) + + → +O C M CO M 2.136 × 10−29 × (Tg(K)/
300)−3.08 × exp(2114/Tg(K))
cm6s−1

26

(72) + → +O C O CO CO2 5.0 × −11 cm3 s−1 54

(73) + → +O C O CO CO2 2 2 3.3 × 10−13 cm3 s−1 35

(74) + → +O O O O3 2 2 3.1e-14 × Tg(K)0.75 × exp[-
1575/Tg(K)] cm3 s−1

35

(75) + → + +O M O O M3 2 4.1175 × 10−10 × exp(−11430/
Tg(K)) cm3 s−1

26

(76) + + → +O O M O M2 3 1.81 × 10
−33 × (Tg(K)/300)−1.2 35

(77) + + → +O O M O M2 1.27× 10−32× (Tg(K)/300)−1×
exp(−170/Tg(K)) cm6s−1

56
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Table 8. Overview of Ion-Neutral and Ion-Ion Reactions Included in the Model, As Well As the Corresponding Rate
Coefficients and References from Where These Data Were Adopted

no. reaction rate coefficient ref

(78) + + → ++ +O CO M CO M2 2 4
2.3 × 10−29 cm6 s−1 26

(79) + → ++ +O CO O CO2 2
9.4 × 10−10 cm3 s−1 26

(80) + → ++ +O CO CO O2 2
4.5 × 10−10 cm3 s−1 26

(81) + → ++ +C CO CO CO2
1.1 × 10−9 cm3 s−1 57

(82) + → ++ +CO CO CO CO2 2
1.0 × 10−9 cm3 s−1 57

(83) + + → +− −O CO M CO M2 3 9.0 × 10−29 cm6 s−1 53

(84) + + → +− −O CO M CO M2 2 4 1.0 × 10−29 cm6 s−1 53

(85) + → +− −O CO O CO3 2 2 3 5.5 × 10−10 cm3 s−1 35

(86) + → +− −O CO CO O4 2 4 2 4.8 × 10−10 cm3 s−1 54

(87) + + → ++ +CO CO M C O M2 2 2 4
3.0 × 10−28 cm6 s−1 54

(88) + → ++ +O CO CO O 4.9 × 10−12 × (Tg/300)0.5 × exp[-4580/Tg]cm3 s−1 57

(89) + → +− −O CO CO e2 5.5 × 10−10 cm3 s−1 26

(90) + → +− −CO CO 2CO e3 2 5 × 10−13 cm3 s−1 53

(91) + → ++ +C O CO CO C O2 3 2 2 2
1.1 × 10−9 cm3 s−1 54

(92) + → ++ +C O CO C O CO2 4 2 3 2
9.0 × 10−10 cm3 s−1 54

(93) + + → + ++ +C O CO M C O CO M2 3 2 3 2
2.6 × 10−26 cm6 s−1 54

(94) + + → + ++ +C O CO M C O CO M2 4 2 3 2
4.2 × 10−26 cm6 s−1 54

(95) + → ++ +C CO CO C 5.0 × 10−13 cm3 s−1 26

(96) + → ++ +CO C CO C 1.1 × 10−10 cm3 s−1 57

(97) + → ++ +O C CO O2
5.2 × 10−11 cm3 s−1 57

(98) + → ++ +O C C O2 2
5.2 × 10−11 cm3 s−1 57

(99) + → ++ +C C C C2 2
1.1 × 10−10 cm3 s−1 57

(100) + → ++ +O CO O CO2 2
1.64 × 10−10 cm3 s−1 57

(101) + → ++ +O CO O CO2 2
9.62 × 10−11 cm3 s−1 57

(102) + → ++ +O CO O CO2 2 2
5.3 × 10−11 cm3 s−1 57

(103) + → +− +CO CO 2CO O3 2 2
5 × 10−7 cm3 s−1 53

(104) + → +− +CO CO 2CO O4 2 2 2
5 × 10−7 cm3 s−1 53

(105) + → + +− +CO CO CO O O2 2 2
6 × 10−7 cm3 s−1 53

(106) + → ++O CO CO O 1.4 × 10−10 cm3 s−1 57

(107) + → ++ +O CO O CO2 2
1.2 × 10−10 cm3 s−1 57

(108) + → + ++ +O C O CO CO O2 2 2 2
5.0 × 10−12 cm3 s−1 54

(109) + → + ++ +C O M CO CO M2 2
1.0 × 10−12 cm3 s−1 54

(110) + → + +− +CO C O CO 2CO O3 2 2 2
5.0 × 10−7 cm3 s−1 54

(111) + → + +− +CO C O CO 2CO O4 2 2 2 2
5.0 × 10−7 cm3 s−1 54

(112) + → +− +O C O 2CO O2 2 2 2
6.0 × 10−7 cm3 s−1 54

(113) + → + +− +CO C O 2CO CO O3 2 3 2
5.0 × 10−7 cm3 s−1 54

(114) + → + +− +CO C O 2CO CO O4 2 3 2 2
5.0 × 10−7 cm3 s−1 54

(115) + → + +− +O C O CO CO O2 2 3 2 2
6.0 × 10−7 cm3 s−1 54

(116) + → + ++ +C O M CO CO M2 4 2 2
1.0 × 10−14 cm3 s−1 54

(117) + → +− +CO C O 3CO O3 2 4 2
5.0 × 10−7 cm3 s−1 54

(118) + → +− +CO C O 3CO O4 2 4 2 2
5.0 × 10−7 cm3 s−1 54

(119) + → +− +O C O 2CO O2 2 4 2 2
6.0 × 10−7 cm3 s−1 54

(120) + → + ++ −O CO CO O O2 2 2 2
3 × 10−7 cm3 s−1 53
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Table 8. continued

no. reaction rate coefficient ref

(121) + → +− −O CO CO O3 2 2 8 × 10−11 cm3 s−1 53

(122) + → + ++ −O CO CO O O2 4 2 2 2
3 × 10−7 cm3 s−1 53

(123) + → +− −O CO CO O4 3 2 1.1 × 10−10 cm3 s−1 26

(124) + → + +− −O CO CO O O4 2 2 1.4 × 10−11 cm3 s−1 26

(125) + → +− −O CO CO O4 2 3 1.4 × 10−11 cm3 s−1 26

(126) + → + +− −O CO CO O O3 4 2 3 2 1.3 × 10−10 cm3 s−1 54

(127) + → ++ +O C CO O2
6.2 × 10−10 cm3 s−1 57

(128) + → ++ +O C CO O2
3.8 × 10−10 cm3 s−1 26

(129) + → ++ +O O O O2 2
1.9e-11 × (Tg(K)/300)−0.5 cm3 s−1 26

(130) + + → ++ +O O M O M2 2 4
2.4 × 10−30 cm6 s−1 34

(131) + + → +− −O O M O M2 2 4 3.5 × 10−31 cm6 s−1 34

(132) + → +− −O O O e2 3 1 × 10−12 cm3 s−1 54

(133) + + → +− −O O M O M2 3 3.0 × 10−28 × (Tg(K)/300)−1 cm6 s−1 54

(134) + → +− −O O O O3 3 8 × 10−10 cm3 s−1 54

(135) + → + +− −O O O O e3 2 2 3.0 × 10−10 cm3 s−1 58

(136) + → +− −O O O O2 3 3 2 4.0 × 10−10 cm3 s−1 59

(137) + → + + +− −O O O O O e3 3 2 2 2 3.0 × 10−10 cm3 s−1 54

(138) + → ++ +O O O O3 2 2
1.0 × 10−10 cm3 s−1 34

(139) + + → ++ +O O M O M2
1.0 × 10−29 cm6 s−1 59

(140) + → +− −O O O e2 2.3 × 10−10 cm3 s−1 60

(141) + → +− −O O O O2 2 3.3 × 10−10 cm3 s−1 59

(142) + → +− −O O O e2 3 3.3 × 10−10 cm3 s−1 60

(143) + → +− −O O O O3 3 1.0 × 10−13 cm3 s−1 58

(144) + → + +− −O O O O e3 2 2 1.0 × 10−13 cm3 s−1 54

(145) + → +− −O O O O3 2 2 2.5 × 10−10 cm3 s−1 54

(146) + → +− −O O O O4 3 2 4.0 × 10−10 cm3 s−1 34

(147) + → + +− −O O O O O4 2 2 3.0 × 10−10 cm3 s−1 34

(148) + → +− +O O O O4 2 3
3.0 × 10−10 cm3 s−1 34

(149) + + → ++ −O O M O M2 3
2.0 × 10−25 cm6 s−1 59

(150) + → ++ −O O O O2 2
2.7 × 10−7 cm3 s−1 60

(151) + → ++ −O O O O2 2 2 2
2.0 × 10−7 cm3 s−1 60

(152) + → + ++ −O O O O O2 2 2
4.2 × 10−7 cm3 s−1 53

(153) + + → + ++ −O O M O O M2 2 2 2
2.0 × 10−25 cm6 s−1 59

(154) + → + +− −O O O O e2 2 2 2 2.18 × 10−18 cm3 s−1 59

(155) + → + +− −O M O M e2 2 2.7 × 10−10 × (Tg(K)/300)0.5 × exp(−5590/Tg(K)) cm3 s−1 26

(156) + → ++ −O O O O2 3 2 3
2.0 × 10−7 cm3 s−1 59

(157) + → + ++ −O O O O O2 3 3
1.0 × 10−7 cm3 s−1 59

(158) + → ++ −O O O O3 3
1.0 × 10−7 cm3 s−1 59

(159) + → + +− −O O O O e2 3 2 3 2.3 × 10−11 cm3 s−1 59

(160) + → +− −O M O e3 3 2.3 × 10−11 cm3 s−1 26

(161) + → ++ −O O O O 4.0 × 10−8 cm3 s−1 60

(162) + + → ++ −O O M O M2
2.0 × 10−25 cm6 s−1 59

(163) + → ++ −O O O O2 2
1.0 × 10−7 cm3 s−1 53

(164) + → + ++ −O O O O O2
2.6 × 10−8 cm3 s−1 60

(165) + + → ++ −O O M O M2 3
2.0 × 10−25 cm6 s−1 59
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model. Also, the vibrational kinetics for CO2 might in reality be
more complex, because higher vibrational levels might be impor-
tant, although we expect this to be limited in a DBD plasma.
When applying the model to a microwave plasma or a gliding arc
plasma, the vibrational kinetics scheme should be extended to the
higher vibrational levels.
The densities and rates of the important reactions of the diff-

erent plasma species (i.e., electrons, vibrationally excited CO2

molecules, various neutrals and ions) are plotted as a function of
time during one pulse and afterglow, as well as for five consec-
utive pulseswith an interpulse period of 1μs, tomimic thefilamentary
behavior of a DBD. The production rates of vibrationally and
electronic excited CO2 were found to be at least 2 orders of
magnitude higher than the other electron impact reaction rates,
i.e., dissociation, ionization, dissociative ionization, and attach-
ment. As a result, the densities of the vibrationally excited species
were found to be only 2 orders of magnitude lower than the
ground state CO2 density, during the pulse. We have also pointed
out the effect of accumulation on the density of vibrationally excited
CO2. The accumulation was found to be significant at interpulse
times below 1 μs, but at an interpulse time between 1 and 10 μs the
vibrationally excited CO2 molecules start to fall back to the ground
state, and above an interpulse time of 10 microseconds most of
the vibrationally exited CO2 molecules have decayed back into the
ground state. The interpulse time between two filaments is not

exactly known in a DBD, but our results indicate that it could
be possible that locally the density of vibrationally excited CO2
molecules, and hence their role in the CO2 splitting, increases as a
result of accumulation due to successive filaments.
The neutrals of interest were found to be molecular oxygen

and CO, which are also reported in literature as the dominant
end products.2,3,7 The role of neutrals in the CO2 splitting was,
however, not found to be significant, although atomic oxygen
seems to play a vital role in the formation of molecular oxygen
and ozone. We also investigated the role of the ions in the plasma
and identified short living ions which are formed and lost during
the 30 ns pulse, as well as long living ions which have a significant
density even in the millisecond range.
We can summarize our findings regarding the net contribution

of the different plasma species and reactions to the dissociation of
CO2 as follows:

1. The splitting of ground state CO2 is dominated by electron
impact reactions, and predominantly by electron impact
dissociation. Electron impact ionization is also important
but is compensated by the fact that a large fraction of the
formed ions will eventually recombine, resulting again in
the formation of CO2.

2. The splitting of vibrationally excited CO2 is mainly
dominated by ion reactions, followed by electron impact
dissociation.

Table 8. continued

no. reaction rate coefficient ref

(166) + → + +− −M O O M e 4 × 10−12 cm3 s−1 54

(167) + → + +− −M O O O M4 2 2 3.08 × 10−12 cm3 s−1 58

(168) + → + ++ +O M O O M2 2 2
1.73 × 10−13 cm3 s−1 34

Table 9. Overview of the Vibrational Relaxation Processes upon Collision with Ground State Molecules, Included in the Model,
Yielding Transformation to a Higher of Lower Vibrational Level (i.e., V−V Relaxations) or to the Ground State (i.e., V−T
Relaxations), As Well As the Corresponding Rate Coefficients and References from Where These Data Were Adopted (EST
Means Estimated)

no. reaction rate coefficient ref

(169) + → +CO v1 CO CO CO2 2 2 2 1.07 × 10−14 cm3 s−1 31

(170) + → +CO v1 CO CO CO2 2 7.48 × 10−15 cm3 s−1 31

(171) + → +CO v1 O CO O2 2 2 2 7.48 × 10−15 cm3 s−1 31

(172) + → +CO v2 CO CO CO2 2 2 2 9.00 × 10−18 cm3 s−1 31

(173) + → +CO v2 CO CO CO2 2 2.79 × 10−17 cm3 s−1 31

(174) + → +CO v2 O CO O2 2 2 2 2.79 × 10−17 cm3 s−1 31

(175) + → +CO v2 CO CO v1 CO2 2 2 2 2.90 × 10−14 cm3 s−1 31

(176) + → +CO v2 CO CO v1 CO2 2 2.03 × 10−14 cm3 s−1 31

(177) + → +CO v2 O CO v1 O2 2 2 2 2.03 × 10−14 cm3 s−1 31

(178) + → +CO v3 CO CO v2 CO2 2 2 2 7.72 × 10−16 cm3 s−1 31

(179) + → +CO v3 CO CO v2 CO2 2 2 2.32 × 10−16 cm3 s−1 31

(180) + → +CO v3 O CO v2 O2 2 2 2 3.09 × 10−16 cm3 s−1 31

(181) + → +CO v3 CO CO v4 CO2 2 2 2 6.05 × 10−15 cm3 s−1 31

(182) + → +CO v3 CO CO v4 CO2 2 1.81 × 10−15 cm3 s−1 31

(183) + → +CO v3 O CO v4 O2 2 2 2 2.42 × 10−15 cm3 s−1 31

(184) + → +CO v3 CO CO v1 CO v22 2 2 2 2.42 × 10−15 cm3 s−1 31

(185) + → +CO v3 CO CO v1 CO2 2 2 2 1.70 × 10−18 cm3 s−1 31

(186) + → +CO v3 CO CO v1 CO2 2 5.10 × 10−19 cm3 s−1 31

(187) + → +CO v3 O CO v1 O2 2 2 2 6.80 × 10−19 cm3 s−1 31

no. reaction rate coefficient ref

(188) + → +CO v4 CO CO v2 CO2 2 2 2 4.33 × 10−14 cm3 s−1 31

(189) + → +CO v4 CO CO v2 CO2 2 3.03 × 10−14 cm3 s−1 31

(190) + → +CO v4 O CO v2 O2 2 2 2 3.03 × 10−14 cm3 s−1 31

(191) + → +CO v4 O CO v1 CO2 2 2 2 9.08 × 10−18 cm3 s−1 31

(192) + → +CO v4 CO CO v1 CO2 2 6.18 × 10−15 cm3 s−1 31

(193) + → +CO v4 O CO v1 O2 2 2 2 6.18 × 10−15 cm3 s−1 31

(194) + → +COv1 CO CO CO2 2 1.34 × 10−23 cm3 s−1 31

(195) + → +COv1 CO CO CO 1.34 × 10−23 cm3 s−1 31

(196) + → +COv1 O CO O2 2 4.78 × 10−24 cm3 s−1 31

(197) + → +O v1 CO O CO2 2 2 2 7.55 × 10−23 cm3 s−1 31

(198) + → +O v1 CO O CO2 2 2.52 × 10−23 cm3 s−1 31

(199) + → +O v1 O O O2 2 2 2 2.52 × 10−23 cm3 s−1 31

(200) + → +O v2 CO O CO2 2 2 2 7.55 × 10−23 cm3 s−1 EST32

(201) + → +O v2 CO O CO2 2 2 2.52 × 10−23 cm3 s−1 EST32

(202) + → +O v2 O O O2 2 2 2 2.52 × 10−23 cm3 s−1 EST32

(203) + → +O v3 CO O CO2 2 2 2 7.55 × 10−23 cm3 s−1 EST32

(204) + → +O v3 CO O CO2 2 2.52 × 10−23 cm3 s−1 EST32

(205) + → +O v3 O O O2 2 2 2 2.52 × 10−23 cm3 s−1 EST32
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3. 94% of the CO2 splitting is achieved from the ground state,
whereas 6% occurs from the vibrationally excited states.
This contribution is, however, calculated for one pulse and
a long afterglow. If the interpulse period between two
successive filaments is shorter, accumulation effects can
occur for the vibrationally excited molecules, and con-
sequently, their role can be (much) higher.

In future work, this model will be used for long time-scale
simulations, matching the residence time of real gas conversion
inDBDs, to obtain information on the splitting efficiency, both in
terms of conversion and energy efficiency, as well as the selec-
tivities and yields of the reaction products.

■ APPENDIX
Tables 5−9 with the chemical reactions included in the model.
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(57) Woodall, J.; Aguńdez, M.; Markwick-Kemper, A. J.; Millar, T. J.
Astron. Astrophys. 2007, 466, 1197−1204.
(58) Ionin, A. A.; Kochetov, I. V.; Napartovich, A. P.; Yuryshev, N. N. J.
Phys. D Appl. Phys. 2007, 40, R25−R61.
(59) Eliasson, B.; Hirth, M.; Kogelschatz, U. J. Phys. D Appl. Phys. 1987,
20, 1421−1437.
(60) Gudmundsson, J. T.; Thorsteinsson, E. G. Plasma Sources Sci.
Technol. 2007, 16, 399−412.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp307525t | J. Phys. Chem. C 2012, 116, 23257−2327323273


