
Phase modulation in pulsed dual-frequency capacitively coupled plasmas

De-Qi Wen,1 Quan-Zhi Zhang,1 Wei Jiang,2 Yuan-Hong Song,1 Annemie Bogaerts,3

and You-Nian Wang1,a)

1School of Physics and Optoelectronic Technology, Dalian University of Technology, Dalian 116024,
People’s Republic of China
2School of Physics, Huazhong University of Science and Technology, Wuhan 430074,
People’s Republic of China
3Research group PLASMANT, Department of Chemistry, University of Antwerp, Universiteitsplein 1,
BE-2610Wilrijik-Antwerp, Belgium

(Received 28 March 2014; accepted 7 June 2014; published online 19 June 2014)

Particle-in-cell/Monte Carlo collision simulations, coupled with an external circuit, are used to

investigate the behavior of pulsed dual-frequency (DF) capacitively coupled plasmas (CCPs). It is

found that the phase shift h between the high (or low) frequency source and the pulse modulation

has a great influence on the ion density and the ionization rate. By pulsing the high frequency

source, the time-averaged ion density shows a maximum when h¼ 908. The time-averaged ion

energy distribution functions (IEDFs) at the driven electrode, however, keep almost unchanged,

illustrating the potential of pulsed DF-CCP for independent control of ion density (and flux) and

ion energy. A detailed investigation of the temporal evolution of the plasma characteristics indi-

cates that several high frequency harmonics can be excited at the initial stage of a pulse period by

tuning the phase shift h, and this gives rise to strong sheath oscillations, and therefore high ioniza-

tion rates. For comparison, the pulsing of the low frequency source is also studied. In this case, the

ion density changes slightly as a function of time, and the time-averaged ion density shows the

same trend as in the HF modulation for different phase shifts h. Moreover, the time-averaged

IEDFs at the driven electrode can be modulated, showing the potential to reduce the maximum ion

bombardment energy. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4884225]

I. INTRODUCTION

Capacitively coupled radio-frequency (CCRF) dis-

charges are commonly used for plasma etching in microelec-

tronics technology.1 Of importance to the etching processes

is the ion flux and energy bombing the electrodes. A high ion

flux, determined by high plasma densities, is desired for high

manufacturing throughput, while the ion bombardment

energy needs to be controlled independently to avoid damag-

ing the material.1 Improvements in controlling these key

plasma parameters are essential because of the decreasing

line width and the increasing size of the wafers,2 and a lot of

researchers have been working on this topic.3–32 Dual-

frequency capacitively coupled plasmas (DF CCPs), i.e.,

driving the plasma with two substantially different radio fre-

quencies, from which the low frequency component controls

the ion energy and the high frequency determines the plasma

density, are introduced as a promising way to achieve this

separate control.3–7 However, the coupling of both frequen-

cies8–15 and the effect of secondary electrons7,15,16 place a li-

mitation to realizing this goal. Czarnetzki et al.16–21

proposed a flexible method to control the ion properties by

the so-called electrical asymmetry effect (EAE) in geometri-

cally symmetric discharges and demonstrated that the dc

self-bias could be controlled by driving one electrode with

the fundamental frequency and its even harmonic. Similarly

to the idea of the EAE, which changes the voltage waveform

on the powered electrode, pulsed modulation in CCRF

discharges has shown its potential in improving the etch pro-

file characteristics with high aspect ratio, as it can provide

high flexibility by adjusting the frequency and the duty

cycle,22 and therefore it has attracted increasing academic

and industrial interest in recent years.1,23–32

Numerical investigations on pulsed plasma sources can

help us to improve our fundamental understanding of dis-

charge mechanisms and to find suitable modulation parame-

ters for better etch processes. It has been shown in a global

model that, in argon plasmas driven by time modulated

power, higher time-averaged plasma densities can be

obtained than those in continuous wave (CW) plasmas.23

Agarwal et al.24 demonstrated by means of a two-

dimensional fluid model of a pulsed dual-frequency (DF)

CCP that the Ar/CF4 plasma uniformity can be controlled, to

a certain degree, by modulating the phase lag between the

pulsed high and low frequency powers. Further simulations

from the same group focused on the influence of pulse fre-

quency and gas composition on the negative ion flux to the

wafer and suggested that a long afterglow period is necessary

for negative ion extraction into the wafer features.25 Kim

et al.26 predicted by particle-in-cell/ Monte Carlo (PIC/

MCC) simulations for a CCP that the pulsed rf form of the

driving current could induce a discharge asymmetry, i.e., the

time-averaged plasma density peaks off the center between

the two electrodes and a self-bias develops at the powered

electrode. Recently, Lafleur et al.27,28 computationally dem-

onstrated that the power deposition, the plasma density and

ion fluxes can be increased by using Gaussian-shaped volt-

age pulses instead of sinusoidal waveforms. Furthermore, ana)E-mail: ynwang@dlut.edu.cn
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asymmetry in the ion fluxes to the powered and grounded

electrodes was created at increasing pressure. The average

ion bombardment energy, however, remained almost con-

stant. Finally, based on PIC/MCC simulations, control of the

ion energy distribution (IED) on the substrate electrode can

be achieved in the afterglow of a pulsed CCP, which will be

beneficial to plasma processing.29 In addition, the periodic

interruption of the driving frequency leads to temporal

changes in the plasma parameters.

The initial stage of a pulse period is critical for the

process, because in this stage the plasma parameters change

dramatically, for example, a bias voltage is formed on the

blocking capacitor,30 and the electron temperature rapidly

increases above the steady state value.31,32 Therefore, a more

systematic investigation, especially at the initial stage of a

pulsed discharge, is needed to understand the discharge

dynamics and temporal evolution of plasma parameters. This

can not only provide a better physical insight, but it can also

give information about the optimum operating conditions.

However, in spite of the fact that pulsed plasmas are widely

investigated, most of these studies are focused on pulsed sin-

gle frequency (SF) CCPs,26–30,32 while only a few of them

correspond to pulsed dual frequency CCPs.24,25,31 Especially,

the way in which the phase shift between the two frequency

sources and the pulse affects the plasma behavior is still not

fully understood.

In this work, the discharge properties of a pulsed DF

(60 MHz/2 MHz) CCP are investigated by means of self-

consistent PIC/MCC simulations. We will study in detail the

effects of phase modulation between high (or low) frequency

source and the pulse on plasma parameters. The relationship

between the plasma density, ion energy, discharge asymme-

try, and phase shift of the pulse modulation will also be

investigated. Our paper is organized as follows: the simula-

tion details and discharge parameters are outlined in Sec. II.

In Sec. III, the simulation results are presented, and a short

conclusion is drawn in Sec. IV.

II. DESCRIPTION OF THE PIC/MCC SIMULATIONS

Simulations were performed by using a standard 1d3v

(i.e., one-dimensional in space and three-dimensional in ve-

locity) electrostatic PIC method, coupled with a MCC model

and an external circuit.33,34 The external circuit contains a

bias capacitor (CB with a value of 2 nF). The model is a self-

consistent and fully kinetic model, which forms part of the

“multi-physics analysis of plasma sources” (MAPS) code

developed by Wang and coworkers.35–38 Our simulations are

applied to an argon discharge with a gap between the two

electrodes of 4 cm. The rf/pulse voltage source is connected

with the electrode at the position of z¼ 0 cm through a bias

capacitor (CB), and the grounded electrode is at z¼ 4 cm, as

shown in Figure 1. The potential at the powered electrode is

self-consistently obtained.33 According to Kirchhoff’s volt-

age law:

VCðtÞ ¼ VðtÞ � /0ðtÞ; (1)

where VC(t) is the voltage drop across the capacitor CB, V(t)
is the applied voltage source, and /0ðtÞ is the potential at the

powered electrode (z¼ 0). The electric current at the pow-

ered electrode satisfies the continuity equation given by

Eq. (2). Q is the charge at the powered electrode (z¼ 0), I(t)
and Iconv(t) are the external circuit current and the convective

current arriving at the powered electrode, respectively.

Gauss’ law near the electrode can be written as Eq. (3), and

E is the electric field

dQ

dt
¼ IðtÞ þ IconvðtÞ; (2)

�0

þ
S

E � dS ¼ Q: (3)

Finally, Poisson’s equation in the plasma is as follows:

�0r2Pðx; tÞ ¼ ~qðx; tÞ; (4)

�0r2Lðx; tÞ ¼ 0: (5)

P(z¼ 0)¼0, P(z¼ 4)¼ 0 and L(z¼ 0)¼ 1, L(z¼ 4)¼ 0 are

the boundary conditions of Eqs. (4) and (5), respectively.

P(x,t) is the potential generated by the charge in plasma and

L(x,t) is the vacuum potential determined by the applied

boundary conditions. Thus, the powered electrode potential

/0ðtÞ is obtained by solving Eqs. (1)–(5) and the plasma

potential /ðtÞ is calculated by

/ðx; tÞ ¼ Pðx; tÞ þ /0ðtÞLðx; tÞ: (6)

When the high frequency (HF) source is modulated, the volt-

age waveform (i.e., V(t)) is given by

VHðtÞ ¼ gðt; hÞVHFðtÞ þ VLFðtÞ: (7)

Similarly, when the low frequency (LF) source is modu-

lated, the voltage waveform is expressed by

VLðtÞ ¼ gðt; hÞVLFðtÞ þ VHFðtÞ: (8)

In both equations, VHFðtÞ ¼ VH0 sinð2pfHFtÞ and VLFðtÞ
¼ VL0 sinð2pfLFtÞ; gðt; hÞ is the pulse modulation factor (i.e.,

the on-off switch of the HF or LF source) given by Eq. (9);

they are all plotted as a function of time in Figure 2(a).

FIG. 1. Schematic picture of the CCP and external circuit, showing the rf

and the pulsed rf voltage source (rf/pulse), and the bias capacitor (CB). I(t) is

the current flowing in the external circuit.
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gðt; hÞ ¼

t=s ð0 � t < sÞ;
1 ðs � t < T þ sÞ;
1� ðt� T � sÞ=s ðT þ s � t < T þ 2sÞ;
0 ðT þ 2s � t < Tp:

8>>>><
>>>>:

(9)

Note that 0 indicates the start of the pulse modulation, s
stands for the rise and fall times, which are taken equal in

our case, T is the plateau value of the pulse modulation fac-

tor, and Tp is the total pulse modulation period, consisting of

pulse-on and pulse-off time. h is the phase shift between the

HF source and the start of the pulse modulation for HF mod-

ulation, or in the case of LF modulation, it is the phase shift

between the LF source and the start of the pulse for LF mod-

ulation. This phase difference varies from 08 to 1808. The

rise (and fall) time s is fixed to 0.1THF, where THF ¼ f�1
HF . In

addition, fHF and fLF correspond to the HF of 60 MHz and LF

of 2 MHz, respectively, and VH0, VL0, are their voltage

amplitudes. In the simulation, VH0 is kept at 150 V and VL0 is

set at 300 V. In addition, the duty cycle of the pulse modula-

tion g ¼ ðT þ 2sÞ=Tp ¼ 0:5. Furthermore, the pulse repeti-

tion frequency, represented by f, varies from 200 kHz to

2 MHz.

To make this pulse modulation more clear, an illustration

of the pulse modulation of the HF source (V H(t)), in one LF

cycle, is given in Figures 2(c) and 2(d), for the pulse modula-

tion factor shown in Figure 2(a), whereas the pulse modula-

tion of the LF source (VL(t)), again in one LF cycle, is

illustrated in Figure 2(b). The discharge is sustained at 20

mTorr. Elastic, excitation, and ionization collisions for elec-

trons and charge transfer collisions for Arþ ions are taken

into account in Monte Carlo part.38–40 Multistep ionization

and metastable atoms are not included in our PIC/MCC

model for two reasons. First, including metastable atoms in a

PIC/MCC code is computationally very time consuming.41

Moreover, Turner et al.41,42 have proven that metastable

atoms do not affect the plasma density in low pressure dis-

charges with a PIC/MCC method, and Ashida et al.23 came to

the same conclusion by means of a global model. We also

investigated the effect of metastable atoms on plasma density

with a global model under our typical simulation parameters

and found that the relative error between including and

excluding metastable atoms is less than one percent.

In our PIC/MCC simulation, the electron and the ion

cross sections are taken from Refs. 43 and 44, respectively.

The secondary-electron emission coefficient for argon ions is

set to 0.12, while electrons are assumed to be perfectly

absorbed at the electrodes (hence the electron-induced sec-

ondary electron emission coefficient is assumed to be zero).

The initial velocities of the secondary electrons from the

surfaces are calculated from the Maxwellian distribution at

an average electron temperature of 3 eV. The secondary elec-

trons are emitted toward the plasma in an isotropic way.

An explicit scheme is used in all simulations. The space

step �x and time step �t are fixed to 4.0� 10�5 m and

0.8� 10�11 s, respectively, for h¼ 08, 458, 908. However,

for the later calculations performed with other h values, we

increased �x and �t to 8.0� 10�5 m and 2.0� 10�11 s, for

the purpose of saving computing time. When the discharge

reaches equilibrium, at least 150 super-particles in per cell

are adopted, which satisfies the convergence conditions as

discussed by Turner.45 The initial electron and ion tempera-

tures are set as 3 eV and 0.026 eV, respectively. Typically,

the code is run for over 500 pulse cycles to reach equilib-

rium. After the system reaches equilibrium, the plasma pa-

rameters, such as the species densities, the ionization rate

distributions and the currents, are calculated by statistical av-

erage of 30 pulse periods.

FIG. 2. (a) Schematic diagram of the

modulated voltage waveform (see text

for more explanation). (b) and (c)

Illustration of LF and HF pulse modu-

lation, respectively, for the pulse mod-

ulation factor of (a). (d) is a zoomed

part of (c) in the first HF period.
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III. RESULTS AND DISCUSSIONS

A. High frequency modulation: Control of ion density
and ion energy

The time-averaged peak values of Arþ density ni at the

center between the two electrodes are plotted in Figure 3 as a

function of the phase shift h between HF source and the

pulse modulation, for three different pulse frequencies of

200 kHz, 1 MHz, and 2 MHz. As can be seen, the overall

density ni reaches a maxima value at h¼ 908, at a pulse fre-

quency of 1 MHz and 2 MHz, but it remains almost constant

at 200 kHz. Furthermore, the variation as a function of phase

shift h is higher at higher pulse frequency. This can be under-

stood because different phase shifts h induce different initial

stages of the pulse modulation period, as will be explained in

Sec. III B. Indeed, the ionization rate in the initial stage of

the pulse is very low at h¼ 08 compared to the value h¼ 908.
In addition, for the case of low pulse modulation frequency,

there is a longer “off time,” within which the heating caused

by the HF sheath oscillation disappears and more charged

particles become lost at electrodes due to the absence of the

HF sheath. This explains why a lower pulse modulation

frequency gives rise to a lower average ion density at a fixed

shift h.

Figure 4(a) shows the time-averaged ion energy distri-

bution functions (IEDFs) at the driven electrode, for a pulse

repetition frequency of f¼ 2 MHz and three different values

of the phase shift h between the HF source and the pulse

modulation. It can be seen that the IEDFs are almost identi-

cal at different values of h. This is because the temporal evo-

lution of the sheath potential has approximately the same

shape (as shown in Figure 4(b)). Note that the sheath poten-

tial is defined by the difference between the driven electrode

potential and the maximum potential in the plasma.

It is indeed clear that the two peaks in Figure 4(a) indi-

cated with “1” and “2,” are determined by �jVminj and

�jVmaxj in Figure 4(b), respectively. Since �jVminj and

�jVmaxj are practically the same for the different phase

shifts, it is logical that the IEDFs are also almost identical.

The many peaks in Figure 4(a) are caused by charge-

exchange collisions between ions and neutral atoms.46,47

Thus, it is clear that by pulsing the HF source in DF

CCPs, the ion density can be adjusted by varying the pulse

modulation repetition frequency and the phase shift between

the HF source and the pulse modulation, while the IEDFs

approximately stay constant.

B. High frequency modulation: Temporal evolution
of the plasma characteristics

The temporal evolution of the spatially averaged den-

sities of Arþ ions within one pulse modulation period is

shown in Figure 5(a) for different values of the phase shift

between the HF source and the pulse modulation factor, i.e.,

h¼ 08, 22.58, 458, 67.58, 908. Note that the pulse-on time is

for t < 0:5Tp. For h¼ 08, the spatially averaged density

increases almost linearly with time as soon as the pulse is

switched on, and subsequently it decreases as the pulse is

switched off. When h rises from 08 to 908, the ion densities dis-

tinctly increase with time in the early parts of the pulse modu-

lation, after which the rise becomes more gradual until the end

of the pulse. The temporal behavior of the ion densities can be

explained by the corresponding temporal ionization rates over

the pulse period, which is shown in Figure 5(b). Indeed, the

FIG. 3. Ion density versus the phase shift between the HF source and the

pulse modulation for a pulse modulation frequency of 200 kHz, 1 MHz, and

2 MHz.

FIG. 4. (a) Time-averaged ion energy

distribution functions (IEDFs) at the

driven electrode, and (b) temporal

sheath potential in one pulse period,

for a pulse repetition frequency of

f¼ 2 MHz, and three different values

of the phase shift between the HF

source and the pulse modulation, i.e.,

h¼ 08, 458, 908.
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ionization rate increases slowly at the beginning of the pulse

and gradually reaches steady state for a phase shift h¼ 08,
while it rises extremely rapidly to a value of three times the

steady state value, for a phase shift h¼ 908. This indicates that

a lot of high-energy electrons have been generated in the initial

stage of the pulse modulation at h¼ 908. We will further

explain this later in the paper.

In addition, we can see that the ion density does not

decrease instantly when the pulse is switched off (t¼ 0.5Tp),

but the drop starts only at about t¼ 0.55Tp in Figure 5(a).

This can be explained by two reasons: on one hand, the “fall

time” of the pulse causes a delay in the drop of the ioniza-

tion so that still ions are created, and on the other hand, the

electrons cool down extremely rapidly after the pulse is

switched off,23,31,32,48 which considerably reduces their dif-

fusion. Hence, the electrons (as well as the ions) stay a bit

longer in the plasma, explaining why the drop is somewhat

delayed.

In order to better understand the underlying physics of

the enhanced ionization in the initial stage of pulse period,

we analyze the spatiotemporal ionization rates and the tem-

poral currents. The spatiotemporal ionization rates of the first

HF period and the second last HF period during the pulse-on

time are shown in Figure 6 for h¼ 08 (a1, a2, respectively)

and h¼ 908 (b1, b2, respectively). As can be seen from

Figures 6(a1) and 6(b1), the maximum ionization mainly

occurs close to the driven electrode (z¼ 0 cm), i.e., the dis-

charge is asymmetric within the first HF period. As time

evolves, the discharge gradually becomes more symmetric,

as is shown in Figures 6(a2) and 6(b2) for the second last HF

period. The comparison of Figures 6(a1), 6(b1) with Figures

6(a2), 6(b2) makes it clear that the ionization rate in the be-

ginning of the pulse modulation is larger than at the end of

the pulse modulation, especially at h¼ 908, where the maxi-

mum ionization rate is 10 times larger in Figures 6(b1) than

6(b2). Moreover, two electron beams close to each other

FIG. 5. Spatially averaged (a) Arþ

densities and (b) ionization rates at

20 mTorr as a function of time within

one pulse modulation period for differ-

ent phase shifts between the HF source

and the pulse modulation factor, using

a pulse modulation frequency of

2 MHz, and 50% duty cycle.

FIG. 6. Spatiotemporal ionization rates:

(a1) 1 HF period (THF) in the beginning

and (a2) 1 HF period at the end of the

pulse-on time, both for a phase shift

h¼ 08, (b1) and (b2) correspond to the

case of h¼ 908.
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(indicated with two black arrows) can be clearly seen in

Figure 6(b1), which give rise to very high ionization rate

near t¼ 0.2THF and t¼ 0.4THF.

In DF CCPs driven by continuous waves, the main heat-

ing mechanism is collisionless (or stochastic), which can pro-

duce high-energy electrons at the oscillating plasma sheath

boundaries, at typical pressures around 20 mTorr.10,49,50

In the case of pulsed DF CCPs, the high ionization rate

can be explained because several HF harmonics can be

excited (see below), which induce several rapid expansions

of the sheath. These expansions of the sheath are much

faster than the sheath expansion caused by just the funda-

mental driving rf frequency. In this way, fast beam elec-

trons, which travel from the sheath region toward the

plasma bulk, are created and the ionization is strongly

enhanced.

The reason for the excitation of the HF harmonics can

be explained as follows: in typical CCPs, there is a
FIG. 7. Driven electrode potential in the first HF period of the pulse modula-

tion, at three different phase shifts between HF source and pulse modulation.

FIG. 8. (a1), (b1), (c1): Two full cycles

of the HF current picked up at the

centre of the two electrodes with

h¼ 08. (a2), (b2), (c2): Fourier compo-

nents of the current correspond to (a1),

(b1), (c1), respectively. The compo-

nents corresponding to the applied HF

voltage at 60 MHz shows clearly visi-

ble from beginning to the end. (a1)

shows the first two HF periods, (b1)

shows the middle two ones with the

pulse-on; (c1) shows the two ones at

the end of pulse-on.
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nonlinear charge-voltage relation in an individual

sheath.1,18,20 Generally, the nonlinearity cancels for the

sum of both sheath voltages in symmetric discharges.1

However, in our case, the pulse has a fixed rising/falling

time between pulse-on and pulse-off, which means that

when modulating the rf voltage, the voltage value will

change from 0 to the normal rf voltage value rapidly within

a small rise/fall time. This makes the voltage waveform in

the first HF period asymmetric18,20 for different phase shifts

h, as shown in Figure 7. This lead to a strong asymmetry

between the sheaths, and the HF harmonics are thus

excited. Besides, we can see from Figure 7 that the asym-

metry of the voltage waveform in the first HF period is

weak at h¼ 08, but very strong at h¼ 908, which explains

the much larger ionization rate at h¼ 908 than at h¼ 08, as

shown in Figures 6(b1) and 6(a1).

To further elucidate the generation of the HF harmonics,

we show the temporal current at the center point between two

electrodes at h¼ 08 in Figures 8(a1), 8(b1), and 8(c1), corre-

sponding to the first two HF periods, two HF periods at the

middle stages, and the last two HF periods within the pulse-

on time. The total pulse-on time contains 15 HF periods.

Figures 8(a2), 8(b2), and 8(c2) display the corresponding

absolute values of the Fourier components of the currents

shown in Figures 8(a1), 8(b1), and 8(c1), respectively.

As can be seen in Figure 8(a1), besides the normal HF

component (i.e., 60 MHz), there are also higher frequency

components, i.e., five times and eight times the basic fre-

quency, as can be deduced from Figure 8(a2).

From the evolution of Fourier components over time

during the pulse-on period, shown in Figures 8(a2), 8(b2),

and 8(c2), we conclude that many HF harmonics are gener-

ated in the first two HF period, but they gradually fade away,

leaving only the harmonics with an integer times the basic

frequency, as shown in Figure 8(b2). Finally, in the last two

HF periods (Figure 8(c2)) of pulse-on time, the HF harmon-

ics have nearly disappeared and only the 60 MHz frequency

component remains. The 2 MHz component is too small to

be seen.

The HF current at the center between both electrodes, as

a function of time during the first three HF periods, as well

as the Fourier components, in the case of h¼ 908 is illus-

trated in Figures 9(a1) and 9(a2). Obviously, more and stron-

ger frequency components relative to the case at h¼ 08 are

visible. This is because the voltage difference for the change

in the rise time of the pulse is much larger at h¼ 908 than at

h¼ 08, and the larger voltage difference induces a stronger

asymmetry between the two sheaths. This is also the reason

for the much higher ionization rate at h¼ 908 than at h¼ 08,
as shown in Figures 6(a1) and 6(b1).

To examine the effect of rise time in detail, we have also

performed calculations with a rise time reduced to 0 at

h¼ 908, which means that the HF voltage rises instantane-

ously from 0 to its normal value. The calculated HF current

as a function of time during the first three HF periods, as well

as its Fourier components, are plotted in Figures 9(b1) and

9(b2). It is evident that even higher frequency components

are now excited compared to the case with a small rise time.

Hence, a shorter rise time induces more and stronger HF har-

monics and consequently this would extremely enhance the

ionization. We have seen that this phenomenon is widespread,

even though the repetition frequency drops to 200 kHz, since

FIG. 9. (a1), (b1) Three full cycles of

the HF current at the centre between

the two electrodes, with h¼ 908. (a2),

(b2): Fourier components of the cur-

rent correspond to (a1) and (b1),

respectively. (a1) represents the first

three HF periods with the rise time

defined in Sec. II above, whereas (b1)

shows the results in the case of an in-

stantaneous rise (i.e., rise time s¼ 0.)
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the sudden change of HF voltage value in rise/fall time

always exists.

C. Low frequency modulation

In this section, we examine the case of modulating the

LF source with a pulse repetition frequency f¼ 1 MHz. Since

the HF source voltage is now always present, also during the

pulse-off time, the ion density changes slightly as a function

of time (shown in Figure 10(a)). The time-averaged ion den-

sity shows the same trend as in the HF modulation for differ-

ent phase shifts h (shown in Figure 10(b)). Therefore, we

mainly discuss the influence of pulse modulation on the

IEDFs at the driven electrode, as presented in Figure 11(a).

Since the IEDFs are mainly determined by sheath poten-

tial, the latter is plotted as a function of time during one pulse

modulation period in Figure 11(b). The first peaks (indicated

with “1”) shown in Figure 11(a) are caused by the HF

(60 MHz) sources, which induces an identical potential drop

(�jVminj in Figure 11(b)), and hence this explains why the

energy of the first peak coincides for the three values of h.

The high-energy peaks (indicated with “2” in Figure 11(a))

are determined by different values of �jVmaxj (indicated with

the subscript “1,” “2,” “3” in Figure 11(b)). With increasing h
from 08 to 908, the maximum potential drop across the sheath,

gradually decreases, jVmaxj1 > jVmaxj2 > jVmaxj3, as appears

from Figure 11(b). This explains why the ion energy of the

peak in Figure 11(a) (indicated with “2”) also decreases. Note

that the sheath potential is defined by the difference between

the driven electrode potential and the maximum potential in

the plasma as in Figure 4(b).

Moreover, Figure 11(b) illustrates that there is an abnor-

mal change in the sheath potential due to the LF modulation

at the start of the pulse-off time (i.e., t¼ 0.5Tp) when h 6¼ 0�,
and the amplitude of this abnormal change becomes larger

and sustains for a longer time with increasing h. This leads

to the third energy peaks in Figure 11(a) in the case of h¼ 08
or 908. Therefore, we can conclude that, in contrast to the

modulation of the HF source, the IEDFs are affected by puls-

ing the LF source.

IV. CONCLUSIONS

Using a 1d3v PIC/MCC model including a bias capaci-

tor, we investigate the behavior of the ion (or plasma) den-

sity, the IEDF, the ionization rate and the high frequency

FIG. 10. (a) Spatially averaged Arþ

densities as a function of time within

one pulse modulation period for differ-

ent phase shifts between the LF source

and the pulse modulation, using a pulse

modulation frequency of 1 MHz, and

0.5 duty cycle. (b) Spatially and time-

averaged ion density versus the phase

shift between the LF source and the

pulse modulation for a pulse modula-

tion frequency of 1 MHz.

FIG. 11. (a) Time-averaged ion energy

distribution functions (IEDFS) at the

driven electrode, and (b) sheath poten-

tial as a function of time during one

pulse modulation period, with LF mod-

ulation at f¼ 1 MHz, for h¼ 08, 458,
908.
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harmonics phenomena in a pulsed DF CCP. We found that

time-averaged ion densities first increase and then decrease

by adjusting the phase shift between the high frequency

source and the pulse modulation from 08 to 1808, when the

HF source is pulsed. When tuning h, a sudden change of the

voltage appears within the rise time of pulse-on time, which

induces a strong asymmetry in the discharge, especially at

h¼ 908, so that many HF harmonics are excited. These HF

harmonics lead to rapid sheath expansions and the latter give

rise to a high ionization rate and ion density in the initial

stage of the pulse-on time. In addition, we also found that a

shorter rise time induces a stronger asymmetry and higher

frequency harmonics. For comparison, the pulse modulation

of the LF source is also studied, and it is found that the tem-

poral evolution of the ion density changes slightly and also

the IEDFs can be modulated to some extent, in contrast to

the HF pulse modulation, where the IEDFs were found to be

unaffected. This means that the HF pulse modulation opens

up possibilities for independent control of ion energy and ion

density (and flux). Moreover, the LF pulse modulation might

be interesting to reduce the maximum ion bombarding

energy, keeping a high ion density and flux.
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