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led plasma-mass spectrometry:
insights through computer modeling

Annemie Bogaerts and Maryam Aghaei

In this tutorial review paper, we illustrate how computer modeling can contribute to a better insight in

inductively coupled plasma-mass spectrometry (ICP-MS). We start with a brief overview on previous

efforts, studying the fundamentals of the ICP and ICP-MS, with main focus on previous modeling

activities. Subsequently, we explain in detail the model that we developed in previous years, and we

show typical calculation results, illustrating the plasma characteristics, gas flow patterns and the sample

transport, evaporation and ionization. We also present the effect of various experimental parameters,

such as operating conditions, geometrical aspects and sample characteristics, to illustrate how modeling

can help to elucidate the optimal conditions for improved analytical performance.
1. Introduction

The inductively coupled plasma (ICP) is one of the most popular
ion sources for mass spectrometry.1,2 It is routinely used for the
elemental analysis of various types of samples, in liquid,
gaseous or solid state, the latter in combination with special
sample introduction methods, such as laser ablation (LA).
When the sample to be analysed is introduced into the plasma
(as aerosol, liquid or solid particles), it will be subject to des-
olvation, evaporation, ionization and excitation. The ions
created in this way can be measured with a mass spectrometer,
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giving rise to ICP-MS. Alternatively, the characteristic photons
emitted by the excited species can be detected by optical
emission spectrometry, yielding ICP-OES.

Since the demonstration of the analytical capabilities of ICP-
MS in 1980,3 this technique has gained general acceptance in all
types of laboratories, ranging from academic research to service
labs and industry. However, to continue improving the analyt-
ical applications, fundamental studies of the ICP are indis-
pensable. Many research groups have studied the basic
characteristics of the ICP, either by experiments4–62 or computer
modeling,63–133 although the latter were not always applied to
ICPs used for analytical spectrochemistry applications. In the
next section, we will give a brief overview of some experimental
studies published in literature and relevant for the modeling
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work presented here, and (especially) of computational inves-
tigations reported earlier. It is not our intention to provide
a complete literature overview on the experimental work, which
is beyond the scope of this tutorial review paper on modeling,
but only to mention some key publications relevant for this
paper, from the various groups working in this eld. Aer this
literature overview, we will explain in more detail the model
developed within our group PLASMANT and show typical
calculation results for a wide range of operating conditions,
geometrical aspects and sample parameters.
2. Previous fundamental studies in
the literature – a brief overview
2.1. Experimental investigations

In ICP-MS, the ions are sampled from a sampling cone inserted
into the plasma. This (metal) sampling cone is relatively cool
compared to the plasma temperature, so it causes changes in
the composition of the plasma gases that are in contact with the
metal surface. Indeed, a boundary layer of cooler gases is
formed near the surface of the metal. A detailed discussion of
this boundary layer between the plasma and the sampler orice,
as well as of sample introduction, ionization and ion extraction
in ICP-MS, was already presented back in 1981 by Houk et al.4

Subsequently, several studies have been reported on the ICP
characteristics in the presence of a MS sampling interface. For
instance, the groups of Farnsworth, Hieje and Houk studied
the downstream region from the sampling interface,5–8 but they
did not give information on changes in the plasma itself.
Several groups also investigated the plasma region itself,9–17 but
without comparison of plasma characteristics in the presence of
the interface to the same characteristics in the absence of the
interface. On the other hand, a detailed comparison of the
plasma characteristics with and without sampling interface was
performed by the groups of Houk,18,19 Farnsworth20 and
Hieje.21 Ma et al.20 used laser induced uorescence (LIF) to
investigate the effect of the sampling interface on the analyte
atom and ion distributions in the ICP, while Lehn et al.21 re-
ported that the presence of the sampling interface causes
changes in the fundamental plasma characteristics, such as
electron number density and gas temperature.

A large number of investigations were also carried out to
study the effect of the ICP operating conditions on the plasma
characteristics, to optimize the analytical performance.22–32

However, most of these studies focused on the overall instru-
ment performance and not on the plasma itself.24–29 Macedone
et al.22 studied the effects of the rf power, nebulizer ow rate,
sample composition and torch-shield conguration on the ion
transport efficiency through the ICP-MS interface by LIF, both
upstream and downstream from the sampler. In a later paper,
the same group also showed that the barium ion number
density in the plasma upstream from the sampler drops upon
reducing the sampling depth.32 Gamez et al. performed Thom-
son and Rayleigh scattering measurements, and reported that
the perturbation in the radial distribution of the electron
density, as well as the drop in gas temperature due to the MS
234 | J. Anal. At. Spectrom., 2017, 32, 233–261
interface, varies with applied rf power, central gas ow rate and
sampling depth.30,31

Next to the ICP operating conditions, the effect of the
geometrical parameters has also been of considerable interest.
In 1983, Gray and Date33 already reported that for sampling the
bulk plasma, larger sampler orice diameters (at least 0.2 mm
in diameter) were required, compared to those in boundary
layer sampling (i.e., 50–80 mm diameter range). However, these
larger orice diameters resulted in another problem, i.e., the
development of a secondary discharge between the plasma and
the sampling cone, as explained also by Houk and coworkers4,19

and by Hieje et al.34 On the other hand, Lichte et al.35 reported
that the sampling orice might become smaller due to depo-
sition of material, and the metal to metal oxide ratios change as
the deposit grows. Crain et al.36 reported that the ratio of
sampler and skimmer orice diameters also affects the matrix
effects. Vaughan and Horlick37 varied the sampler and skimmer
orice diameters, showing that the sampler orice diameter has
a major impact on the signal characteristics, more specically
for the MO+/M+ signal ratio in the case of oxide forming
elements. The same was also reported by Longerich et al.38 In
addition, it was reported that the sampling orice changes the
response of the signal to changes in the nebulizer ow rate.37,38

Günther et al. also reported that many background intensities
can be reduced by up to two orders of magnitude, upon
decreasing the sampler cone orice size (from 0.7 to 0.5 mm),
while maintaining comparable sensitivity.39 Finally, Taylor and
Farnsworth recently studied the effect of skimmer cone design
(for ve commercially available skimmer designs) on the shock
formation and ion transmission efficiency in the vacuum
interface of an ICP-MS,40 and reported, among others, that the
transmission efficiency increased upon increasing skimmer
orice diameter. These observations all suggest that the use of
interfaces with different orice sizes can affect the detection
efficiency.

In addition to the effect of sampler and skimmer orice
diameter, the position of the sampler also has been the subject
of experimental studies. Gamez et al. investigated the effect of
sampling position on the plasma characteristics of an ICP, and
observed a drop in plasma temperature upon shorter distance
between MS interface and ICP load coil.31 Likewise, Macedone
et al. reported a drop in the barium ion number density in the
plasma upstream from the sampler upon decreasing the
sampling position.32

In order to optimize the efficiency of material transport,
studying recirculation of the gas and optimizing the ow
patterns is also of crucial importance. Although the operating
and geometrical parameters can also inuence the ow path
lines inside the torch, this behavior has not yet been thor-
oughly investigated experimentally, because of the difficulties
in measuring the gas ow characteristics along the entire ICP
torch, and because researchers are mostly interested in the
region of the coil and aer the coil (in the case of ICP-OES)
and in the sampler cone region (in the case of ICP-MS).
Nevertheless, Houk and coworkers have conrmed the pres-
ence of recirculation by high-speed photography of plasma
uctuations.41
This journal is © The Royal Society of Chemistry 2017
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Several dedicated studies have also been performed on the
material transport in the ICP. Olesik investigated the fate of
individual sample droplets, by means of a monodisperse dried
microparticulate injector (MDMI), looking at the diffusion
process of a single element (Sr) aer injection of droplets, or
particles from dried droplets, by means of laser induced uo-
rescence42 and side-on optical emission spectroscopy.43 Kinzer
and Olesik44,45 as well as Lazar and Farnsworth46,47 reported
a drop in the number of analyte ions produced from each
droplet of the sample solution upon addition of high concen-
trations of concomitant species. Furthermore, Olesik and
coworkers studied the correlations between the number of
scattering events from an individual incompletely desolvated
droplet on the one hand, and the increase in atom emission
intensity and decrease in ion emission intensities on the other
hand.48 Monnig and Koirtyohann49 showed that the completion
of the aerosol droplet vaporization can explain the transition
from the initial radiation zone to the analytical zone of the ICP.

The trajectory and diffusion of analytes throughout the ICP
was also investigated by Houk and coworkers.50–53 The authors
made a comparison between wet droplets and solid particles by
measuring the emission from vapor clouds surrounding the
aerosol droplets or particles.51,52 A comparison between the
dried solution aerosols from a microconcentric nebulizer and
solid particles from LA was also performed by the groups of
Houk, Montaser and Niemax.53–55 Montaser and coworkers
determined the droplet velocities in the ICP bymeans of particle
image and particle tracking velocimetry.54 Niemax and
coworkers investigated the effect of injector gas ow rate,
droplet diameter and amount of analyte on the spatial positions
of analyte atomization and ionization, by means of end-on
and side-on OES and applying monodisperse microdroplets
(MDMDs).55–58

Finally, Günther and colleagues applied 2D OES and ICP-
quadrupole (Q)MS of individual particles, to study the evapo-
ration process of laser-produced aerosols and the subsequent
diffusion losses inside the ICP,59,60 and they reported that larger
particles may vaporize incompletely or at different axial posi-
tions inside the ICP because of composition-dependent melting
and vaporization enthalpies.61 In a recent study, Borovinskaya
et al. applied side-on optical imaging of Sr from single droplets,
to understand the temporal separation of ion signals in
ICP-MS.62
2.2. Computational investigations

Besides experimental studies, computer modeling can also be
very useful to obtain a better understanding of the plasma
characteristics, gas ow dynamics and material transport in the
ICP. Various modeling efforts have been reported in literature
by several groups,63–133 although it should bementioned that not
all of these studies were dedicated to an analytical ICP.

Perhaps the rst model for a spectrochemical ICP was
proposed by Barnes, based on a 2D energy equation with 1D
electromagnetic eld equations, to calculate the 2D tempera-
ture and velocity proles in the torch, as well as the plasma and
analyte emission proles.63 This model did, however, not yet
This journal is © The Royal Society of Chemistry 2017
account for the local cooling of the plasma due to the presence
of particles or aerosols.

Most of the pioneering work on ICPmodeling was performed
by Mostaghimi, Proulx and Boulos.64–82 By means of a so-called
“particle-source-in-cell” (PSI-cell) method, this group was able
to describe the injection of powders into an ICP torch, assuming
1D electro-magnetic elds.64–67 They reported that the plasma–
particle interaction can have a signicant effect on the
temperature in the plasma. The authors also compared two
different algorithms for calculating the gas ow and tempera-
ture in an ICP, indicating that the mathematical model
formulation and the numerical solution method can substan-
tially affect the stability and convergence of the solution.68 In
these studies, the ICP torch was not connected to a MS inter-
face, so the relevance for ICP-MS is somewhat limited. More-
over, the gas viscosity was ignored in their model, and the
operating conditions were not always applicable for analytical
chemistry purposes.

The same group, however, also developed a model for
calculating the 2D emission pattern from a spectrochemical
ICP, in collaboration with Barnes.69 The authors calculated the
gas ow and temperature, as well as the population density of
different species in the plasma, assuming local thermodynamic
equilibrium (LTE), and they estimated the emission pattern for
different atomic and ionic lines. Subsequently, they proposed
a two-temperature model for calculating the 2D gas ow and
temperature proles in an rf ICP torch, and they reported that
deviations from LTE were relatively small at atmospheric pres-
sure, but substantial deviations from LTE were noted at reduced
pressure, resulting in lower radiation losses and higher wall
conduction.70 In a follow-up study, they investigated the effect of
the induction frequency in the range of 3–40 MHz, for an argon
plasma at atmospheric pressure, and found that higher
frequencies yielded a larger difference between the electron and
the atom/ion temperatures.71

Furthermore, the same group also investigated turbulence in
the ICP, by means of a so-called standard k–3 model, showing
the presence of both laminar and turbulent regimes in the same
ow eld.72 They also presented a more realistic 2D represen-
tation of the electromagnetic elds in the ICP,73,74 as well as a 3D
laminar model for predicting the mixing pattern of single and
multiple cold jets with a transverse plasma ow.75

To analyse the chemical reactions in an ICP chemical
reactor, the same group also developed a chemical equilibrium
model and a kinetic model, and they compared the gas ow and
the temperature and concentration proles calculated with
both models.76,77 Furthermore, they studied the inuence of
radiative energy losses on the ow and temperature proles,
both for a pure argon ICP and an argon plasma with small
concentrations of copper vapor.78 Besides argon plasmas, the
group also performed computer simulations for helium ICPs79,80

and argon–nitrogen mixtures.81 Finally, they proposed an
extended geometry for the electromagnetic elds, hence not
limited to the torch diameter,82 which allows the use of simpler
boundary conditions in the so-called ‘open torch’ modeling,
compared to ‘closed’ torches, i.e., not taking into account the
gas ow to the ambient environment.83
J. Anal. At. Spectrom., 2017, 32, 233–261 | 235



JAAS Tutorial Review
Other modeling activities were reported by Benson, Mon-
taser and colleagues, to computationally investigate droplet
heating, desolvation and evaporation in an ICP.84–86 A two-phase
continuum ow computer model was developed to calculate the
total desolvation rate of sample droplets. This model was
extended by equations for the trajectories of the particles
throughout the plasma, in order to describe the behavior of
aerosol droplets from a direct injection high efficiency nebulizer
(DIHEN). The authors compared two separate techniques, i.e.,
based on the Stokes equation and a direct simulation Monte
Carlo treatment, for determining the droplet trajectories.84,85

Furthermore, they also studied droplet coalescence along with
transport, heating and desolvation, predicting spatial maps of
the droplet number and mass densities within the ICP for
a conventional nebulizer-spray chamber arrangement,
a DIHEN, and a large bore DIHEN (LB-DIHEN).86

Likewise, Horner and Hieje also studied particle melting,
boiling and vaporization inside the ICP torch, assuming that
the particles could travel along the ICP symmetry axis without
signicant scatter.87 However, like in the particle transport
models of Benson et al., a separate code was required to
produce the initial set of plasma conditions. Hence, this model
did not yet account for the energy loss by the plasma due to
droplet evaporation. Shan and Mostaghimi developed a model
to study the plasma behavior within the ICP as well as the
droplet desolvation and trajectories, by means of a stochastic
technique combined with a Monte Carlo approach.88 However,
ionization and the presence of the MS interface were not
included in this model.

Colombo and coworkers also did a lot of modeling work for
ICP torches, albeit mostly for higher power values (e.g., 5–25
kW) than typically used for analytical chemistry.89–105 For
instance, they developed a 3D model by means of the
commercial computational uid dynamics code FLUENT,
taking into account the helicoidal coil and showing the effects
of its non-axisymmetry on the plasma behavior.92 Furthermore,
they studied different coil congurations, such as planar,
elliptical, and double-stage.93,94 As mentioned above, this model
was typically applied for higher power (e.g., 25 kW),95 but in
collaboration with Mostaghimi, they also studied the behavior
at a lower power of 300W and a frequency of 40MHz, chosen for
spectroscopic analysis.96

The same group also investigated the trajectory and heating
of powders injected into the ICP with an injector gas,
accounting for the coupling between particles and plasma, but
again in a higher power range (10–25 kW).97,98 The effects of
powder feed rate, injection probe position and frequency on the
plasma and particle temperature were investigated.99 The
authors also presented a turbulent model for an ICP torch
operating at a power range of 10–15 kW.100,101 Furthermore, they
studied two-temperature thermodynamic and transport prop-
erties of argon–hydrogen and nitrogen–hydrogen102 as well as
carbon–oxygen103 plasmas. Finally, they also presented a model
for the optimization of the reaction chamber for silicon nano-
particle synthesis by an rf ICP.104,105

Shigeta and coworkers also did outstanding computational
work on rf ICP torches.106–116 The aim of most of their studies
236 | J. Anal. At. Spectrom., 2017, 32, 233–261
was the production of nanoparticles.106–108 The size of the
torches under study (i.e., a length of 180 mm and a diameter of
45 mm) was larger than the typical torches used in analytical
spectrochemistry, while the external power (5–16 kW) was
higher and the current frequency (4 MHz) was lower than the
ones used in ICP-MS/OES. Both 1D and 2Dmodels were applied
to study the effects of the gas ow proles on the synthesized
nanoparticles.109,110 Later, a time-dependent 3D numerical
simulation was conducted to investigate the thermo-uid
dynamics of an argon rf ICP with a direct-current (dc) plasma jet
assistance, considering non-uniform density and temperature
proles in time and space, as well as turbulence generation and
suppression.111 The ow eld had a complicated 3D structure
with a recirculating zone due to Lorentz forces. As a result, the
injected cold gas tended to avoid the high-temperature plasma
region. The largest vortex structure, at approximately 10 000 K,
remained in the plasma region, whereas small cold eddies were
generated near the top wall of the torch and transported
downstream, avoiding the plasma region.112 The same authors
also studied the effect of the quenching gas ow rate and the
powder feed rate on the number density, diameter and specic
surface of the produced metal nanoparticles,113 as well as the
effects of several cooling methods on the formation mecha-
nisms of the nanoparticles in distinctive thermo-uid elds.114

Finally, non-equilibrium modeling of argon–oxygen and argon–
hydrogen ICPs was performed without thermal and chemical
equilibrium assumptions.115,116

Benoy also developed a model for an ICP, based on non-LTE,
by solving the conservation laws of mass, momentum and
energy.117 The model accounted for the macroscopic uid
dynamics, as well as the atomic collisional and radiative
processes and was applied to a relatively large ICP at low
frequency (3 MHz), as well as to a relatively small ICP at high
frequency (100 MHz). While the description of the rst ICP was
found to be relatively simple, the second ICP turned out to be
much more complicated to simulate. Indeed, due to the high
energy densities, steep gradients and strong transport, the exact
knowledge of the transport processes was found to be crucial,
and the numerical solution was less stable. Finally, Degrez and
coworkers also developed some models for an ICP, but this was
for the purpose of space vehicle re-entry experiments in a wind
tunnel, using a so-called plasmatron ICP operating up to 1.2
MW, hence not for analytical spectrochemistry conditions.118–121

To our knowledge, the rst theoretical studies directly rele-
vant for ICP-MS were conducted by Douglas and French, who
developed an approximate model of ideal gas ow through the
sampling cone of an ICP, i.e., the so called “hemispherical-sink
model”, assuming that the gas ow toward the nozzle behaves
like a ow in a duct.122 To a rst approximation, the area of the
duct at a specic point with radial distance R in a spherical
geometry was taken equal to the area of the sampler orice plus
2pR2. This allowed the authors to obtain the Mach number as
a function of R and subsequently, they could achieve informa-
tion on typical uid quantities, such as temperature and
number density. Spencer et al. applied a Direct Simulation
Monte Carlo algorithm to model the ow of neutral argon gas
through the rst vacuum stage of the ICP-MS, and therefore,
This journal is © The Royal Society of Chemistry 2017



Fig. 1 Schematic picture of the ICP geometry assumed in the 2D
axisymmetric model. The dimensions are given in mm. Note that the
distance between sampler and load coil, as well as the diameter of the
sampler and injector gas inlet were varied in our simulations (see the
range in Table 1).
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they were the rst to describe the effect of the sampler cone in
ICP-MS.123,124 Their calculation results were in good agreement
with those of the approximate hemispherical sink model of
Douglas and French. They were able to obtain plasma velocity
data in the region a fewmillimeters upstream from the sampler,
in reasonable agreement with experiments. Furthermore, they
provided a formula for the Mach number as a function of
distance along the central axis, which may be useful to predict
the variation of velocity, density and temperature along the
central axis near the sampler.124 However, they did not incor-
porate a plasma description in their models, and thus the
upstream density and plasma temperature gradients were not
calculated.

We believe that the rst “self-consistent” model for an
atmospheric pressure ICP, operating at typical analytical
chemistry conditions, and focusing on the gas ow dynamics
and plasma formation, was presented by Lindner and
Bogaerts.125 To our knowledge, this is indeed the rst model for
typical analytical spectrochemistry conditions, which takes
viscosity and ionization into account, and which can trace the
gas ow and calculate the plasma characteristics inside the
entire ICP. For this purpose, a dedicated kinetic model was
developed in which the transport parameters were calculated
for arbitrary mixtures of atomic species, based on the data from
the pure elements, and the calculated values for viscosity and
thermal conductivity were found in good agreement with liter-
ature data in the relevant temperature range. Therefore, the
applicability of this model is not limited to specic mixtures for
which the data (i.e., species and relative concentrations) are
known, but the model can be applied to a wider variety of gas
mixtures, including carrier gas and sample material. Especially
the ionization degree is dependent on the actual composition of
the plasma, which strongly affects the transport parameters. A
validation of this model by experiments was also provided,126 as
will be illustrated in Section 3.4 below.

The latter model served as the basis for the further modeling
work performed within our group PLASMANT.127–133 Indeed, in
a follow-up study, we described the ICP torch connected to a MS
sampler cone, considering the large pressure drop from
upstream to downstream (i.e. 1 atm to 1 Torr).127 We believe that
this model showed for the rst time how the plasma charac-
teristics are affected by a cool, grounded sampler, and by the
sudden pressure drop behind it. We investigated the plasma
behavior in a wide range of gas ow rates and applied power,128

and by varying the position and diameter of the sampling
cone.129 Furthermore, we also studied the recirculation of the
gas ow, in order to optimize the ow behavior inside the ICP
torch.130 All this work formed the subject of the PhD thesis of
Aghaei.131 Recently, we extended the model, to incorporate the
behavior of analyte material. In rst instance, we focused on
elemental particles, as relevant for LA-ICP-MS.132,133 The inser-
ted particles were followed throughout the ICP, up to the
evaporation step.132 Finally, we also included ionization of the
elemental particles, taking Cu as a case study.133 This model
allows us to trace the particles, and to determine their position,
their phase (liquid, vapor or ionized), velocity and temperature,
both in the ICP torch and at the sampler orice. Thus, we can
This journal is © The Royal Society of Chemistry 2017
determine the shape and position of the ion clouds, originating
from either the Ar ow or the inserted sample material, which is
of interest for both OES and MS studies.

In the next section, we will give more details on the charac-
teristic features of the model, including the assumptions made,
the equations to be solved and the input data and boundary
conditions of the model. Also the validation of the model with
experiments will be illustrated. Subsequently, typical calcula-
tion results will be presented, to indicate what type of infor-
mation can be obtained from the model, and howmodeling can
contribute to a better insight in the underlying mechanisms
and help to improve the applications.
3. Description of the modeling work
3.1. Modeling geometry, assumptions and input conditions

The model that we developed over the previous years is made
within the commercial computational uid dynamics program
FLUENT (ANSYS),134 but we added several self-written modules
as user dened functions (UDFs), as will be explained below. We
assume a two-dimensional (2D) axisymmetric geometry, as
presented in Fig. 1. We performed calculations for various
diameters of the injector gas inlet and sampler orice, as well
as for various distances between the sampler and the load coil
(see Table 1).

The gas enters through the three concentric tubes of the ICP
torch, i.e., the injector gas inlet, auxiliary inlet and outer inlet,
and ows into an open ambient gas, which is for simplicity
assumed to be argon in our model. The gas ow rate through
the outer inlet, the auxiliary inlet and the injector gas inlet was
varied in a certain range, as indicated in Table 1. The ow rate
of the ambient gas is determined by the pressure difference
between the ambient pressure (101 325 Pa) and the pressure set
for the exhaust (101 225 Pa). The ow is assumed to be laminar,
which is justied because the Reynolds number is typically in
the order of 100 for regions close to the sampler, and certainly
below 1000 for regions close to the inlets, for the conditions
under study, so it is far from the turbulence regime.
J. Anal. At. Spectrom., 2017, 32, 233–261 | 237



Table 1 Operating conditions, sample characteristics and geometrical
parameters for which the model is applied

Operating conditions
Frequency 27 MHz
Input power 750–1500 W
Injector gas ow rate Ar; 0.3–2.5 L min�1

Auxiliary gas ow rate Ar; 0.3–1.2 L min�1

Coolant gas ow rate Ar; 12–16 L min�1

Ambient pressure 101 325 Pa
Exhaust pressure 101 225 Pa
Pressure downstream
the sampler cone

1.32 � 10�3 atm (1 Torr)

Inlet gas temperature 297 K
Sampler cone temperature 500 K

Sample characteristics (Cu)
Particle diameter 10 nm – 100 nm –

1 mm – 10 mm – 100 mm
Mass loading ow rate 1 ng s�1 to 500 mg s�1

Injection position Entire injector gas inlet;
on-axis; off-axis

Geometrical parameters
Injector inlet diameter 1.5–2 mm
Sampler orice diameter 1–2 mm
Sampler distance from the load coil 7–17 mm
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Note that the calculation region extends further than only
the inside of the torch, to enable a proper description of the gas
ow dynamics, and to allow simpler boundary conditions for
the model. For instance, this approach allows us to set the
electric eld equal to zero at the boundary, without affecting the
plasma behavior, which can be considered equivalent to the
metal shielding box around the ICP, preventing the rf radiation
from entering the laboratory. The entire calculation region has
an axial length of 45 mm (or even 150 mm when no sampling
cone is present, see Section 4.3 below) and a radius of 100 mm.
The geometry is subdivided into ca. 15 000 cells (in the presence
of a sampler) or 23 000 cells (without sampler), of which the
largest fraction is located inside the torch and in the region
directly behind the torch.

In our geometry, the coils are assumed to be perpendicular
to the ICP torch (see Fig. 1), which allows to use a 2D axisym-
metric model. However, in real ICP instruments, the coils wrap
the torch not exactly perpendicular, so the plasma will not be
fully symmetric, and modeling in 3D should provide a higher
accuracy. However, Colombo et al. reported that the asymmetric
effect of the coil orientation on the plasma temperature drops
upon increasing the frequency of the external current from 3
MHz to 13.56 MHz.99 As we consider a frequency of 27 MHz in
all our calculations, we expect that the temperature prole
should be rather close to symmetric.

Themodel assumes local thermodynamic equilibrium (LTE),
and a motivation for this was given by Lindner and Bogaerts.125

Although this is an approximation, the use of a two-temperature
model does not necessarily yield different temperatures for
electrons and heavy species.83 Moreover, Mostaghimi et al. re-
ported that for an argon ICP at atmospheric pressure, devia-
tions from LTE are relatively small,70 so we believe that the LTE
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assumption closely approaches the accuracy of non-LTEmodels
at the conditions under study. Furthermore, using the LTE
assumption has the advantage that the model can be more
easily formulated in a self-consistent way and it requires less
other assumptions, e.g., on power coupling and energy transfer
from electrons to atoms and ions.

The species taken into account in our model, for Ar gas and
Cu as sample material, include the Ar atoms, Ar+ and Ar2+ ions,
the Cu atoms, Cu+ and Cu2+ ions, as well as the electrons.

The operating conditions, sample characteristics and
geometrical parameters for which calculation results will be
shown in Section 4, are listed in Table 1.
3.2. Equations to be solved in the model

The gas ow dynamics are calculated assuming laminar ow
conditions, by solving conservation equations for mass and
momentum (i.e., Navier–Stokes equation) for all gas ows. For
ows involving heat transfer (as is the case in our model), an
additional equation for energy conservation is also solved.
Furthermore, the local mass fraction of a species is calculated
with a transport-diffusion equation. These conservation equa-
tions also contain source and loss terms. The source term for
the mass conservation equation is the mass added to the
continuous phase (i.e., gas phase) from the discontinuous
phase (i.e., due to evaporation of the liquid droplets; see below).
The Lorentz force is the source term in the momentum equa-
tion, while the energy conservation equation has both a source
and a loss term, given by the electric power density and the
emitted radiation, respectively. These source and loss terms are
calculated by self-written codes and loaded in FLUENT as user
dened functions (UDFs). The power density is calculated by
Ohm's law. Note that this power density needs to be adapted
during the calculations. Indeed, this calculated power density
should not exceed the input power density, because the gener-
ator will not deliver more power, but it is well possible that less
power is coupled into the plasma. To account for this, the
electric current, which denes the electric eld, is adapted. This
loop to update the current, electric eld and coupled power
density, is illustrated by the red arrow in Fig. 2 below.

The electromagnetic eld is also calculated in a self-written
code, based on the Maxwell equations, and loaded as user
dened scalars (UDS) in FLUENT. Moreover, the material
parameters, i.e., the viscosity of the mixture (consisting of
various heavy species, such as the atoms and ions of both the
gas and the sample material, as well as the electrons), the heat
capacity, thermal conductivity and diffusion coefficients of the
species are also dened in the model as UDFs, being a function
of the actual gas composition and the plasma temperature.

Since we assume that the ICP is in LTE, the ionization is
described by the Saha-Eggert equation. Furthermore, based on
the assumptions of quasi-neutrality and conservation of heavy
species, in combination with the calculated ionization degree,
the number densities of all species, i.e., atoms and (singly and
doubly charged) ions of Ar and of the Cu sample material (see
below), as well as the electrons, can be calculated, again by
UDFs, i.e. self-written codes.
This journal is © The Royal Society of Chemistry 2017



Fig. 2 Flowchart, showing the solution strategy of the model.
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The sample introduction is described with the so-called
“discrete phase model (DPM)”.134 As mentioned above, Cu is
taken as case study in our model, and we introduce it as
elemental particles. In fact, we calculate the transport proper-
ties of the particles based on the actual temperature of the Ar
ow. Hence, they are carried with the transport properties of
rst solid (300–1357 K) and then liquid phase (>1357 K), up to
reaching the vaporization point. Note that we do not include the
melting process, because this is not possible in the DPM as it
can only treat elemental sample particles in liquid phase. This
approximation is justied, because the latent heat of melting
for Cu (203.5 kJ kg�1) is much smaller than the latent heat of
vaporization (5310 kJ kg�1),135 and melting can thus be ignored
in our calculations.

We calculate the trajectory of each particle by means of the
Newton equation (i.e., so-called force balance). The main force
is the drag force, being a function of the molecular viscosity of
the uid, the mass density and diameter of the particles. We
apply in our model a variation of the Stokes drag law, including
the so-called Cunningham correction factor,136 and we also take
the effect of Brownian motion into account.

Besides the particle transport throughout the ICP, we also
describe the heating and evaporation of the particles, as well as
the ionization of the vapor atoms. At this stage we assume
purely elemental particles, which is mostly relevant for LA-ICP-
MS. In the future, we plan to extend our model to aerosol
particles, but this will be more complicated, because also the
desolvation and chemical reactions between the elements and
the water molecules will have to be accounted for.
This journal is © The Royal Society of Chemistry 2017
We describe the heating of the particles by means of a heat
and mass balance equation, which relates the particle
temperature to the convective and diffusive heat transfer.
Furthermore, we calculate the mass transfer from the liquid to
the vapor phase by means of an evaporation and boiling rate
based on thermodynamic relations, accounting for both
surface evaporation and convective boiling, respectively.136–138

Note that the heat lost or gained by the particle as it traverses
each computational cell will also appear as a source or sink of
heat, respectively, in the subsequent calculation of the
continuous phase energy equation, describing the vapor phase.
Once the sample material is in the vapor phase, we treat the
individual atoms in the same way as for the carrier gas, by
solving the conservation equations of mass, momentum and
energy, and the Saha-Eggert equation to calculate the ioniza-
tion degree of the sample material at the local plasma
temperature, assuming LTE. Subsequently, as mentioned
above, we can calculate the number densities of electrons and
of the atoms and ions of the sample material, based on the
ionization degree and the (mass and charge) conservation
equations, like for Ar.

We need several material parameters for the sample mate-
rial, both in liquid phase and in gas phase. The parameters for
the particles are mainly taken from ref. 135. The viscosity,
thermal conductivity and diffusion coefficients are again
inserted in the model as UDFs, like for Ar, as they are a function
of the local gas composition and plasma temperature. The
diffusion coefficient of Cu particles in Ar gas as a function of
temperature is adopted from ref. 139.
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3.3. Calculation strategy

The whole simulation setup is divided in three major steps. The
rst step, i.e., pre-processing step, includes the preparation of
the geometry and mesh, providing the physical equations or
properties as UDFs and UDSs, as well as dening the boundary
and initial conditions. In the second step the model is solved,
while the third step accounts for the post-processing or
analyzing the results.

The solution strategy of the model is depicted in Fig. 2. The
ignition power creates a current density and an electric eld.
Subsequently, the magnetic eld is calculated from the spatial
derivative of the electric eld. From the electromagnetic elds,
the Lorentz force density is obtained. Next, the three conser-
vation equations of mass, momentum and energy are solved
(including the source terms) and the electric eld is calculated
(as a UDS). This provides among others the gas ow velocities
and the plasma temperature. Based on the latter, and assuming
LTE, the Saha-Eggert equation is solved, to provide the number
density of ions and electrons. The transport parameters (i.e.,
electrical conductivity, viscosity, heat capacity, diffusion and
thermal conductivity) are calculated based on the temperature
and number density of the species. From the electric eld and
electrical conductivity, a new value for the power is reached for
each cell. By integrating this power over the entire volume in
which the power is coupled, we can calculate the total coupled
power. At this point, we need to check whether the total calcu-
lated power exceeds the input power or not. If yes, we need to
update the current and the electric eld, as indicated by the red
circle in Fig. 2, and this procedure needs to be repeated until the
power becomes lower than or equal to the input power.
Subsequently, the magnetic eld can be updated, as well as the
rest of the equations.

To implement the DPM into the rest of the ICP-MSmodel, we
rst build a FLUENT model accounting for the injection prop-
erties, material parameters and the physical models applicable
to the elemental particles, i.e. transport, heating, vaporization,
boiling and ionization, as well as the particle transport UDFs. In
our solution strategy, we rst obtain stable plasma properties
for Ar in the so-called continuous phase model (CPM), i.e. for
the plasma temperature and electron density and for the gas
ow behavior. Subsequently, we introduce the Cu particles into
the ICP with the DPM, and we combine the calculation in the
CPM with the DPM until convergence is reached. During each
iteration, we calculate the exchange of mass, momentum and
energy between plasma and particles, and we update the DPM
and CPM. Finally, aer convergence is reached, we can track the
particles to determine their position, their phase (liquid or
vapor), velocity and temperature, as well as the ionization of the
vapor atoms.

Note that the model describes the injected material trans-
port up to the sampling cone, but the rest of the ion transport
inside the MS is not yet accounted for in our current model.
Fig. 3 Calculated and measured plasma temperatures as a function of
injector gas flow rate. Reprinted with permission from ref. 126.
Copyright 2011 American Chemical Society.
3.4. Validation of the model with experiments

When themodel was initially developed, wemade a comparison
between the modeling results and experimental measurements
240 | J. Anal. At. Spectrom., 2017, 32, 233–261
for the plasma temperature and gas ow velocity, for a range of
different injector gas ow rates, to validate the model.126

Furthermore, the modeling results obtained at later stages, at
various conditions, are also compared with experimental data
from literature as much as possible, as will be outlined in
Section 4 below.

The plasma temperature inside the central channel was
measured from the end-on collected line-to-background
ratio.126 As can be observed from Fig. 3, the calculated and
measured values for the plasma temperature are in good
agreement (i.e., within 3% deviation) in the range of injector gas
ow rates relevant for the analysis of relatively large particles,
i.e.,�50 mm. The deviation increases for higher injector gas ow
rates, but stays below 6% for all ow rates investigated.

We also compared the calculated and measured gas veloci-
ties as a function of injector gas ow rate,126 as illustrated in
Fig. 4. The gas velocity inside the coil region was experimentally
determined by side-on analyte emission measurements with
single monodisperse droplet introduction, while in the simu-
lations it was obtained from the injector gas path lines. As
shown in Fig. 4, the gas velocity in the region between the rst
and second winding of the coil (indicated as “path 1”) is
signicantly lower than in the region between the second and
third winding (indicated as “path 2”), both in the calculated and
measured results. The deviation between calculated and
measured data is quite signicant in the rst region, and can be
attributed to the fact that the methods used for velocity deter-
mination in the calculations and the experiments are not fully
consistent (see ref. 126 for more details). Note that the investi-
gated ow rates in this region were limited to low values,
because the experiments did not produce proper signals at
higher ow rates. However, in the second region the calculated
and measured velocity values are in excellent agreement.
This journal is © The Royal Society of Chemistry 2017



Fig. 4 Calculated andmeasured velocities as a function of injector gas
flow rate, for two different regions inside the ICP, i.e., path 1 corre-
sponds to the region between the first and second winding of the coil,
whereas path 2 corresponds to the region between the second and
third winding of the coil. Reprinted with permission from ref. 126.
Copyright 2011 American Chemical Society.

Fig. 5 2D profiles of the plasma temperature (a), electron density (b)
and the gas flow velocity path lines (c), calculated for 1 L min�1 injector
gas, 0.4 L min�1 auxiliary gas, and 12 L min�1 outer gas flow rate, and
a plasma power of 1000 W. The diameters of the injector inlet and
sampler orifice are 1.5 and 1 mm, respectively. The sampling cone is
placed 10 mm from the load coil. Note that the color scale in panel (c)
indicates the gas velocity for the injector gas and outer gas, while the
auxiliary gas flow path lines are colored in black, to distinguish them
from the injector gas and outer gas. The purple contours in panel (c)
indicate the region of maximum power coupling.
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4. Typical results obtained by the
modeling

The model provides information about characteristic features
in the plasma, such as the gas ow patterns, the plasma
temperature and the electron density, as well as about the
sample behavior, including transport, evaporation and ioniza-
tion. In the next two sections, we will rst show the general ICP
characteristics and sample behavior at typical gas ow rates
(i.e., 1 L min�1 injector gas, 0.4 L min�1 auxiliary gas, and 12 L
min�1 outer gas ow rate), a plasma power of 1000 W, and Cu
particles of 1 mm diameter, injected at a mass loading ow rate
of 100 ng s�1. Furthermore, the diameters of the injector inlet
and sampler orice are kept xed at 1.5 mm and 1 mm,
respectively, and the sampling cone is positioned 10 mm from
the load coil. The other parameters are listed in Table 1 above.
In the later sections, we will present the effect of the presence of
a sampling cone, the sampler orice diameter and position, the
injector inlet diameter and position of particle injection, the gas
ow rates and plasma power, as well as the particle diameter
and particle loading ow rate, on the ICP characteristics and on
the behavior of the sample material.
4.1. General ICP characteristics: plasma temperature and
electron density proles, and gas ow behavior

Fig. 5 illustrates the 2D proles of the calculated plasma
temperature, electron number density and of the gas ow
velocity path lines, for the conditions mentioned above. The
plasma temperature prole is characterized by a maximum (of
about 10 000 K) near the coils, with a cool central channel.
This journal is © The Royal Society of Chemistry 2017
Hence, the electron number density also reaches its maximum
(in the order of 1022 m�3) in this region, due to the higher
ionization degree at higher temperature. Thus, the intense
plasma is very localized, with a toroidal shape.

The gas ow path lines are plotted in Fig. 5(c). Note that only
the path lines of the injector gas and outer gas are indicated in
color, while the auxiliary gas ow path lines are colored in
black, to distinguish them from the injector gas and outer gas
path lines. The injector gas goes more or less straight towards
the sampling cone at these conditions, with little expansion,
and has typical velocities between 10 and 30m s�1, increasing at
the sampling cone towards 100 m s�1 and above. As will be
shown below, this ow pattern can be different at other
conditions. The auxiliary gas has slightly lower velocities (in the
order of 5–25 m s�1), and is characterized by backward motion
(so-called recirculation). The latter is also affected by the
discharge conditions, as will be shown below. At the conditions
J. Anal. At. Spectrom., 2017, 32, 233–261 | 241
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illustrated here, all the auxiliary gas exits through the open ends
of the ICP torch, and it passes through the region of maximum
power coupling (indicated by the purple contours in Fig. 5(c)),
which is benecial for efficient heat transfer. However, also this
behavior depends on the discharge conditions, as will be
shown below. Finally, the outer gas has velocities in the order of
5–10 m s�1.
4.2. Behavior of sample particles in the ICP: transport,
evaporation, ionization

To illustrate the behavior of the Cu particles in the ICP, as well
as their effect on the plasma characteristics, we introduce Cu
particles from the injector gas inlet with 1.5 mm diameter and
we follow them throughout the ICP up to the sampler position
(i.e. 41.5 mm distance from the injector gas inlet), for the same
applied power and gas ow rates as mentioned above.
Furthermore, we assume a Cu mass loading ow rate of 100 ng
s�1 and a particle diameter of 1 mm, as also stated above. This
value of the mass loading ow rate is based on LA studies and
taken from experimental values of fs-LA of Cu cells for a long
washout time.140

Fig. 6(a) illustrates the 2D trajectories of the injected Cu
particles, colored according to their temperature. The Ar gas
ow path lines from the injector gas, auxiliary gas and outer gas
are also plotted, colored in black, to indicate the path lines
which the Cu particles can follow. The particles enter the ICP at
Fig. 6 2D trajectories of injected Cu particles, colored according to
temperature, until they are evaporated, as well as the path lines of the
injector gas, auxiliary gas and outer gas, colored in black (a), and 2D
distribution of the Cu evaporation rate (b), for Cu particles with
diameter of 1 mm and mass loading flow rate of 100 ng s�1 injected
from the injector gas inlet. The other conditions are the same as in
Fig. 5.
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room temperature, as mentioned in Section 3.2 above, and they
are gradually heated until they reach the evaporation tempera-
ture (¼1850 K) and nally boiling temperature (¼2830 K). Once
they are evaporated, they disappear from the particle path lines,
and we trace them further in the gas phase domain.

The 2D evaporation rate of the Cu sample is depicted in
Fig. 6(b). Looking at both Fig. 6(a) and (b), it is clear that the
particles, which are all injected from the injector gas inlet, are
not evaporated at the same position in the ICP. The reason is
that the particles follow the Ar gas ow path lines, and it is
obvious from Fig. 6(a) that not all of the injector gas ows in
a straight line to the sampler, but is subject to some expansion
in the radial direction, as also observed in Fig. 5(c) above. Due to
this radial expansion of the injector gas, some gas path lines
reach the higher temperature regions in the torch earlier in
space (cf. Fig. 5(a) above). Hence, the particles following these
path lines start to evaporate at earlier positions, while the
particles following the inner gas path lines stay longer at the
central axis, i.e., the cool channel, so they evaporate at later
positions.

Besides, it is reported in literature that the analyte atoms will
diffuse and become ionized, forming ion vapor clouds with
increasing diameter downstream the plasma.58,141 Note that due
to the early evaporation and more radial expansion from the
central axis, a fraction of the sample ions may not reach the
sampler orice, which will cause a loss in signal, as also dis-
cussed by Niemax.58 Alternatively, even if the sample ions are
not lost, the radial expansion will result in a delay in detection
time, as discussed by Borovinskaya et al.62 The exact position of
injection has a signicant effect on the radial expansion from
the central axis, and thus on the evaporation position. This will
be discussed in more detail in Section 4.5 below.

Once the Cu particles are evaporated, the Cu vapor atoms are
subject to ionization. Fig. 7 illustrates the 2D number density
proles of the Ar atoms, Ar+ and Ar2+ ions (le column; a–c), and
of the Cu atoms, Cu+ and Cu2+ ions (right column; d–f) for the
same conditions as above. Note that the scales of these density
proles are different, in order to clearly show where are the
maximum values for each species.

The Ar gas atoms are by far themost abundant, with a number
density of 2.4 � 1025 m�3 (i.e., corresponding to atmospheric
pressure and room temperature) when entering the ICP, but this
value drops to around 6� 1023 m�3 inside the plasma, due to the
high temperature, giving rise to ionization. It is clear that Ar is
mainly ionized in the coil region, at the position of maximum
power deposition (see purple contours in Fig. 5(c) above) and
maximum temperature (see Fig. 5(a) above). The Ar+ ion number
density has a maximum of 1.5 � 1022 m�3, while the maximum
Ar2+ ion number density is slightly below 1014 m�3, hence 8
orders of magnitude lower than the maximum Ar+ ion number
density. In other words, a negligible fraction of the Ar+ ions is
further ionized into Ar2+ ions, which is like expected, given the
high second ionization potential of Ar (i.e., 27.7 eV). From the
volume integrated densities over the entire torch, we can deduce
that the ionization degree of Ar is about 0.027%.

The Cu atoms are characterized by a maximum number
density at the location of maximum evaporation (cf. Fig. 6(b)
This journal is © The Royal Society of Chemistry 2017



Fig. 7 2D number density profiles of the various species in the ICP: Ar0 (a), Ar+ (b), Ar2+ (c), Cu0 (d), Cu+ (e) and Cu2+ (f), for Cu particles with
diameter of 1 mm and mass loading flow rate of 100 ng s�1 injected from the injector gas inlet. The other conditions are the same as in Fig. 5.
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above), which is logical. Integrated over the entire ICP torch, the
Cu atom density is more than 7 orders of magnitude lower than
the Ar gas atom density, at the Cu mass loading ow rate
illustrated here (i.e., 100 ng s�1). The Cu+ ions reach
a maximum at the central axis, at the position of maximum
evaporation and where the plasma temperature starts rising (cf.
Fig. 5(a) above). The Cu2+ ions reach their maximum in the
region of maximum temperature, like in the case of Ar.
Furthermore, the density of the Cu+ and Cu2+ ions is still
appreciable near the sampler. The overall ionization degree of
Cu, integrated over the entire ICP, is about 60%, which is much
higher than for Ar. This is explained by the lower ionization
potential of Cu (i.e., 7.73 eV vs. 15.76 eV for Ar). Only a small
fraction (i.e., about 0.001%) of the Cu+ ions is further ionized
into Cu2+ ions. This fraction, although being very low, is still
much higher than for Ar, which is again explained by the lower
second ionization potential of Cu (i.e., 20.9 eV vs. 27.7 eV for Ar).

In summary, Fig. 7 gives an indication to what extent the
clouds of each species expand in the torch, which is useful for
both optical emission and mass spectrometry. In the framework
of ICP-MS, we are especially interested in the uxes of the various
species at the position of the sampler orice, and more speci-
cally in the fraction of Cu+ ions arriving at the sample orice, with
respect to the amount of Cu injected in the ICP. This fraction,
which is ameasure of the Cu sample transport efficiency from the
injector gas inlet towards Cu+ ions entering the MS through the
sampler orice, turns out to be about 42% for the conditions
under study here, but it depends on the operating conditions,
and especially on the injection position in the injector gas inlet.
This will be discussed in more detail in Section 4.5 below.

The plasma temperature calculated upon including the Cu
particles in the model is exactly the same as the result without
This journal is © The Royal Society of Chemistry 2017
incorporating these Cu particles (cf. Fig. 5(a)). Hence, we can
conclude that the sample introduction does not affect the
plasma temperature, at least for the Cu mass loading ow rate
of 100 ng s�1.132 This is not unexpected, because the latter is 10
orders of magnitude lower than the Ar ow rate. In fact, only
when we would increase the Cu mass loading ow rate to the
order of 500 mg s�1, some cooling effect due to the evaporation
of the sample particles can be observed, as will be discussed in
detail in Section 4.9 below.
4.3. Effect of the presence of the sampling cone

Fig. 8 illustrates the effect of the presence of the sampling cone,
or interface towards the MS, on the calculated gas ow veloci-
ties, for the same conditions as in Fig. 5. It is clear that the
plasma velocity rises dramatically in the region close to the
sampling cone, from an average value of about 20 m s�1 to
a value above 100 m s�1 when the gas passes the sampling cone.
This is attributed to the pressure drop behind the sampling
cone. Furthermore, the cool metal interface lowers the plasma
temperature and hence also the electron density very close to
the sampling cone, while the plasma temperature and electron
density inside the coil region are somewhat higher. This was
illustrated in detail in ref. 127. The reason is that the auxiliary
gas passes better through the region of maximum power
coupling in case of the presence of the sampling cone, as shown
in Fig. 8. The latter results inmore efficient gas heating, yielding
a somewhat higher plasma temperature in the coil region, and
thus also a slightly higher electron density. Thus, we can
conclude that the effect of the sampling cone on the plasma
characteristics strongly depends on the measurement position.
We have demonstrated that even a small shi from the actual
J. Anal. At. Spectrom., 2017, 32, 233–261 | 243



Fig. 8 2D gas flow velocity path lines, without (a) and with (b) sampling
cone, for the same conditions as in Fig. 5. Again, the color scale
indicates the gas velocity for the injector gas and outer gas (in m s�1),
while the auxiliary gas flow path lines are colored in black, and the
purple contours indicate the region of maximum power coupling.
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position of the sampler (cf. the vertical lines in Fig. 8(a)) can
signicantly affect the measurement result.127 Our calculation
results on the effect of the sampling cone are in good qualitative
agreement with experimental data from the groups of Farns-
worth, Olesik and Hieje.9,20,21

4.4. Effect of sampling cone orice diameter and position

In Fig. 9, the plasma temperature and gas ow path lines are
plotted for a sampler orice diameter of 1 mm and 2 mm, at the
same conditions as in Fig. 5. Close to the sampler, the
temperature is slightly higher in case of the larger orice
diameter, because the cooling effect is less pronounced, but in
Fig. 9 2D plasma temperature profiles (upper frames) and gas velocity pa
and 2mm (right panel). The other conditions are the same as in Fig. 5. The
while the auxiliary gas flow path lines are colored in black, and the purple c
from ref. 129 with permission from the Royal Society of Chemistry.
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the rest of the plasma, the effect is negligible. The same is true
for the effect on the electron density.129

On the other hand, the effect is more pronounced for the gas
ow path lines, especially for the auxiliary gas, as is clear from
Fig. 9. More specically, the backward motion (recirculation) of
the auxiliary gas is reduced in case of a larger sampler orice
diameter. The reason is that the auxiliary gas is “sucked” into the
MS, which reduces its backward motion. Furthermore, because
there is less interaction between the gas atoms and the sampling
cone in case of the larger sampler orice diameter, this results in
more efficient gas transfer through the sampler.129 On the other
hand, the ow velocity at the sampler position turns out to be
independent from the sampler orice diameter.129

It is also clear from Fig. 9 that, by changing the sampler
orice diameter, we can control whether only the injector gas or
also (part of) the auxiliary gas can pass through the sampler
orice. Indeed, for the conditions presented here (i.e., injector
inlet diameter of 1.5 mm), only the injector gas can pass through
the sampler orice in case of the 1 mm sampler orice diameter,
whereas in case of the 2 mm sampler orice diameter, some part
of the auxiliary gas can also pass through the sampler orice, as
is obvious from Fig. 9. Depending on the size of the sample ion
cloud, one or the other situation might be benecial. If the
sample ion cloud is small, so that it is only transported by
the injector gas, the rst situation is benecial, but in case when
the sample ion cloud is larger, part of it will be transported by the
auxiliary gas, and then, the second situation might be desired.

We have also investigated the effect of the position of the
sampling cone, by varying the distance from the load coil
between 7 and 17 mm.129 Our calculations reveal that a larger
distance between load coil and sampling cone yields a slightly
lower plasma temperature at the position of the sampler, as
expected, and this might have consequences for the ion
generation and transport through the sampling cone. More
details about the effect of the sampler orice diameter and
position can be found in ref. 129.
4.5. Effect of the injector inlet diameter and of the Cu
particle injection position

Fig. 10 illustrates the gas ow path lines for an injector inlet
diameter of 1.5 mm and 2 mm. At 1.5 mm injector inlet
th lines (lower frames) for a sampler orifice diameter of 1 mm (left panel)
color scale indicates the gas velocity for the injector gas and outer gas,
ontours indicate the region of maximumpower coupling. Reproduced
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Fig. 10 2D gas flow velocity path lines for an injector inlet diameter of
1.5 mm (a) and 2.0 mm (b). The other conditions are the same as in
Fig. 5. Again, the color scale indicates the gas velocity for the injector
gas and outer gas, while the auxiliary gas flow path lines are colored in
black, and the purple contours indicate the region of maximum power
coupling. Reproduced from ref. 130 with permission from the Royal
Society of Chemistry.

Fig. 11 Radial position of 5 different Cu particles (with different
injection positions; see legend) as a function of their axial position in
the ICP, to illustrate the effect of their injection position on their
trajectory. The conditions are the same as in Fig. 5 and 6. The positions
of the load coils are also indicated in the figure, for clarity.
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diameter, the injector gas goes in a (more or less) straight line
towards the sampling cone, while at 2 mm injector inlet
diameter, a fraction of the injector gas exhibits backward
motion (recirculation). This recirculation behavior is observed
in both cases for the auxiliary gas, and was also illustrated in
Fig. 5(c), 8 and 9 above, but for the injector gas, it only happens
in case of the larger injector inlet diameter. It is obvious that
this recirculation of the injector gas should be avoided, as it
reduces the sample transport efficiency through the sampling
cone. Indeed, as is clear from Fig. 10(b), a certain fraction of the
injector gas will not be able to pass through the sampler orice,
but will leave the ICP through the open ends, leading to signal
loss.

Furthermore, this recirculation behavior in the injector gas
ow path lines can explain the very long analytical signals found
in experiments at low gas ow rates. In previous work, we
carried out simulations for different injector inlet diameters
between 0.5 and 2.5 mm, to elucidate which conditions yield
good analyte transport and optimum signals.126 According to
these model predictions, there exists a transition ow rate for
each different injector inlet diameter, which indicates the lower
limit for effective analyte transport conditions throughout the
This journal is © The Royal Society of Chemistry 2017
plasma. Note that this transition ow rate is not the optimum
ow rate for analysis; the latter will be somewhat higher. The
transition ow rate, and thus also the optimum ow rate,
increases upon rising injector inlet diameter. The simulations
also allowed to dene a rule-of-thumb equation, to estimate the
transition ow rate for a given injector inlet diameter as well as
injector gas composition (argon/helium mixture). More details
about this study can be found in ref. 126.

We also investigated the effect of the Cu particle injection
position on the Cu particle transport, for an injector inlet
diameter of 1.5 mm. For this purpose, we introduced 5 different
Cu particles of 1 mm diameter, with ow rate of 100 ng s�1, from
different initial radial positions at the injector gas inlet, and we
followed their trajectory until evaporation within the ICP. In
Fig. 11, the radial positions of these 5 particles, as long as they
are in the liquid (or solid) phase, are plotted as a function of
their axial position in the ICP, illustrating their trajectory. Their
starting positions at the injector inlet are schematically indi-
cated in the top right of the gure, and the axial position of the
load coils is also presented for the sake of clarity. It is obvious
that each particle follows a different trajectory when entering
from a different initial position. Most apparent is that the radial
expansion of the outermost particle (particle 5) starts earlier in
space than for the other particles, while particle 1, which is
injected on-axis, follows a straight path line at the central axis,
until it is vaporized. This can be explained from the Ar gas path
lines, illustrated e.g., in Fig. 5(c) above. Indeed, the central Ar
gas path line moves in a perfect straight line on-axis, while the
other path lines show some radial expansion.

As mentioned above, a deviation from the central axis will
lead to a longer transit time and a loss of intensity. Moreover,
when the sample particles move in the radial direction, this
lowers the chance that the sample can leave the plasma through
the sampler cone, so the detection efficiency will become lower,
as some part of the sample will be lost in the ICP. Moreover,
even if all the analyte can pass through the sampler cone, any
J. Anal. At. Spectrom., 2017, 32, 233–261 | 245
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deviation from the central axis will affect the transmission
between the rst and second vacuum stage of the MS. This was
studied by Farnsworth and Spencer, who reported that gas ows
passing through the sampling cone off-axis, will expand off-axis
in the rst vacuum stage and therefore get lost in the skimming
process.32,123,124,142–144 Furthermore, Perdian et al. illustrated,
when studying the effect of particle size on the ICP-MS signals,
that the exact inuence of large particles on the signal also
depends on their position in the ICP.53 Such effects are exac-
erbated by the fact that the ICP-MS signal basically reects the
composition of the plasma in a region with diameter equal to
the skimmer diameter just in front of the sampler.122 Thus, if
the particle is displaced off-axis through the sampler and
skimmer, its M+ vapor cloud is also off-axis, and it mainly
contributes to the steady state signal. On the other hand, if the
large particle is on-axis and is still intact as it approaches the
sampler, the excess M+ ions surrounding the intact particle
generate a large positive increase in the M+ signal, but only for
a brief time, comparable to the ight time of the particle
through the ICP.53

We recently studied in more detail the effect of the Cu
particle injection position, by comparing different injector inlet
diameters, as well as on-axis and off-axis injection.132 It was very
clear that when the Cu particles are injected on-axis, they stay
on-axis throughout the ICP until they become evaporated. On
the other hand, the wider the area of particle injection, themore
radial expansion occurs for the particles, as well as for the vapor
cloud. Thus we can conclude that the position of vapor
production in both the axial and radial direction depends
strongly on the exact initial injection position.

Fig. 12 illustrates the 2D Cu+ ion number density proles for
on-axis injection (more specically within 0.25 mm width from
the center of the inlet; upper frame) and off-axis injection (i.e.,
within 0.25 mm from the side wall of the inlet; bottom frame).
The trajectory of the Cu particles is plotted in brown path lines.
Only one half part of the ICP torch is shown for both cases, to
allow easy comparison. As also illustrated in Fig. 11, the parti-
cles that are injected on-axis move in a straight line at the
central axis, whereas the particles that are injected off-axis
Fig. 12 2D Cu+ ion number density profiles for on-axis (upper frame)
and off-axis (bottom frame) injection, as well as trajectory of the Cu
particles (brown path lines). At the right of the figure, the fraction of
Cu+ and Cu0 at the sampler and fraction of Cu0 leaving at the open
ends of the ICP, with respect to the total amount of Cu at the inlet, for
both on-axis and off-axis injection, are plotted. The other conditions
are specified in Fig. 5 and 6.
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deviate to some extent from the central axis (cf. upper and
bottom frame in Fig. 12). As a result, the ion cloud in case of the
on-axis injection is concentrated near the central axis, whereas
the ion cloud in case of off-axis injection has a much broader
prole, with its maximum reached earlier in space.

At the right-hand side of Fig. 12, we compare the fractions of
Cu0 atoms and Cu+ ions passing through the sampling cone, as
well as the fraction of Cu0 atoms leaving the ICP through the
open ends, for both on-axis and off-axis injection. The fractions
of Cu2+ ions are negligible in both cases, and therefore not
shown. Obviously, only the fraction of Cu+ ions passing through
the sampling cone is relevant for the ICP-MS signal, as Cu0

would not be detected in the MS. This fraction is calculated
from the ux of Cu+ ions passing through the sampler (by
integrating over the entire orice width) compared to the Cu
particle ux entering the ICP at the injector gas inlet. Hence,
this fraction indicates the transport efficiency of the sample
material from the inlet till entering theMS interface as Cu+ ions.

In case of on-axis injection, this transport efficiency is about
44%, while about 13% of the material passes as Cu0 atoms
through the sampler, and 43% leaves the ICP through the open
ends. In case of off-axis injection, on the other hand, only 10%
of the injected material will pass through the sampling cone as
Cu+ ions, while about 2% passes as Cu0 atoms and 88% leaves
the ICP through the open ends. Hence, this clearly illustrates
the signicant effect of injection position on the transport
efficiency of Cu+ ions through the sampler, and thus most
probably also on the ICP-MS signal (although the latter is not
calculated in our model).

In general it is clear that the radial movement of the sample
particles to the outer region of the ICP will lower the chance
that the sample can pass through the sampling cone. This
suggests that using smaller injector inlets will be benecial.
The latter was indeed observed experimentally in ref. 58. For
larger injector inlets, like 2 mm diameter, the transport effi-
ciency is only good for on-axis injection, where we calculated
a value around 90% in our recent paper.133 However, for LA
applications, the exact particle injection position is difficult to
control, so for this reason, we believe that smaller injector
inlets are benecial, as is indeed most oen used for LA
applications.53,56,61
4.6. Effect of the gas ow rates

The values of the injector gas, auxiliary gas and outer gas ow
rates largely affect the gas ow patterns and other plasma
characteristics inside the ICP. In Fig. 13 we plot the calculated
plasma temperature proles for different values of the injector
gas ow rate, at xed values of the auxiliary gas ow rate (0.4 L
min�1) and outer gas ow rate (12 L min�1).128 The input power
is xed at 1000 W and the injector inlet diameter and sampler
orice diameter are 1.5 mm and 1 mm, respectively, as
mentioned above.

The plasma temperature clearly drops upon higher injector
gas ow rate, and the cool central channel becomes more
pronounced. There is almost no central channel at a ow rate of
0.3 L min�1, while at 1.4 L min�1, the cool central channel
This journal is © The Royal Society of Chemistry 2017



Fig. 13 2D plasma temperature profiles (K), at different values of the
injector gas flow rate, ranging from 0.3 to 1.4 L min�1. The other
conditions are the same as in Fig. 5. The small black lines above each
plot indicate the length of the cool central channel. Reprinted from ref.
128 with permission from Elsevier.

Fig. 14 2D gas flow velocity path lines originating from the injector
gas and outer gas inlets, colored by velocity in m s�1, and from the
auxiliary inlet, colored in black, at different values of the injector gas
flow rate, ranging from 0.3 to 1.8 L min�1. The other conditions are the
same as in Fig. 5. The purple contours in the two bottom frames
indicate the region of maximum power coupling. Reprinted from ref.
128 with permission from Elsevier.
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becomes too long for efficient ionization of the sample (see
below).

The calculated gas ow path lines for this range of injector
gas ow rates, as well as for two larger values, are plotted in
Fig. 14. The other conditions are again kept the same. At low
injector gas ow rates (�0.3–0.4 L min�1) the injector gas is
clearly subject to recirculation and no central channel is
formed, as could also be deduced from previous gure. An
injector gas ow rate between 0.6 and 0.8 L min�1 results in
some slight deviation in the injector gas ow pattern, but above
1 L min�1, it goes in a (more or less) straight line towards the
sampler, which is required to optimize the sample transport to
the MS. This observation is in good agreement with the
measurements of Gamez et al., who also reported that the
central channel becomes well-dened only at ow rates above
1 L min�1.31

Besides the injector gas, the auxiliary gas ow exhibits an
evenmore pronounced recirculation behavior, at all injector gas
ow rates below 1.6 L min�1, as is obvious from Fig. 14. The
effect becomes somewhat less pronounced at higher injector
gas ow rates, but only around 1.8 L min�1, the auxiliary gas
This journal is © The Royal Society of Chemistry 2017
seems to go straight towards the sampler. In the latter case,
however, it does not pass through the region of high power
coupling (cf. the purple contours in the two lowest panels of
Fig. 14), hence this limits the heat transfer to the injector gas.
This can explain why in experiments the transport efficiency of
aerosols drops at ow rates above 1.4 L min�1.22 We can
conclude, based on Fig. 13 and 14, that an injector gas ow rate
of around 1–1.2 L min�1 seems to be optimal, for the conditions
presented here. More details about this study can be found in
ref. 128. It should, however, be mentioned that this conclusion
does not yet involve the effect of the injector gas ow rate on the
Cu sample behavior, as predicted by our model. Below we will
show the Cu sample evaporation rate, ion density proles and
sample transport efficiency to the sampling cone, as a function
of the injector gas ow rate, and it will be illustrated that the
optimal ow rate is somewhat lower (around 0.8 L min�1; see
further), because a too high ow rate reduces the analyte
atomization and ionization due to the lower temperature.

The minimum value of the injector gas ow rate to avoid
recirculation of the auxiliary gas, i.e., the so-called transition
J. Anal. At. Spectrom., 2017, 32, 233–261 | 247



JAAS Tutorial Review
point, seems to be strongly dependent on the auxiliary gas ow
rate itself.130 This is illustrated in Fig. 15: the transition point in
the injector gas ow rate clearly rises upon rising value of the
auxiliary gas ow rate. For instance, at an auxiliary gas ow rate
of 0.4 L min�1, the transition point to avoid recirculation of the
auxiliary gas is reached at an injector gas ow rate of 1.8 L
min�1 (cf. also Fig. 14 above), while at auxiliary gas ow rates of
0.6 Lmin�1, 0.8 Lmin�1 and 1.0 Lmin�1, the transition point in
the injector gas ow rate rises to 2.0, 2.2 and 2.5 L min�1,
respectively. It should, however, be noted that the highest ow
rates depicted here are at the limit of the present model,
because the Reynold's number approaches here the limit of
laminar ow. Nevertheless, the trend is clear. Note that a higher
outer gas ow rate will also reduce the recirculation of the
auxiliary gas, but the effect is less pronounced than for the effect
of the injector gas ow rate.130

To demonstrate in more detail the correlation between
injector gas and auxiliary gas ow rate, we plot in Fig. 16 the gas
Fig. 15 2D gas flow velocity path lines originating from the auxiliary
gas inlet, colored by velocity in m s�1, as well as from the injector gas
and outer gas inlets, colored in black, at different values of the injector
gas and auxiliary gas flow rates, as indicated above the panels. For each
auxiliary gas flow rate given (Aux), the corresponding injector gas flow
rate (Inj) indicates the transition point, or minimum value needed to
avoid (major) recirculation in the auxiliary gas. The other conditions are
the same as in Fig. 5. The purple contours indicate the region of
maximum power coupling.

Fig. 16 2D gas flow velocity path lines originating from the injector gas a
gas inlet, colored in black, at (a) 0.6, (b) 0.8 and (c) 1.0 L min�1 of auxiliary g
(3) higher than the auxiliary gas flow rate. Only half of the 2D axisymmetric
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ow path lines for various combinations of both ow rates. Only
the upper half of the ICP is shown, but the lower half is exactly
the same, due to the cylindrical symmetry of the ICP. As is clear
from this gure, when the injector gas ow rate is larger than
the auxiliary gas ow rate, only the injector gas can pass
through the sampler orice, while in case that the injector gas
ow rate is smaller than or equal to the auxiliary gas ow rate,
also part of the auxiliary gas can pass through the sampler
orice. Again, as discussed in Section 4.4 above, the condition
that is most favorable will depend on the sample ion cloud size.
Indeed, if the sample ion cloud is small, so that it is only
transported by the injector gas, the rst situation will be
desired, but when the sample ion cloud is larger, so that part of
it is transported by the auxiliary gas, the second situation will be
more benecial.

It should be realized that this thumb rule is only valid as long
as the auxiliary gas ow rate is not too high or too low. Indeed,
for auxiliary gas ow rates of 0.3 L min�1, some fraction of the
auxiliary gas can still pass through the sampler orice, even
when the injector gas ow rate is slightly higher. On the other
hand, for auxiliary gas ow rates in the order of 1.2 L min�1, the
auxiliary gas cannot pass through the sampler orice, even
when its ow rate is higher than the injector gas ow rate. A
more detailed discussion about these results can be found in
ref. 128.

Finally, as discussed in Section 4.5 above, the injector gas
can also exhibit recirculation behavior, especially at larger
injector inlet diameters. This was also studied in detail in ref.
130. Again, like for the auxiliary gas, the backwardmotion in the
injector gas path lines can be avoided by applying higher
injector gas ow rates. Furthermore, it can be reduced (but not
completely avoided, at the conditions investigated) by applying
a higher auxiliary gas ow rate. The outer gas ow rate, on the
other hand, seems to have no effect on the recirculation
behavior of the injector gas. More details about the effect of the
injector gas, auxiliary gas and outer gas ow rates on the
backward motion of the injector gas can be found in ref. 130.

Besides the effect on the gas ow path lines, we have also
investigated the effect of the injector gas ow rate on the sample
behavior. Our calculations reveal that the analyte evaporation
and ionization will strongly be shied downstream upon higher
nd outer gas inlets, colored by velocity in m s�1, and from the auxiliary
as flow rate. The injector gas flow rate is (1) lower than, (2) equal to and
torch is plotted. Reprinted from ref. 128 with permission from Elsevier.
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Fig. 18 Total Cu sample evaporation rate, integrated over the entire
torch, as a function of the injector gas flow rate. The other conditions
are specified in Fig. 5 and 6.
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injector gas ow rate. This is clearly illustrated in Fig. 17,
showing the spatial range, in the axial direction, in which the
evaporation takes place, for different injector gas ow rates. For
the sake of clarity, the position of the coils and of the sampler
are also indicated. At an injector gas ow rate of 0.4 Lmin�1, the
region of evaporation is quite limited in space, and it occurs
near the rst winding of the coil, while at the largest injector gas
ow rates, it extends from midway the rst and second winding
of the coil till close to the sampler. This can be explained by the
higher transport velocity of the injector gas in the ICP, but
especially due to the lower temperature, resulting from the
larger amount of cold gas volume injected. Indeed, the length of
the cool central channel clearly rises with rising injector gas
ow rate, as demonstrated in Fig. 13 above.

On the other hand, in spite of the larger region in which
evaporation takes place, the total amount of Cu evaporation,
integrated over the entire torch, drops more or less linearly
upon increasing injector gas ow rate, as is shown in Fig. 18.
Also the maximum evaporation rate drops nearly linearly with
increasing injector gas ow rate, from above 0.8 ng s�1 at an
injector gas ow rate of 0.4 L min�1, to about 0.55 ng s�1 at the
highest injector gas ow rates investigated. This drop in evap-
oration rate is of course again due to the lower temperature, as
mentioned above.

Fig. 19 illustrates the Cu+ ion density proles for four
different values of the injector gas ow rate, keeping the other
conditions the same. The black contour lines indicate the
temperature proles, to explain the behavior in the Cu ioniza-
tion. They are plotted in the same scale for the four cases,
ranging from 0 K to 10 000 K. For the sake of clarity, the contour
lines are labeled, and the meaning of the labels is indicated
under the gures. Obviously, the highest temperature contour
lines (indicating the area in the ICP above 9000 K and 10 000 K)
become smaller and shi away from the central axis upon rising
injector gas ow rate. At the 1.2 and 1.6 L min�1, the temper-
ature will even not reach 10 000 K anymore. Thus, a higher
injector gas ow rate leads to a longer cool central channel
inside the ICP, as also illustrated in Fig. 13 above.

Note that the same color scale is used for the ion density
proles in each case, to allow easy comparison, but the
Fig. 17 Spatial range of evaporation in the axial direction, as a function
of injector gas flow rate. The other conditions are specified in Fig. 5
and 6.
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maximum values of the ion density are quite different, i.e., 5.3�
1018 m�3, 3.5 � 1018 m�3, 2.4 � 1018 m�3, and 1.9 � 1018 m�3,
for the carrier gas ow rates of 0.4, 0.8, 1.2 and 1.6 L min�1,
respectively. Furthermore, not only the absolute values but also
the ion cloud size changes signicantly upon rising injector gas
ow rate. At low injector gas ow rate, the ionization is clearly
more pronounced, due to the higher plasma temperature, and
for the same reason it occurs earlier in space, with the ion cloud
expanding more in the radial direction, while at high ow rate,
the ion cloud is smaller and closer to the central axis and the
sampler. This reduction in ion cloud size upon rising injector
gas ow rate was also observed from side-on uorescence
images in literature.145 When the ion cloud size is large due to
more radial diffusion, like in Fig. 19(a), we can thus shi it
towards the sampler by applying a higher injector gas ow rate,
as illustrated in Fig. 19(b–d). However, at the same time, the
amount of ionization drops, leading to clearly lower ion densi-
ties, because of the lower plasma temperature.

The downstream shi in analyte vaporization and ionization
upon increasing the injector gas ow rate is in agreement with
experimental observations43,58,59,145 and computer modeling88

from literature. We should note that, compared to aerosol
droplet introduction, the elemental particles considered here,
originating e.g. from LA, will start to evaporate earlier when they
penetrate into the ICP, as no desolvation step needs to be taken
rst. Thus, the analyte diffusion will begin further upstream in
the ICP and the ion cloud will be larger at the position of the
sampler than with aerosol particles, thus decreasing the analyte
ion detection efficiency. In order to increase the ion detection
efficiency of LA-ICP-MS, the region of high plasma temperature
should be shied downstream, e.g., by increasing the injector
gas ow rate, as also reported by Niemax and colleagues.58

Finally, in Fig. 20 we plot the fractions of Cu+ ions and Cu0

atoms at the sampler and of Cu0 atoms leaving the ICP through
the open ends, with respect to the total amount of Cu at the
inlet, as a function of the injector gas ow rate. The fraction of
Cu2+ ions is again not shown, because it is negligible. The
fraction of Cu0 atoms passing through the sampler orice is
around 8.5% at low injector gas ow rate, and it rises up to
about 28% at the highest injector gas ow rate, while the
J. Anal. At. Spectrom., 2017, 32, 233–261 | 249



Fig. 20 Fraction of Cu+ and Cu0 at the sampler and fraction of Cu0

leaving at the open ends, with respect to the total amount of Cu at the
inlet, as a function of the injector gas flow rate. The other conditions
are specified in Fig. 5 and 6.

Fig. 19 2D Cu+ ion number density profiles at four different injector
gas flow rates, i.e., 0.4 (a), 0.8 (b), 1.2 (c) and 1.6 (d) L min�1, as well as
the plasma temperature profiles (black contours) ranging from 0 to
10 000 K (see explanation of the labels at the bottomof the figure). The
other conditions are specified in Fig. 5 and 6.
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fraction of Cu0 atoms leaving the ICP through the open ends
drops from ca. 66% at 0.4 Lmin�1 to 34–41% at injector gas ow
rates between 0.8 and 1.6 L min�1. However, as mentioned
above, the most important is the fraction of Cu+ ions passing
through the sampler orice, because it is a measure for the
sample transport efficiency from the injector gas inlet till
entering the MS interface. At low injector gas ow rates, this
fraction rises with the ow rate, from 25% at 0.4 L min�1, to
48% at 0.8 L min�1, followed by a drop to 30% at the highest
injector gas ow rate of 1.6 L min�1. This can be explained from
the Cu+ ion density proles plotted in previous gure. Indeed, at
250 | J. Anal. At. Spectrom., 2017, 32, 233–261
low injector gas ow rates, rising the ow rate leads to a down-
stream shi of the ion cloud, explaining the rise in Cu+ fraction
at the sampler, but at too high ow rates, the analyte atomiza-
tion and ionization is limited due to the lower temperature,
explaining why further increasing the injector gas ow rate
above 0.8 L min�1 does not increase the fraction of Cu+ ions at
the sampler.

4.7. Effect of the plasma power

The effect of applied power on the plasma temperature is pre-
sented in Fig. 21, keeping the injector gas, auxiliary gas and
outer gas ow rates xed at 1 L min�1, 0.4 L min�1 and 12 L
min�1, respectively. Increasing the applied power results in
a higher plasma temperature, as expected. This will also
enhance the ionization in the coil region, and thus the electron
density. On the other hand, a higher power also reduces the
length of the cool central channel (see small black lines above
each panel in Fig. 21), which has consequences for the sample
evaporation and ionization, as will be discussed below.

Furthermore, the applied power affects the gas ow path
lines, as is clear from Fig. 22. Indeed, at higher applied power,
the backward motion of the auxiliary gas is obviously reduced.
This was also conrmed experimentally. Indeed, experiments
were performed on an Elan 6000 ICP-MS (Perkin Elmer), by
introducing NaCl aerosols generated by LA into the ICP from
the auxiliary gas inlet, and recording the Na atomic emission
line at 589 nm with an ICCD camera.130 At low power, a curved
gas ow pattern, indicative for rotational motion, was observed,
while there was no evidence for the latter at high power. More
details about these experiments can be found in ref. 130.

As a consequence of this reduced rotational motion at higher
power, Fig. 22 illustrates that at 1500W, the auxiliary gas cannot
pass through the region of maximum power coupling anymore,
causing less efficient heating in the plasma. At the same time,
however, the outer gas now passes through the region of
maximum power coupling, thereby reducing the cooling effi-
ciency. We showed in our recent paper that a further increase in
applied power does not have any added value.133
This journal is © The Royal Society of Chemistry 2017



Fig. 21 2D plasma temperature profiles, at an applied power of 750 W (a), 1000 W (b), 1250 W (c) and 1500 W (d). The other conditions are the
same as in Fig. 5. The small black lines above each panel indicate the length of the cool central channel.

Fig. 22 2D gas flow velocity path lines of the injector gas, auxiliary gas and outer gas, colored by velocity in m s�1, at an applied power of 750 W
(a), 1000 W (b), 1250 W (c) and 1500 W (d). The other conditions are the same as in Fig. 5. The purple contours indicate the region of maximum
power coupling.

Fig. 23 Spatial range of evaporation in the axial direction, as a function
of applied power. The other conditions are specified in Fig. 5 and 6.
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As illustrated in Fig. 21 above, a higher applied power leads
to a drop in the length of the cool central channel. Conse-
quently, the sample evaporation will take place somewhat
earlier in the torch, as is clear from Fig. 23. This was also re-
ported in literature, both from experimental studies145–147 and
computer simulations.87,88,148

In ref. 133 we plotted the 2D Cu+ ion density proles for
different values of applied power, and we showed that the shi in
sample evaporation to earlier positions in the ICP upon
increasing power causes also the ionization to take place earlier
in space. Moreover, the Cu+ ion density proles become more
concentrated near the central axis with rising power,133which was
also reported from uorescence images in literature,143 and in
addition, a second maximum arises near the sampler, attributed
to ionization of the Cu particles injected on-axis. Indeed, the
latter are able to travel in a straight line along the central axis,
leading to evaporation and ionization on the axis and more
downstream in the plasma as discussed in Section 4.5 above.
This journal is © The Royal Society of Chemistry 2017
In Fig. 24, the effect of the applied power on the calculated
fractions of Cu0 atoms and Cu+ ions entering the MS sampling
cone is depicted, as well as on the fraction of Cu0 atoms leaving
J. Anal. At. Spectrom., 2017, 32, 233–261 | 251



Fig. 24 Fraction of Cu+ and Cu0 at the sampler and fraction of Cu0

leaving at the open ends of the ICP, with respect to the total amount of
Cu at the inlet, as a function of the applied power. The other conditions
are specified in Fig. 5 and 6.
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the ICP through the open ends. The other conditions are the
same as before. The fraction of Cu2+ ions is again negligible,
and therefore not shown. The fraction of Cu0 atoms leaving the
ICP through the open ends is around 35–45%, slightly
decreasing with power, while the fraction of Cu0 passing
through the sampler orice decreases slightly from 20% to 15%
with rising applied power. As mentioned above, the most
important is however the fraction of the injected Cu sample that
will pass through the MS interface as Cu+ ions. This fraction is
around 38–50%, slightly increasing with increasing power. This
is attributed to the higher plasma temperature, giving rise to
more ionization. The effect is, however, not so pronounced,
given the opposite effect of the somewhat earlier evaporation at
higher power (cf. Fig. 23 above). Our model predictions indicate
that further increasing the power will not result in a further
increase of the fraction of Cu+ ions entering the MS interface, as
shown in our recent paper.133
Fig. 25 Effect of particle diameter on the 2D trajectories of Cu
particles, colored according to their temperature, as well as the Ar gas
flow path lines originating from injector gas, auxiliary gas and outer
gas, colored in black. The other conditions are specified in Fig. 5 and 6.
4.8. Effect of particle diameter

Fig. 25 illustrates the 2D trajectories of Cu particles with various
diameters (ranging between 10 nm and 100 mm), which are
injected at a ow rate of 100 ng s�1 from the whole 1.5 mm
width of the injector gas inlet, colored according to their
temperature, along with the Ar gas ow path lines, colored in
black. The other conditions are the same as in Fig. 5 and 6.

It is clear that the smaller particles (especially up to 1 mm
diameter) are evaporated earlier in the torch than the larger
particles, which obviously need more time and a higher
temperature to become evaporated. The particles with 100 mm
diameter seem not to evaporate to a large extent at the condi-
tions under study, and mostly stay in the liquid phase even
when reaching the sampler. If they would pass through the
sampler orice in liquid phase, they would lower the detection
efficiency of the ICP.57,61 Moreover, those particles that move in
the radial direction will hit the cooled sampler cone and get
stuck there, which results also in sample loss. Thus, it seems
that at the conditions under study, these large particles cannot
be efficiently sampled.
252 | J. Anal. At. Spectrom., 2017, 32, 233–261
These ndings correlate well with experimental results
from literature. Niemax and colleagues also reported that
larger particles penetrate deeper into the ICP than smaller
particles, before they are desolvated.57,58 Likewise, Olesik and
Hobbs found that droplets of 16 mm diameter and above can
survive for 8 mm above the load coil, while droplets of 31 mm
diameter and above can survive for 18 mm above the load
coil.43 Finally, Hieje and colleagues, in the case of ame
spectrometry, observed a linear relationship between the
square of the droplet diameter and the time of desolvation,
which can be correlated with the penetration depth into the
plasma.149,150
This journal is © The Royal Society of Chemistry 2017
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The 2D Cu+ ion density proles for these different Cu particle
diameters are plotted in Fig. 26. Note that the color scale is the
same in each case (except for panel (e)), to allow easy compar-
ison. The Cu+ ion density clearly rises upon increasing particle
diameter, up to 10 mm, aer which it strongly drops again for
the larger particles of 100 mmdiameter (note that the color scale
Fig. 26 2D Cu+ ion number density profiles for different Cu particle
diameters. The other conditions are specified in Fig. 5 and 6. Note that
the color scale for panel (e) indicates 10� lower values, as otherwise
no density profile would be visible here.

This journal is © The Royal Society of Chemistry 2017
for panel (e) indicates 10� lower values, as otherwise no density
prole would be visible). The reason for the initial rise is that
the smallest particles evaporate earlier in the torch, where the
plasma temperature is still lower, and thus the ionization is less
efficient. On the other hand, the largest particles almost do not
evaporate, so as a consequence, the corresponding Cu+ ion
density is very low. Hence, this explains why the Cu+ ion density
reaches a maximum at a particle diameter of 10 mm.

Furthermore, it is clear from Fig. 26 that for the larger
particles (up to 10 mm diameter), the maximum Cu+ ion density
shis closer to the sampler, again because they evaporate later
in space, which is benecial for sample transport to the MS. The
latter can indeed be deduced from Fig. 27. The fraction of Cu+

ions passing through the sampler orice with respect to the
amount of Cu injected into the ICP, or in other words the Cu
sample transport efficiency towards the MS interface, slightly
rises from 38% to 50% when the particle diameter rises from 10
nm to 10 mm, but it signicantly drops for the particles of
100 mm diameter, because they are not efficiently evaporated.
The fraction of Cu0 passing through the open ends follows the
opposite trend, with values between 30 and 60%, while the
fraction of Cu0 passing through the sampler remains more or
Fig. 27 Fraction of Cu+ and Cu0 at the sampler and fraction of Cu0

leaving at the open ends of the ICP, with respect to the total amount of
Cu at the inlet, as a function of the particle diameter. The other
conditions are specified in Fig. 5 and 6.

Fig. 28 Plasma temperature along the central channel, for different
Cu mass loading flow rates, as indicated in the legend. The other
conditions are specified in Fig. 5 and 6.
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less constant at 10–15%. Hence, at the conditions investigated
here, Cu particles up to 10 mm diameter can be efficiently
evaporated, ionized and transferred as Cu+ ions towards the MS
interface, but for larger particles, the present conditions are not
benecial, and we expect that a higher power (yielding a higher
temperature) or a lower injector gas ow rate would be needed.
4.9. Effect of particle mass loading ow rate

To investigate the effect of the particle mass loading ow rate,
we carried out calculations for Cu particle ow rates between
1 ng s�1 and 500 mg s�1.132 Fig. 28 illustrates the calculated
Fig. 29 Total Cu sample evaporation rate, integrated over the entire
torch, as a function of the Cu particlemass loading flow rate. The other
conditions are specified in Fig. 5 and 6.

Fig. 30 2DCu+ ion number density profiles, as well as the contours of the
The other conditions are specified in Fig. 5 and 6. The maximum positio

254 | J. Anal. At. Spectrom., 2017, 32, 233–261
temperature along the central channel for the different mass
loading ow rates investigated, as well as the case without Cu
injection. It is clear that a particle loading ow rate up to 10
mg s�1, and even 100 mg s�1, has only minor effect on the plasma
temperature. Some cooling effect is observed at a mass loading
ow rate of 500 mg s�1, so it would take a bit longer before the
injected material is sufficiently heated to become fully evapo-
rated, and also the ionization of the sample material would be
slightly affected. However, even at 500 mg s�1, the effect on the
temperature is minor. It should be mentioned that the range of
particle loading ow rates investigated here is applicable to LA-
ICP-MS, where elemental particles are introduced, and a mass
loading ow rate of 500 mg s�1 is far above the values typically
used,140 so that we can safely conclude that for typical mass
loading ow rates used in LA-ICP-MS, the sample loading will
not affect the plasma temperature.

It should be mentioned that for aqueous analyte solutions,
feed rates up to 0.1 g min�1 (or 1.7 mg s�1) can be used, and
even for these ow rates, it was reported that the plasma
temperature is not affected by the sample introduction.56–58

However, in our model, we inject pure Cu particles and not
samples diluted in water. In the latter case, the situation is more
complicated, because when the sample is introduced in the ICP,
the plasma is affected by desolvation, dissociation of the water
molecules, and by excitation and ionization of these dissocia-
tion products, and only a minor fraction of real sample is
subject to excitation and ionization, while in our case, the
particles consist of pure Cu, that will all need to be evaporated,
excited and/or ionized. Therefore, we expect that for similar
mass loading ow rates, the local cooling effect of the plasma
will indeed be less signicant when the analyte is diluted in
water.
Cu evaporation rate, for 6 different Cu particlemass loading flow rates.
n of evaporation is indicated with the thin black line above each panel.

This journal is © The Royal Society of Chemistry 2017



Tutorial Review JAAS
In Fig. 29 we plot the total Cu evaporation rate, integrated
over the entire torch, as a function of the Cu particle loading
ow rate. The total evaporation rate obviously rises linearly
upon increasing Cu particle loading ow rate, for all loading
ow rates investigated, indicating that the evaporation effi-
ciency is not affected by the mass loading ow rate. This is as
expected, because the plasma temperature is not signicantly
affected.

The corresponding Cu+ ion density proles for Cu particle
loading ow rates up to 100 mg s�1 are illustrated in Fig. 30. Note
that the color scales are different in each panel, to clearly show
where the maximum is reached in each case. The proles have
the same shape, but the maximum ion density rises somewhat
less than linearly with the Cumass loading ow rate. Hence, the
ionization efficiency seems to slightly drop with increasing
mass loading ow rate. The contours of the Cu evaporation rate
are also indicated in the gure. Although the total evaporation
rises linearly with the particle mass loading ow rate, as
observed in Fig. 29, the position of evaporation slightly shis to
earlier positions in the torch upon higher mass loading ow
rates. This is most apparent for the ow rate of 100 mg s�1. This
minor change still affects the Cu ionization efficiency, as the
temperature gradients inside the torch are quite signicant
(see Fig. 28 above).

Finally, we plot in Fig. 31 the Cu+ and Cu0 fractions at the
sampler orice, as well as the Cu0 fraction leaving the ICP at the
open ends, with respect to the amount of Cu injected in the ICP,
as a function of the Cumass loading ow rate. It is clear that the
fraction of Cu0 leaving the ICP at the open ends stays more or
less constant at a value around 35–40%. The fraction of Cu0

entering the sampler rises with Cumass loading ow rate, while
the fraction of Cu+ at the sampler clearly drops from 48% at the
lowest loading ow rates, till about 17% at a particle loading
ow rate of 100 mg s�1. Hence, the small shi in evaporation
towards earlier positions in the torch upon increasing mass
loading ow rate, affect the ionization efficiency, as was
apparent from Fig. 30, and the latter has clear consequences for
the Cu sample transport efficiency, from injection into the ICP
towards the MS interface.
Fig. 31 Fraction of Cu+ and Cu0 at the sampler and fraction of Cu0

leaving at the open ends of the ICP, with respect to the total amount of
Cu at the inlet, as a function of the Cu particle mass loading flow rate.
The other conditions are specified in Fig. 5 and 6.

This journal is © The Royal Society of Chemistry 2017
5. Conclusions and outline for future
developments

In this tutorial review paper, we presented our model, devel-
oped for an ICP torch connected to a MS interface, to obtain
a better understanding of the underlying plasma processes of
ICP-MS. We showed typical plasma characteristics, such as the
plasma temperature and electron density proles and the gas
ow patterns throughout the ICP, as well as detailed informa-
tion on the sample behavior, including Cu particle transport,
evaporation and ionization, as well as the ion cloud distribu-
tions in the ICP and the fraction of Cu+ ions passing the
sampling cone, with respect to the amount of Cu injected into
the ICP. The effect of various geometrical parameters, such as
the sampling cone position and orice diameter, and the
injector gas inlet diameter, was presented, as well as the effect
of the gas ow rates and applied power and of the sample
characteristics, i.e., particle diameter, mass loading ow rate
and injection position. This information provides us insight
into how the operating conditions and geometry can be opti-
mized to improve the analytical performance of ICP-MS.

The present model only allows to treat elemental particles, as
produced from e.g. LA. In this paper, we focus on Cu as sample
material, but we are currently working on a comparison between
Cu and Zn, to investigate whether different materials behave
differently in the plasma, in terms of particle transport, evapo-
ration and ionization, and how this affects the analytical signals.
This is particularly relevant for the problem of fractionation,
occurring in (LA-)ICP-MS for e.g. brass samples. In the future, we
would like to extend this study also to other materials.

Furthermore, we would also like to investigate the effect of
He addition to the Ar gas, which is also of special interest for LA-
ICP-MS, because He is typically used as the carrier gas. In
previous work, we already investigated the effect of He addition
to the Ar plasma.125 Although the model used for that study did
not yet account for the sample behavior, it gave useful insights
into the strong effects exerted by He addition to the Ar ICP.
Indeed, the calculations revealed that the central channel
became signicantly longer and the plasma temperature was
clearly higher than in case of using pure Ar. As a consequence,
higher gas ow rates can be applied by the addition of He, and
thus the gas velocity in the transport system towards the ICP can
be increased, which allows shorter washout-times. The latter
will enable shorter measurement times, which is of interest,
e.g., for spatial mapping analyses in LA-ICP-MS. Moreover, we
expect that the higher plasma temperature and the longer
effective plasma length will allow the injection of larger droplets
into the ICP that can still become completely evaporated at the
detection site. Thus, we expect that He addition will enhance
the analytical performance of the ICP. More details can be
found in ref. 125. As this earlier model did not yet include the
sample behavior, we will investigate the effects of He addition in
more detail with our new, complete model.

As a next step in our model development, we would like to
describe the behavior of analyte material introduced into the
ICP as aerosols (e.g., multicomponent droplets diluted in
J. Anal. At. Spectrom., 2017, 32, 233–261 | 255
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water). This is far more complicated, as the sample will also be
subject to desolvation, besides the processes of heating, evap-
oration and ionization. Moreover, chemical reactions will take
place between the dissolved elements and species originating
from the water (like O, OH, H, .), which also will need to be
described in the model.

Another possible improvement to our current model would
be to extend it to 3D. Indeed, our model is now based on a 2D
axisymmetric geometry, assuming that the coils are perpen-
dicular to the ICP torch, while in reality the coils are wrapped
around the torch, so they are not exactly perpendicular. There-
fore, extending our model to 3D, to account for this effect, will
further enhance the accuracy of our modeling work.

Finally, our current model describes the injected sample
material transport, including ionization, up to the sampling
cone, but the ion transport inside theMS is not yet accounted for
in our current model. Spencer, Farnsworth and colleagues
described the neutral Ar gas ow through the rst vacuum stage
of the ICP-MS by a Direct Simulation Monte Carlo model.123,124 It
would be interesting to extend the latter description, or a varia-
tion to it, to describe also the ion transport, and to combine this
modeling approach with our model for the ICP. This would be
the ultimate goal, to arrive at a complete description of ICP-MS.
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