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A hybrid model is developed for a microsecond pulsed analytical glow discharge. It consists of a Monte Carlo

model for the fast electrons, a ¯uid model for the slow electrons and argon ions, coupled to Poisson's equation

for the electric ®eld calculation, and a Monte Carlo model for the fast argon ions and atoms in the cathode

dark space (CDS). Typical results of this model include the electrical characteristics (i.e., potential, current,

power, as well as the gas temperature), the electric potential distributions, the argon ion density pro®les, and

the rates of various ionization and recombination mechanisms. These results are presented as a function of time

during and after the pulse. Comparison with experimental data has been made for the electrical characteristics

(for which experimental data were available), and good agreement has been reached. This suggests that the

other calculated quantities, for which no experimental data are available, are also correctly predicted in the

model.

1. Introduction

In recent years, there has been a growing interest in pulsed glow
discharges, used as analytical sources for mass spectrometry
(GDMS), optical emission spectrometry (GD-OES), atomic
absorption and ¯uorescence spectrometry (GD-AAS and GD-
AFS).1±50 The main advantages are a higher peak power during
the pulse, and hence higher analyte signals for the same average
power as in conventional direct current (dc) discharges; as well
as a reduction of background signals when time-resolved
detection is applied (since analyte and background species
appear to be formed at different times in or after the pulse). The
pioneering work in the ®eld of pulsed analytical glow
discharges, mainly in hollow cathode sources, goes back
several decades in history,1±14 but it received new and wider
attention about 10 years ago, mainly from Harrison and
Winefordner and coworkers.15±17 They found higher sputter
yields and ion signal intensities compared to dc glow discharge
sources,15 and when laser excited ¯uorescence was measured in
the ``dark period'' between pulses, signals with reduced
background noise were obtained.16 Moreover, they investi-
gated the ionization mechanisms and the pre- and after-peaks
of ion signals, as well as their potential analytical use, in
millisecond pulsed glow discharges.15,17 Around the same time,
Chakrabarti et al. used millisecond pulsed glow discharge
sputtering for atomic absorption spectrometry.18 A few years
later, King and Pan19-21 made use of optical emission, atomic
absorption and mass spectrometry to measure temporal
pro®les of various atomic and ionic species in millisecond
pulsed glow discharges, to obtain a better insight into the
ionization and excitation mechanisms of sputtered atoms after
termination of the pulse.

Other work in millisecond pulsed discharges dealt with the
study of rare earth oxide equilibria in pulsed GDMS,22 the
improvement of the signal to noise (S/N) ratio in glow
discharge ion trap mass spectrometry by synchronizing the
pulsed voltage with the ion injection (during pulse ``on'') and
the data acquisition (during pulse ``off''),23 the discrimination
against isobaric interferences (e.g., determination of Ca in Ar)
by time-gated detection (since the analyte and discharge gas
ions are formed at different times),24,25 and the combination of
a laser ablation system with a pulsed glow discharge.26

However, in recent years, focus has been shifted toward
microsecond pulsed glow discharges. A large number of papers
on this topic have been published in the last four years by
Harrison's group.27±41 In the microsecond pulsed regime, still
higher peak voltages and currents can be applied for the same
average power, leading to even higher analyte signals,
compared to the millisecond pulsed regime and to dc and rf
discharges.27,30 This high instantaneous power during the short
(microseconds) pulse, turns the normally observed blue glow of
an argon glow discharge into a distinctive green, due to the
signi®cant population of highly excited copper atomic states.31

The microsecond pulsed glow discharge has been coupled by
Harrison and coworkers to atomic emission, absorption and
¯uorescence spectroscopy, as well as mass spectrometry (e.g.,
ref. 32). Time-resolved emission and absorption spectroscopy
have been applied to study the atomization, excitation and
ionization mechanisms in the microsecond pulsed discharge.33

In ref. 34, a microsecond pulsed hollow cathode discharge,
combined with a gated detection system, yielded optical
emission intensities that were 3±4 orders of magnitude higher
than in conventional dc hollow cathode sources. The
combination of a pulsed laser ablation system with micro-
second pulsed glow discharges has also been presented.35,36

Recently, the group also applied the microsecond pulsed
operation mode to a Grimm-type source, both for optical
emission and mass spectrometry.37±40 Finally, from the
coupling of the microsecond pulsed glow discharge to a
time-of-¯ight mass spectrometer (ms-pulsed GD-TOF-MS),
promising results can be expected.31,41 Indeed, the temporal
advantage inherent in the combination of a pulsed source and a
pulsed mass analyzer permits strong discrimination against
discharge gas interferences. In addition, because the TOF mass
spectrometer is able to operate at a high repetition rate, a large
number of spectra can be acquired and averaged in a short
period of time, resulting in a signi®cant enhancement in S/N
ratio.31,41

The coupling of a microsecond pulsed glow discharge with a
TOF mass spectrometer has also successfully been achieved by
a group in China.42±45 They reported very high transient
sputtering rates and hence high signal intensities, but the
average sputtering rate is rather low, which makes the
technique potentially useful in the ®eld of surface analysis. It
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was found that the sputtered surface obtained with a ms-pulsed
glow discharge was much ®ner than that of a dc glow discharge,
and had minimum crater effects.42±45

Finally, a recent collaboration between Majidi et al. and
King's group led to a number of interesting publications about
milli- and microsecond pulsed glow discharges. They used
atomic emission, absorption and laser induced ¯uorescence to
perform temporally and spatially resolved diagnostics of both
milli- and microsecond pulsed glow discharges.46 Moreover,
they applied milli- and microsecond pulsed GD-TOF-MS for
the concurrent acquisition of structural, molecular and
elemental information of samples.47±50 Indeed, depending on
the extent of interaction with the plasma, the samples may
undergo soft chemical ionization yielding molecular ions or
they may be completely atomized and ionized yielding
elemental information.

To understand the underlying plasma processes in pulsed
glow discharges, both during the pulse and in the afterglow, we
have developed a 2D hybrid model to describe the behavior of
electrons, argon ions and argon atoms. It is based on a Monte
Carlo model for the fast electrons, a ¯uid model for the slow
electrons and argon ions, including the Poisson equation for a
self-consistent electric ®eld, as well as a Monte Carlo model for
the argon ions and fast argon atoms in the cathode dark space
(CDS). This model is similar to the models we have developed
previously for dc51,52 and rf53,54 discharges, although the pulsed
operation mode requires a somewhat speci®c approach (see
below).

There are a few models in the literature for pulsed discharges,
albeit not analytical glow discharges (e.g., refs. 55±58). In
ref. 55, a 1D ¯uid model for electrons and argon ions is
developed to simulate the creation process of the electrons and
ions in a ms-pulsed discharge, with 100 ms pulse duration and
50 Hz pulse repetition frequency (PRF). However, the
discharge cell under consideration is much larger than typical
analytical glow discharge cells (i.e., 25 cm long and 4 cm
diameter). Moreover, the model is applied to lower voltages
and pressures (i.e., V~800±1000 V; p~0.3±0.75 Torr), hence
yielding much lower plasma densities (order of 1010 cm23

compared to #1014 cm23 at the conditions under study here;
see below). In ref. 56, a 2D hybrid Monte Carlo±¯uid model
(more or less similar to our approach) has been applied to
describe the initiation phase of pseudospark discharges. The
latter are a kind of pulsed discharge in a hollow cathode
geometry, characterized by an extremely rapid transition, often
accompanied by a high-brightness electron beam, to a
relatively long-lived, high current density diffuse discharge.
They are used for the switching of high currents or in
applications which require an intense electron beam source.
The applied voltage can be tens of kV, yielding currents of
several tens of kA in a very short time (i.e., several tens or
hundreds of nanoseconds); hence the discharge conditions are
much more extreme than in analytical discharges. In ref. 57, a
1D particle-in-cell (PIC) model was developed for a pulsed
(order of 1 ms) rf discharge in argon; the pressure, however,
was much lower (i.e., order of 50 mTorr) than for our
conditions. Finally, a 2D ¯uid model and PIC model are
described in ref. 58 for an ac plasma display cell. Such a cell is
extremely small (e.g., width of 1260 mm and distance between
the electrodes of 160 mm), and the pressure is very high (e.g.,
500 Torr, in a mixture of 90% neon and 10% xenon). Hence,
these models apply to completely different types of discharges
and operating conditions, compared to the analytical pulsed
glow discharge conditions (see Section 3). Very recently, a
model has been presented for a pulsed analytical glow
discharge,59 using a similar approach as in our models. The
conditions under study (i.e., 800 V discharge voltage, 1 A
current and 1 Torr argon gas pressure) are of the same order of
magnitude as the conditions of interest in the present work.
However, the results presented up to now are only very limited

and they do not reveal a very detailed picture of the pulsed
analytical glow discharge.59

In the following, we will describe our hybrid model set-up
and show some results for a ms-pulsed glow discharge, with
emphasis on the time-dependence of the electrical character-
istics, the plasma densities and the ionization and recombina-
tion processes in the plasma.

2. Description of the models

The present hybrid model focuses on the electrical character-
istics in the ms-pulsed glow discharge. Hence the plasma species
considered in the model are argon atoms, argon ions and
electrons. Argon atoms in excited levels (including the
metastables) and sputtered atoms and ions are not yet
incorporated, since we calculated with our previous models
for dc and rf discharges that they do not play a signi®cant role
in determining the electrical characteristics (contribution of less
than 1%),60,61 at least for dc and rf discharges. However, we
have also found that the role of sputtered atoms and ions
increases at higher electrical powers, and, since ms-pulsed
discharges operate at much higher instantaneous powers than
dc and rf discharges, it might well be possible that these species
play a non-negligible or even dominant role in the pulsed mode.
Hence, it should be realized that neglecting these species is a
limitation of the present model. In the near future, we plan to
extend our model to the incorporation of argon excited atoms
(including the metastables) and sputtered atoms and ions, in
analogy to our dc and rf models, so that we can obtain a better
feeling about the importance of these species in the model.

The three sub-models for electrons, argon ions and fast
argon atoms in the hybrid model network are explained below
in some more detail.

2.1. Monte Carlo model for the fast electrons

The Monte Carlo model describes the behavior of the
individual electrons in the plasma, i.e., their movement under
the in¯uence of the electric ®eld, and their collisions with gas
atoms. By following a large number of individual electrons as a
function of time during and after the pulse, their behavior is
simulated in the most accurate way. The Monte Carlo solver
starts at t~0, which is the start of the pulse. During successive
time-steps, of the order of 10212±10211 s (~1026±1025 ms) in
the pulse and 10210±1028 s (~1024±1022 ms) in the afterglow, a
number of electrons are followed one after the other. The
electrons start at the cathode, determined by the ion ¯ux
bombarding the cathode (calculated as a function of time in the
¯uid model; see below) and the secondary electron emission
coef®cient. Their trajectory during one time-step, Dt, is
calculated by Newton's laws:

z~z0zvz0
Dtz

q Eax(z, r, t)

2m
(Dt)2

x~x0zvx0
Dtz

q Erad(z, r, t) cos (a)

2m
(Dt)2

y~y0zvy0
Dtz

q Erad(z, r, t) sin (a)

2m
(Dt)2

vz~vz0
z

q Eax(z, r, t)

m
Dt

vx~vx0
z

q Erad(z, r, t) cos (a)

m
Dt

vy~vy0
z

q Erad(z, r, t) sin (a)

m
Dt

where z0, x0, y0 and z, x, y are the position coordinates before
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and after Dt, vz0
, vx0

, vy0
, vz, vx, vy are the velocities before and

after Dt, Eax and Erad are the axial and radial electric ®eld as a
function of axial and radial position and time (obtained from
the ¯uid model,see below), a is the azimuthal angle of the radial
position (i.e., the angle of the radial position coordinates with
respect to the x-axis), and q and m are the electron charge and
mass, respectively.

The new position coordinates (z, x, y) determine whether the
electron reaches the cell walls or not. If the electron collides at
the walls, it can be re¯ected, cause secondary electron emission
or become absorbed, de®ned by re¯ection and secondary
electron emission coef®cients and random numbers (for
detailed information, see ref. 51).

However, if the electron does not collide at the walls (which
is indeed mostly the case), the probability for collision of this
electron during the time-step Dt is calculated and compared
with a random number between 0 and 1:

Probcoll~1{ expf{DsS�nscoll(E)�g
where Ds is the distance traveled during Dt; n and scoll(E) are
the densities of the target particles and the cross sections of the
different collision types of the electron with energy E. The
collisions taken into account in this Monte Carlo model, are
electron impact excitation and ionization of the argon gas
atoms, as well as elastic momentum transfer with the argon
atoms. The cross sections for these collisions are adopted from
Phelps.62

If the collision probability is lower than the random number,
no collision occurs, and the Monte Carlo solver continues with
the next electron. If the collision probability is higher than the
random number, a collision takes place.

To determine which collision takes place, the partial collision
probabilities of the individual collision processes (i.e., Pexc,Ar;;
Pion,Ar; and Pela,Ar) are calculated, by dividing the individual
cross sections by the total collision cross section:

stot~sexc, Arzsion, Arzsela, Ar

Pexc, Ar~
sexc, Ar

stot
, Pion, Ar~

sion, Ar

stot
, Pela, Ar~

sela, Ar

stot

Hence, the sum of the partial collision probabilities is equal to
one. Then, a second random number (rn) is generated and
compared with the partial collision probabilities:

if rn¡Pexc,Ar, an excitation collision occurs;
if Pexc,Arvrn¡Pexc,ArzPion,Ar, an ionization collision

occurs; and
if Pexc,ArzPion,Arvrn¡Pexc,ArzPion,ArzPela,Ar, an elastic

collision takes place.
Depending on the kind of collision, the new energy and

direction after collision are determined, based on scattering
formulas and some more random numbers, according to the
published procedure.53,63

Then, the Monte Carlo solver moves to the next electron,
which will be described in the same way, until all electrons are
followed during that time-step. Subsequently, the model
proceeds with the next time-step, to follow all the electrons
again in a similar way, i.e., the continuation of the behavior of
electrons from the previous time-step, as well as new electrons
starting at the cathode by secondary electron emission, and
new electrons created in the plasma by an ionization collision
during the previous time-step.

Electrons can also become lost in the Monte Carlo model,
i.e., when they are absorbed at the cell walls (see above), or
when their energy is lower than the threshold for inelastic
collisions, which is de®ned here as 11.55 eV (i.e., the excitation
energy for argon atoms). Indeed, when the electrons have lower
energy, their primary role is to contribute to the electric current
and the negative space charge. This can as well be simulated,

and much faster, in a ¯uid model (see below). Hence, the
electrons with energy lower than 11.55 eV are transferred to the
slow electron group, to be described in the ¯uid model (see
below).

This procedure of following a large number of individual
electrons during successive time-steps is repeated till the end of
the afterglow time after the pulse, i.e., just before the next pulse
would start. Indeed, the model simulates only one pulsezaf-
terglow, because at the end of the afterglow, the plasma is
extinguished again at the conditions under study (10 ms-pulse
with 200 Hz repetition frequency). Hence, the behavior of the
electrons in the next pulse would be exactly the same, i.e.,
periodic steady state is reached over one pulsezafterglow
period.

2.2. Fluid model for the slow electrons and argon ions

The slow electrons, which have been transferred from the
Monte Carlo model (see above), are described, together with
the argon ions, with the continuity equations and the transport
equations, based on diffusion and on migration in the electric
®eld:

LnArz (z, r, t)

Lt
z+.jArz (z, r, t)~RArz (z, r, t)

{R3Brec(e)(z, r, t){R3Brec(Ar)(z, r, t){Rrad:rec(z, r, t)

Lne(z, r, t)

Lt
z+.je(z, r, t)~Re(z, r, t){2|R3Brec(e)(z, r, t){

R3Brec(Ar)(z, r, t){Rrad:rec(z, r, t)

jArz (z, r, t)~mArz nArz (z, r, t)E(z, r, t){DArz+nArz (z, r, t)

je(z, r, t)~{mene(z, r, t)E(z, r, t){De+ne(z, r, t)

nArz and ne are the argon ion and electron densities; and jArz

and je are the corresponding ¯uxes (in vector notation). RArz

and Re are the creation rates of argon ions and electrons, which
result from the Monte Carlo model (i.e., RArz is the rate of
electron impact ionization, and Re is the rate of transfer to the
slow electron group).

Beside ionization (i.e., creation of electrons and ions) also
electron±ion recombination (i.e., destruction of electrons and
ions) is taken into account in the model. From the conservation
laws of momentum and energy, it follows that a simple two-
body coalescence is not allowed.64 However, some alternative
recombination processes can occur, i.e.:

(1) three-body recombination (in which a third body, either
an electron or a gas atom or even the cell wall, takes part
in the collision process, taking away the excess energy
and allowing to satisfy the conservation laws);

(2) radiative recombination (in which the excess energy is
carried away by a photon);

(3) dissociative recombination (for molecular ions; a two-
body recombination is now possible, since the collision
product can dissociate and the recombination energy is
converted into kinetic and potential energy of the
dissociation products); and

(4) two-stage recombination (forming an intermediate
negative ion, but this is very unlikely for argon).

For argon, only three-body recombination and radiative
recombination come into play.

R3Brec(e) is the three-body recombination rate where the third
body is an electron (i.e., Arzze2ze2AArze2);
R3Brec(e)~k3Brec(e)(ne)2(nArz ) with k3Brec(e)~10224 cm6 s21

(refs. 65, 66). R3Brec(Ar) is the three-body recombination rate
with the third body being an argon gas atom (i.e., Arzze2

zArAArzAr); R3Brec(e)~k3Brec(e)(ne)(nArz ), with k3Brec

(Ar)~102116p cm3 s21 (where p is the gas pressure in Torr)
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(ref. 67). Rrad.rec is the radiative recombination rate (i.e.,
Arzze2 A Arzhn); Rrad:rec~krad:rec(ne)(nArz ), with krad.

rec~10211 cm3 s21 (ref. 68).
Further, EÅ is the electric ®eld; and DArz , De, mArz and me are

the argon ion and electron diffusion coef®cients and mobilities,
respectively. Their numerical values are taken to be:69

DArz~40 cm2 s21, De~1.26106 cm2 s21, me~36105 cm2 s21

V21, mArz~1500 cm2 s21 V21 at 1 Torr and 298 K.
These four equations are coupled to Poisson's equation, to

obtain a self-consistent electric ®eld distribution:

+2V (z, r, t)z
e

e0
�nArz (z, r, t){ne(z, r, t)�~0; �E~{�+V

where V is the electric potential and e0 is the permittivity in
vacuum.

Solving these coupled differential equations is a dif®cult
numerical task. The method we used is based on the
Scharfetter-Gummel exponential scheme.51,69±72 The basic
idea is that the particle ¯uxes are assumed to be constant
between mesh points instead of the densities. The advantage of
this scheme is its ability to switch between situations where
either the migration component or the diffusion component of
the particle ¯ux is dominant [i.e., high and low electric ®eld,
cathode dark space (CDS) and negative glow (NG), respec-
tively].

The equations are solved as a function of time during one
pulsezcorresponding afterglow. The time-step was typically
10210 s during the pulse (which presents the most severe
conditions, and hence largest probability for instability
problems in the model), and much larger in the afterglow,
i.e., typically 5610210 s in the beginning of the afterglow and
gradually increasing toward 1026 s at the end of the afterglow.
Moreover, within each time-step, the equations were solved for
several substeps (up to 3000) until a smooth solution was
reached, before moving to the next time-step.

2.3. Monte Carlo model for the argon ions and fast argon atoms
in the CDS

The above ¯uid approach is in principle much faster than the
Monte Carlo method, but it is only valid for ``slow'' plasma
species, which are more or less in equilibrium with the electric
®eld; this means that the energy they gain from the electric ®eld
is more or less balanced by the energy they lose due to
collisions. Since the argon ions are not really in equilibrium
with the strong electric ®eld in the CDS, we use not only a ¯uid
approach, but also the more accurate Monte Carlo method to
describe the argon ions in this region. Moreover, the fast argon
atoms, created from elastic collisions of the argon ions with
background gas atoms, are also simulated with a Monte Carlo
approach in the CDS.

The procedure of this ion and fast atom Monte Carlo model
is very similar to the electron Monte Carlo model, and will
therefore not be explained in detail anymore. The collision
processes taken into account in this model are fast argon ion
and atom impact ionization and excitation of the argon gas, as
well as elastic collisions with the argon gas atoms. For the ions,
the elastic collisions also comprise symmetric charge transfer
with argon atoms, which is treated as an elastic collision with
backward scattering.73 The collision cross sections are all
adopted from Phelps.73,74

When the fast argon ions or atoms give rise to an ionization
collision, a new ion and electron are created. The ions are also
followed in this Monte Carlo model, and the electrons are
stored in an array. When the argon ion and atom Monte Carlo
model is completely ®nished, the electrons created in this model
are also followed with a Monte Carlo model, similarly to the
one described in 2.1 (see also below).

The ion and atom Monte Carlo model is continued, for all
individual ions and atoms, during successive time-steps until

the end of the afterglow is reached, like in the electron Monte
Carlo model. Again, some ions and atoms can be lost from the
model before the end of the afterglow is reached, i.e., when the
ions arrive at the cell walls (where they will be neutralized), and
when the atoms become thermalized, after collisions in the
plasma or at the cell walls.

2.4. Coupling of the three submodels

The two Monte Carlo models and the ¯uid model are run
iteratively, until convergence is reached. First, the ¯uid
equations are solved, assuming arbitrary values for the ion
and slow electron creation rates. The results of this ¯uid model
are, among others, the electric ®eld as a function of time and
(axial and radial) position, as well as the argon ion ¯ux
bombarding the cathode and the ion ¯ux entering the CDS,
both as a function of radial position and time. These values are
used in the Monte Carlo models.

From the ion ¯ux bombarding the cathode, multiplied with
the ion-induced secondary electron emission coef®cient (taken
as 0.083 for argon bombardment of a copper cathode75), the
electron ¯ux starting at the cathode as a function of time and
radial position is obtained. Moreover, the electric ®eld from the
¯uid model determines the trajectory of the electrons in the
Monte Carlo model. The electron Monte Carlo model yields,
among others, the ionization rate of argon by electron impact
(i.e., the creation rate of argon ions), as a function of time and
(axial and radial) position.

The latter is used in the argon ion and fast atom Monte Carlo
model, to determine the number of argon ions created in the
CDS. Moreover, the argon ion ¯ux entering the CDS from the
NG, as a function of time and radial position, is taken from the
¯uid model (see above). Outputs of the argon ion and fast atom
Monte Carlo model are, for instance, the argon ion and atom
impact ionization rates (i.e., the creation rates of new
electrons).

Next, the fast electron Monte Carlo model is calculated
again, incorporating these new electrons formed by argon ion
and atom impact ionization. With the new creation rate of
argon ions (i.e., by electron impact ionization, calculated in
the second electron Monte Carlo model), the argon ion and
atom Monte Carlo model is again calculated. This switch
between the Monte Carlo models for electrons and for argon
ions z fast argon atoms is repeated until convergence is
reached (i.e., when the electron, ion and atom impact
ionization rates do not change anymore). This may take
tens of iterations, at the high voltage under consideration here
(2 kV; see below).

Subsequently, the creation rate of slow electrons, resulting
from the electron Monte Carlo model (i.e., the transfer rate to
the slow electron group), and the creation rate of argon ions,
resulting from the electron and ionzatom Monte Carlo
models (i.e., the electron, fast argon ion and atom impact
ionization rates), are used as inputs in the ¯uid model. This
yields new electric ®eld distributions, as well as new ion ¯uxes
bombarding the cathode and entering the CDS from the
NG. This information is again put into the Monte Carlo
models. The whole procedure is repeated until ®nal conver-
gence is reached (i.e., generally after 3±7 iterations, depending
on the choice of the initial conditions). The whole calculation
procedure takes several days on a Digital professional work-
station, at a clock speed of 500 MHz and approximately 1 GB
RAM.

3. Results and discussion

3.1. Electrical characteristics

The calculations are performed for typical experimental
conditions used in a ms-pulsed Grimm-type glow discharge
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source,76 i.e., a 10 ms pulse with a repetition frequency of
200 Hz, an argon gas pressure of 3 Torr, and an applied pulse
voltage of about 2 kV. The Grimm-type source under
consideration is assumed to be a simple cylinder, with
dimensions of 4 mm diameter and 2.6 cm length. It should,
however, be mentioned that these dimensions are typical for the
pulsed Grimm source used for optical emission spectrometry;
the pulsed Grimm-source used for mass spectrometry has a
length of only 3.5 mm.76

Fig. 1(a) shows the applied voltage as a function of time, for
both the experimental value (dashed line) as well as the input
voltage in the model (solid line). It rises rapidly at t~0, to
values of almost 1600 V, and then it increases further linearly to
2000 V at the end of the pulse (t~10 ms). Finally, it drops
exponentially towards zero, which is practically reached at
about 40±50 ms.

When the voltage, gas pressure and temperature are given,
the electrical current can be calculated in the model, as the sum
of the microscopic ¯uxes of the charged plasma species (i.e.,
electrons and ions). Since the current is a macroscopic quantity,
which is also measured experimentally, it can, in principle,
easily be used to check the validity of the calculation results, by
comparison of the calculated and experimental values. The gas
pressure was measured in the experimental set-up to be 3 Torr,
constant as a function of time. It should, however, be
mentioned that rapid variations of the pressure as a function
of time, if they exist, can probably not be measured anyhow. In
any case, we assume that the gas pressure is indeed constant in
time. The gas temperature is not generally measured. However,
when the latter quantity was assumed constant in time, the

calculated electrical current appeared to remain high during the
entire pulse length, i.e., following a similar time-behavior as the
applied voltage in Fig. 1(a). Since this calculated current-pro®le
was in strong disagreement with the experimental time-pro®le
[see below, Fig. 1(b)], this was an indication that the gas
temperature had to be a function of time. Again, even if the gas
temperature had been measured experimentally, rapid varia-
tions as a function of time would probably be dif®cult to detect.
Nevertheless, based on the above consideration, we have
assumed in our model that the gas temperature varies as a
function of time (see below). From the ideal gas law follows
that p~ n

V kTg, where p is the gas pressure, n/V is the gas
density, k is the Boltzmann constant and Tg is the gas
temperature. Hence, since p is constant in time and Tg varies as
a function of time, it follows that the gas density will also be a
function of time (see below).

In principle, the gas temperature can be calculated with the
heat transfer equation:77

rCv
LTg

Lt
{k

L2Tg

Lz2
{k

1

r

L
Lr

r
LTg

Lr

� �
~P

where r is the gas density, Cv is the heat capacity at constant
volume, k is the thermal conductivity, Tg is the gas temperature
and P is the power input into the argon gas due to collisions of
ions, fast atoms and electrons with the argon gas atoms,
calculated from Monte Carlo models. In previous work on dc
glow discharges, we have used this heat transfer equation, in
combination with our Monte Carlo models, to calculate the gas
temperature at typical VG9000 and Grimm-type operating
conditions.77 It was found that the gas temperature can rise
signi®cantly above room temperature, certainly at high input
powers (e.g., at 500 Pa (~3.75 Torr) and 1000 V, a maximum
gas temperature of about 1000 K was calculated77). However,
there are considerable uncertainties in the calculated gas
temperature values, since the boundary conditions (especially
the temperature at the cathode, but also thermal accommoda-
tion coef®cients at the cell walls) are not exactly known. On the
other hand, it has been mentioned previously78 that the gas
temperature (as well as the gas pressure) is a very critical input
parameter in our models, to calculate the electrical current (and
other related quantities like plasma densities and ionization
rates), i.e., small variations in the input gas temperature (e.g.,
30%) yielded large variations (i.e., a factor of 2) in the
calculated current,78 due to a snowball-effect. Indeed, a slightly
lower gas temperature at a given pressure yields a correspond-
ingly higher gas density because n

V
~p=kTg, which gives rise to

somewhat more ionization collisions, and hence the creation of
more electrons and ions. These extra electrons and ions lead to
new ionization collisions, creating more electrons and ions,
which give again more collisions, etc.

Because of the rather large uncertainties in the gas
temperature values calculated with the heat transfer equation
(see above), in combination with the considerable effect of this
parameter on the calculated electrical current, it was in practice
not feasible to use the gas temperature, calculated as a function
of time in the heat transfer equation, as input in the present
model for the ms-pulsed discharge. Instead, we used the gas
temperature as a function of time as a kind of ®tting parameter
in our model, to calculate a time-variation of the electrical
current, which is in agreement with the experimental current±
time pro®le. This assumes, of course, that the measurements of
the current as a function of time are accurate. Moreover, as
mentioned above, the present model describes only the
behavior of electrons, argon ions and fast argon atoms, and
the excited argon atoms or sputtered cathode atoms and ions
are not yet incorporated. This is, however, planned for the near
future, and if it is calculated that the cathode ions contribute in
a major way to the electrical current, the ®tted values of the gas
temperature will become somewhat different. Nevertheless, it

Fig. 1 Electrical characteristics as a function of time during and after
the pulse, at a gas pressure of 3 Torr. The data used as input or
calculated in the model are presented by solid lines: (a) applied voltage
assumed in the model, (b) calculated electrical current, (c) calculated
electrical power, (d) gas temperature assumed in the model, (e) gas
temperature assumed in the model, presented at a longer time-scale.
The experimental data in (a)±(c) are plotted in dashed lines.
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should be mentioned that, because small variations in the gas
temperature yield large variations in the current, some errors in
the experimental or calculated current will not have great effect
on the obtained values of the gas temperature.

The gas temperature obtained in this way was then checked
against approximate calculations with the heat transfer
equation given above, and it appeared that our ``®tted'' gas
temperature as a function of time was indeed realistic (see
below). Nevertheless, it should be realized that this ®tting of the
gas temperature is an approximation in the model, and it would
be extremely interesting to compare the ®tted values as a
function of time with experimental data. Therefore, we hope
that the present work will be a motivation for experimentalists
to perform gas temperature measurements as a function of time
in ms-pulsed discharges.

The gas temperature, calculated in the above described way,
is plotted as a function of time in Fig. 1(d) and (e). The time-
variation will be explained in more detail below, but it should
be kept in mind that this time-varying gas temperature
determines, through the time-varying gas density, the calcu-
lated electrical current as a function of time. The latter is
plotted against time in Fig. 1(b) (solid line), together with the
measured value (dashed line). After a short delay, the current
appears to increase rapidly to almost 1 A at 1.5±2 ms. After this
maximum, the current drops as rapidly to much lower values of
about 100 mA at about 3±4 ms. This value is more or less
sustained till the end of the pulse at 10 ms, after which the
current decreases further to almost zero at 20 ms. Hence, it
appears that a more or less ``steady state'' is reached at about 4
ms after initiation of the pulse.

The product of the applied voltage and the resulting
electrical current, yields the electrical power, which is presented
as a function of time in Fig. 1c (calculated result: solid line;
measured value: dashed line). It shows a similar time-pro®le as
the electrical current, i.e., it reaches a pronounced maximum of
nearly 1.5 kW at about 1.5±2 ms, decreases to a steady state
value of about 200 W which is maintained from 3±4 ms until the
end of the pulse (10 ms), and then drops further to zero at about
15±20 ms. In spite of the very high peak power values, the time-
averaged power going into the discharge is rather low, due to
the long duty-off time at a 200 Hz pulse repetition frequency
(i.e., pulse on: 10 ms; pulse off: 0.005 s210 ms~4990 ms). We
calculated a time-averaged power of 0.80 W, which is in
agreement with the measured value77 of 0.78 W, as is of course
expected according to the gas temperature ®tting approach
explained above. This value is much lower than typical power
values encountered in dc or rf Grimm-type discharges (order of
10±100 W), but of course the peak power and from that also the
plasma densities during the pulse (see below) are much higher
than in the dc or rf case.

The gas temperature as a function of time, which yielded the
electrical current and power shown in Fig. 1(b) and (c), is
presented in Fig. 1(d) and (e). At t~0, there is no power input
into the discharge yet, and the gas is at room temperature
(300 K). This yields a fairly high gas density, and hence a large
amount of ionization, which is responsible for the signi®cant
rise in electrical current and (hence) power, observed in
Fig. 1(b) and (c).

When the power increases, the gas temperature rises also due
to more power input into the gas, ®rst moderately (when the
power is not yet very high) and then more drastically (when the
power is at its maximum) to values of almost 1600 K at 3 ms.
This obtained value was the result of our ®tting procedure, but
it correlates well with estimations based on the heat transfer
equation:
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The power is deposited very quickly, at a time-scale of ca.

361026 s (see below: dt~dTg/4.36108 K s21 and
dTg~16002300~1300 K). This is clearly shorter than the
characteristic time for heat conduction (see below: 4610-5 s).
Hence, the heat conduction lags behind, and the 2nd and 3rd
terms on the left-hand side can be neglected in ®rst instance.
This yields:
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The gas density r(~M/VÅ ) is equal to 6.461024 g cm236p
(Torr)/T (K) for argon, and the heat capacity at constant
volume Cv is equal to 0.31 J g21 K21. Hence, this yields
rCv~261024 J cm23 K216p (Torr)/T (K)~761027

J cm23 K21 at 3 Torr and 850 K [taken as an intermediate
value in the temperature rise of Fig. 1(d)]. Further, during the
®rst few microseconds of the pulse, the power density input into
the gas, due to collisions of argon ions and fast argon atoms
with argon gas atoms, was calculated for the conditions under
study here (according to the procedure explained in ref. 77) to
be on average of the order of 300 W cm23 (i.e., higher near the
cathode, but lower further away from the cathode). Inserting
these values of rCv and P into the above equation yields:
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Hence, the temperature rise is in the order of 430 K per ms
during the ®rst few microseconds of the pulse, or about 1300 K
in 3 ms: i.e., from 300 K at t~0 to 1600 K at t~3 ms. As a
consequence of this high gas temperature (which yields a much
lower gas density at a given pressure), the calculated amount of
ionization, and hence also the calculated electrical current and
power, drop drastically, as is re¯ected in Fig. 1(b) and (c).

During the remaining time in the pulse, the current and
power reach more or less constant values of about 100 mA and
200 W, respectively. We assume that the gas temperature also
remains constant at about 1600 K, i.e., there is no further rise in
gas temperature, because the power is not extremely high any
more (0.2 kWvv1.6 kW), but there is also no drop in
temperature, since the power is still high enough to sustain
this high gas temperature. (This can be compared with a kettle
of hot water on a low ®re that is just high enough to maintain
the temperature of the water.) Hence, ``steady state'' appears to
be reached, both for the current, power and gas temperature,
starting at about 3±4 ms after initiation of the pulse.

At the end of the pulse (i.e., at 10 ms), the electrical power
goes down, and the gas temperature will drop as well. Let us
simplify the situation by considering zero input power into the
gas, then the gas temperature will decay exponentially
according to the characteristic time of heat conduction,
th~rCVL2/k (ref. 79):

T �t{10(ms)�~300(K)z�T(10 ms){300(K)�|exp {
t{10(ms)

th

� �
At the conditions under study, rCv#761027 J cm23 K21 (see
above); k is 1.861024 W cm21 K21 (ref. 77); and L (char-
acteristic diffusion length) is about 0.1 cm. This yields
th#461025 s. Hence, this simple estimation predicts that
the gas temperature drops exponentially according to a
characteristic time of 461025 s (~40 ms). This is presented
in Fig. 1(d), for 10 to 50 ms (i.e., same time-scale as for the
voltage, current and power), and in Fig. 1(e), until 300 ms. This
characteristic time of heat conduction is, indeed, large enough
to justify the above neglection of the heat conduction term
during power deposition. On the other hand, the characteristic
time is relatively short compared to the duty-off cycle between
the pulses (i.e., 4990 ms for the 200 Hz pulse repetition
frequency; see above) so that the gas temperature has
enough time to decay back to room temperature before the
next pulse starts. Indeed, from Fig. 1(e) it follows that the gas
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temperature has almost reached room temperature already at
about 200 ms.

This exponential decay of the gas temperature yields again a
rise in the gas density, and would therefore lead to a rise in the
number of ionization collisions. However, at the same time, the
voltage has also dropped exponentially, so that the electrons
(and ions and atoms) do not have enough energy anymore to
create ionization, and, hence, the electrical current and power
return to almost zero.

Since the time-behavior of the electrical characteristics
(voltage, current, power) is reasonably well predicted with
our model using the ®tted gas temperature behavior, we expect
that the time-pro®les of the other calculated quantities in the
model (e.g., densities, ionization rates, etc) are also realistic.

3.2. Potential distributions at various times

Fig. 2 illustrates the potential distributions throughout the
discharge in one dimension (i.e., as a function of distance from
the cathode) at various times during and after the pulse. At
t~0 ms, the initial condition of linear potential drop between
cathode and anode was applied in the model, as in a vacuum
environment [see Fig. 2(a)]. However, almost immediately after
that, the potential drops more steeply from about ±1500 V to
zero at about 5 mm from the cathode, which is the consequence
of the boundary conditions of zero potential at the side-walls
(~anode) of the cell. This potential drop remains more or less
constant until ca. 0.5 ms after initiating the pulse, since the
plasma densities are still very low [in correspondence with the
low current in Fig. 1(b)]. From now on, however, the plasma
densities rise considerably (see also below), and, at 0.6 ms, the
potential drops even more rapidly and reaches zero at about

0.5 mm from the cathode [see also Fig. 2(b)]. It has slightly
positive values (in the order of 35±40 V) at distances more than
1 mm from the cathode till the end of the discharge cell. This
positive value in the negative glow (NG, called the plasma
potential) is not only characteristic for pulsed discharges, but is
also typical for dc and rf glow discharges. It arises from the fact
that a thin sheath is formed at the anode walls (similar to the
cathode dark space in front of the cathode, but with a much
lower potential drop, in this case 35±40 V), to keep the slow
electrons trapped in the plasma.64 Hence, it appears from Fig. 2
that the glow discharge is clearly burning at 0.6 ms, with a
distinct subdivision into a cathode dark space (CDS, from 0 to
ca. 0.5 mm) and a negative glow (NG, from ca. 0.5 mm to the
anode).

The further time-evolution of the potential distribution can
be observed more clearly in Fig. 2(b) (at least in the ®rst 2 mm,
which represent the CDS and the beginning of the NG). At
1 ms, the potential drops somewhat more steeply from 21500 V
at the cathode, to zero at ca. 0.3 mm from the cathode. After
longer times, until 10 ms, the cathode potential rises more or
less linearly to 22000 V, and this larger potential drop (to zero
at the end of the CDS) takes place over a slightly larger
distance; hence making the CDS somewhat larger, until ca.
0.9 mm at 10 ms. The value in the NG (i.e., the plasma
potential) remains more or less constant between 35 and 40 V.

At later times [i.e., after termination of the pulse; see bolder
lines in Fig. 2(c)], the potential at the cathode decreases
exponentially (i.e., ca. 2950 V at 15 ms; ca. 2450 V at 20 ms;
and ca. 2100 V at 30 ms), and the potential drop to zero occurs
over a somewhat longer distance, giving rise to a more extended
CDS. The plasma potential (in the NG) remains of the order of
35±40 V until about 20 ms, but then it drops gradually to zero.
Eventually, at about 50 ms, the cathode potential also returns to
zero, and hence, the entire discharge is characterized by a zero
potential (which corresponds also to the absence of an electric
®eld), and the glow discharge is extinguished.

3.3. Plasma densities at various times

Fig. 3(a) and (b) present the calculated densities of argon ions
as a function of distance from the cathode, at various times
during and after the pulse. The density is very low until ca.
0.5 ms. Then it increases rapidly up to a maximum of about
4.561014 cm23 at 1.5 ms after initiating the pulse [see Fig. 3(a)].
At later times, the density drops again to a value of about
461013 cm23 at 5 ms [see Fig. 3(b)]. This value is more or less
maintained until the end of the pulse (~10 ms). After
termination of the pulse, the density decreases further, and it
becomes negligible at about 20 ms [see Fig. 3(b)]. This time
evolution is very similar to the time-behavior of the calculated
electrical current [see above; Fig. 1(b)], which is as expected,
since the argon ion density and electrical current are closely
related (i.e., the current is calculated from the argon ion and
electron ¯uxes, and the latter are proportional to the argon ion
and electron densities).

The density pro®les calculated at the various times are all
very similar in shape, i.e., the density is low and rather constant
in the CDS and reaches a maximum at about 1±3 mm from the
cathode (this position shifts slightly to higher values as a
function of time), after which it drops again to low values at
about 2 cm from the cathode. The electron density is almost
identical to the argon ion density (which is necessary in order to
have charge neutrality), except that it is zero in the CDS, giving
rise there to a positive space charge, and hence, a large
potential drop (see also Fig. 2).

3.4. Ionization and recombination rates

The ionization rates, due to electron, fast argon ion and atom
impact, are characterized by nearly the same time-behavior as

Fig. 2 Calculated one-dimensional potential distributions at various
times during and after the pulse, under the conditions given in Fig. 1, in
the entire discharge (a) and in the ®rst 2 mm from the cathode (b) and
(c) to show the time-behavior in the CDS in more detail.
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the argon ion density shown above, and are therefore not
presented here at all times. Fig. 4(a) illustrates the electron, ion
and atom impact ionization rates, as well as the slow electron
creation rate (dashed line) at 2 ms (which is about the maximum
in the time evolution).

The electron impact ionization rate reaches a maximum of
about 361020 cm23 s21 at 2 mm from the cathode (i.e., in the
beginning of the NG), and then it drops gradually to low values
at the end of the discharge cell. The slow electron creation rate
(dashed line) is zero in the CDS, since there are no slow
electrons created here (i.e., slow electrons would not remain
slow here, due to the rapid acceleration in the strong electric
®eld). However, it reaches a pronounced maximum of ca.
661020 cm23 s21 in the beginning of the NG (at about 2 mm),
where the electric ®eld is rather weak, and the electrons are not
subject to considerable acceleration anymore. After this
pronounced maximum, the slow electron creation rate drops

exponentially, and it becomes similar to the electron impact
ionization rate at about 1 cm from the cathode. Hence, in the
bulk of the NG, every ionization collision appears to yield the
formation of a slow electron.

The fast argon ion and atom impact ionization rates at 2 ms
are also plotted in Fig. 4(a), as a function of distance from the
cathode. These processes play a role in the CDS only, and
especially adjacent to the cathode, where the argon ions and
atoms reach high enough energies. It should, indeed, be
mentioned that the cross sections for these processes increase
with rising energy. The argon ion impact ionization rate was
found to reach a maximum at the cathode of almost
261020 cm23 s21, whereas the maximum argon atom impact
ionization rate amounts to 861020 cm23 s21. Hence, these
values are of the same order of magnitude as the electron
impact ionization rate, which illustrates that the contribution
of these processes to the overall ionization of the argon atoms is
not negligible.

We have also calculated the argon ion±electron recombina-
tion rates due to three-body recombination with the third body
being an electron (rec,3b,e) or an argon gas atom (rec,3b,Ar) or
radiative recombination (rad.rec). The results are depicted at
t~2 ms, as a function of distance from the cathode in Fig. 4(b),
(c) and (d), respectively. It is clear that three-body recombina-
tion with the third body being an electron is the dominant
recombination process at 2 ms (i.e., maximum rate of ca.
661019 cm23 s21). Three-body recombination with an argon
atom as third body is about one order of magnitude less
important (rate of about 561018 cm23 s21 at its maximum),
and radiative recombination is still a factor of 3 less important
(rate of about 1.661018 cm23 s21). The one-dimensional rate
pro®les are similar to the argon ion and electron density
distributions, but since they are the product of electron and ion
densities, they are more peaked at the maximum and drop more
rapidly as a function of distance (note that the x-axis is
truncated at 1.5 cm from the cathode). This is most
pronounced for the three-body recombination rate with an
electron as the third body, since this rate is proportional to the
electron and argon ion densities to the third power (see above,
in section 2.2).

When comparing the ionization and recombination rates
[i.e., Fig. 4(a) with Fig. 4(b), (c) and (d)], it is clear that
ionization is much more important than recombination, which
corresponds to our previous observations for a dc discharge
(see e.g., ref. 78).

The various ionization and recombination rates, integrated
over the entire discharge volume, are presented as a function of
time in Fig. 5. There is virtually no ionization until 0.5 ms. This
follows, of course, from the above results, i.e., there is almost
no electrical current in the ®rst 0.5 ms after initiating the pulse
[see the calculated and experimental data in Fig. 1(b)], and
hence almost no charged particles (electrons, ions) to give rise
to ionization. From 0.5 ms on, however, both the electron,
argon ion and atom impact ionization rates rise rapidly to a
maximum at 1±2 ms after the start of the pulse, in correspon-
dence to the high (calculated and experimental) current. After
this maximum, the ionization rate drops slightly as a function
of time, but is still considerable at 10 ms (i.e., the end of the
pulse). At later times, the ionization rate drops more
signi®cantly, since both the applied voltage and the electrical
current return to zero. It appears from Fig. 5 that the total
electron impact ionization rate (solid line) and the total slow
electron transfer rate (dashed line) are more or less equal to
each other, which could also be expected from Fig. 4(a), since
the areas under the curves are very similar. The argon ion and
atom impact ionization rates, integrated over the entire
discharge volume, are clearly lower than the electron impact
ionization rate; these processes are important only very close to
the cathode. Nevertheless, it will be shown later that their

Fig. 3 Calculated one-dimensional argon ion density pro®les at various
times during (a) and after (b) the pulse, under the conditions given in
Fig. 1.

Fig. 4 Calculated one-dimensional electron, fast argon ion and atom
impact ionization rates (rioniz,e ; rioniz,i ; rioniz,a) and slow electron
transfer rate (reslow; dashed line) (a); and recombination rates, by three-
body recombination with an electron as third body (rrec,3b,e (b)), three-
body recombination with an argon atom as third body (rrec,3b,Ar (c)),
and radiative recombination (rrad.rec (d)), at 2 ms after the start of the
pulse. Note that the x-axis in Fig. (b)±(d) is truncated at 1.5 cm.
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relative contributions to the overall ionization are not
negligible.

The calculated recombination rates, integrated over the
entire discharge volume, are also plotted against time in Fig. 5.
They are also virtually zero until 0.5 ms, which is logical since
the argon ion and electron densities are very low here. The
overall recombination rates appear to be clearly lower than the
ionization rates, which is a consequence of the lower rates at
the maximum, and also the more pronounced drop as a
function of distance [see Fig. 4(b)±(d)]. Moreover, it appears
from Fig. 5 that the recombination rates decrease more rapidly
as a function of time than the ionization rates, because they
result from the product of electron and ion densities, which
both decrease as a function of time. This drop is most
signi®cant for three-body recombination with an electron as
third body (rec,3b,e; dashed line) since it is proportional to the
electron/argon ion densities to the third power. At the end of
the pulse (10 ms), it appears that recombination is clearly lower
than ionization. This is rather unexpected, since it is stated in
the literature (e.g., refs. 17,19) that the metastable density
peaks at the end of the pulse in millisecond pulsed discharges,
probably due to the formation by electron±ion recombination.
However, the result we obtained here seems also logical, i.e.,
the recombination decreases due to a drop in the argon ion and
electron densities, and the latter are directly correlated to the
drop in electrical current (see above), which is also experimen-
tally observed. Therefore, we expect that the peak in metastable
density is not due to a higher production of electron±ion
recombination (which has been found to be a minor production
mechanism for the argon metastable atoms at the typical
analytical discharge conditions60), but rather due to a drop in
the loss mechanisms of the metastable atoms. On the other
hand, even if there is no drop in the loss processes, we have
estimated that the life-time of metastable argon atoms is
typically longer than the pulse duration. Indeed, in ref. 80, we
found that the total metastable loss rate reached a maximum of
about 261016 cm23 s21, for a calculated argon metastable
atom density of about 661011 cm23 at its maximum. Hence,
the loss rate per metastable atom was about 3.36104 s21. If we
de®ne the metastable life-time as being inversely proportional
to the loss rate per metastable atom, then we obtain a typical
life-time of 361025 s (or 30 ms). This is, indeed, longer than the
pulse duration (i.e., 10 ms). Hence, it is expected that the argon
metastable atoms are still present in the plasma when the
electrical current, and therefore also the charged plasma species
(like argon ions and electrons), have already disappeared (see
Figs. 1 and 3). In the near future, we want to investigate in
more detail the time-evolution of the metastable argon atoms,
by means of our detailed model for the argon excited levels.80

Finally, Fig. 6 presents the relative contributions of the
various ionization and recombination mechanisms as a
function of time. The contributions of the ionization mechan-
isms (solid lines) are roughly constant in time. It is clear that
electron impact ionization is the dominant ionization mechan-
ism (i.e., about 80%). However, the role of fast argon ion and

especially fast argon atom impact ionization is not negligible,
with a calculated contribution of about 5% and 15%,
respectively. This is somewhat higher than that found for a
dc glow discharge at similar pressure81 (i.e., 1±3% and 2±8%,
respectively), which is due to the higher pulsed voltage, and
hence higher ion and atom energies and therefore more ef®cient
ionization.

The relative contributions of the various recombination
mechanisms (dashed lines) appear to vary more signi®cantly
with time. In the ®rst few ms of the pulse, three-body
recombination with an electron as third body is clearly
dominant (w80%), since it is proportional to the electron
and ion densities raised to the power of three. However, the
contribution of this process decreases clearly when the argon
ion and electron densities decrease, and it becomes less
important than three-body recombination with an argon
atom as third body around 4 ms, and even less important
than radiative recombination around 12 ms. In the second half
of the pulse (5±10 ms), three-body recombination with an argon
atom as third body is the dominant recombination mechanism,
with a contribution of about 50%. After termination of the
pulse, this value increases up to 60±70%. The contribution of
radiative recombination is then about 20%.

4. Conclusion

We have developed a hybrid Monte Carlo±¯uid model to
describe the behavior of electrons, argon ions and fast argon
atoms as a function of time, in a ms-pulsed glow discharge.
Inputs into the model are the applied voltage as a function of
time, as well as the gas pressure. This enables us to calculate the
electrical current and power as a function of time. These are
compared with experimental data under the same conditions,
and good agreement could be reached when the gas
temperature was assumed to vary in time as well. This time-
evolution of the gas temperature is explained in some detail,
because it was not so straightforward and it distinguishes the
present model for a pulsed discharge from our previous models
for dc and rf discharges, where the gas temperature was
assumed constant in time. Moreover, this phenomenon has not
yet been described in other papers about pulsed discharges.

Furthermore, the time-behavior of other calculated plasma
quantities [such as the electrical potential distribution, the
argon ion (and electron) density pro®les, and the various
ionization and recombination rates, as well as their relative
contributions] is also presented in this paper. Although no
direct comparison with experimental data was possible for
these plasma quantities, we believe that their time-behavior is
calculated satisfactorily, because they correlate directly or
indirectly to the electrical current, which was found to be in
good agreement with the experimental result. In the near
future, we would like to extend the present hybrid model to the
other (analytically more interesting) plasma species, such as the
argon atoms in excited levels (including the metastable atoms),
and the sputtered (copper) atoms and ions, in analogy to our dc
and rf models, in order to predict their time-behavior as well,

Fig. 5 Calculated ionization rates, slow electron transfer rate and
recombination rates by the various mechanisms indicated in Fig. 4,
integrated over the entire discharge volume, as a function of time
during and after the pulse.

Fig. 6 Calculated relative contributions of the various ionization (solid
lines) and recombination (dashed lines) mechanisms indicated in Fig. 4,
integrated over the entire discharge volume, as a function of time
during and after the pulse.
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and to check against experimental data. It is, indeed, expected
that these species can reach quite high concentrations in the
plasma, and they might therefore play a non-negligible role in
the pulsed discharge.
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