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Dry Reforming of Methane in a Gliding Arc Plasmatron:
Towards a Better Understanding of the Plasma Chemistry
Emelie Cleiren, Stijn Heijkers, Marleen Ramakers,* and Annemie Bogaerts*[a]

Introduction

One possible strategy to reduce greenhouse gas emissions is
to convert CO2 and other greenhouse gases such as CH4 into

value-added chemicals. In the so-called dry reforming of meth-
ane (DRM), CO2 and CH4 react together to form syngas (CO/H2

mixture), resulting in the conversion of two greenhouse gases

simultaneously. However, classical catalytic DRM faces prob-
lems such as the need for high temperatures and catalyst poi-

soning by carbon deposition. Therefore, in recent years, several
novel technologies have been proposed; one of these is

plasma technology.[1, 2]

Plasma is (partially) ionized gas, sometimes seen as the
fourth state of matter. A gas discharge plasma is typically cre-

ated by applying an electric field to a gas, which results in a
cocktail of reactive species including molecules, radicals,
atoms, ions, electrons, and excited species that can all interact
with each other, providing the basis for a variety of applica-

tions.[3] Plasma technology is of particular interest for energy-
efficient gas conversion, because the gas must not be heated

as a whole for the reactions to take place. Indeed, the elec-
trons are selectively heated by the electric field owing to their
small mass. These electrons subsequently activate the gas mol-
ecules by electron impact excitation, ionization, and dissocia-
tion, creating reactive species that can easily form new mole-

cules.

In recent years, many different types of plasmas have been
investigated for CO2 conversion, including DRM. A very recent

comprehensive overview of the capabilities and limitations of
the various plasma types is provided in Ref. [2] . A gliding arc

(GA) plasma is very promising because it operates at atmos-

pheric pressure and yields a good energy efficiency owing to
the active contribution of the CO2 vibrational levels in the dis-

sociation process.[4] A classical GA is created by applying a po-
tential difference between two flat diverging electrodes. The

arc is created at the shortest interelectrode gap and is dragged
by the gas flow towards larger interelectrode gaps until it ex-
tinguishes and a new arc is again formed at the shortest gap,

repeating the cycle. However, classical GA faces limitations
such as limited gas conversion because of the short residence
time of the gas inside the plasma column.[5–7] Therefore, in
recent years, some new designs have been developed based

on cylindrical electrodes and a tangential gas inlet, which
yields a vortex flow and allows the gas to stay inside the

plasma for a longer time, resulting in a higher conversion. One
such type of novel GA is the so-called gliding arc plasmatron
(GAP), developed at Drexel University by Nunnally et al.[8] The

GAP has been demonstrated to yield good energy efficiency
for pure CO2 conversion[8, 9] but has not been applied for DRM.

However, other cylindrical (e.g. , so-called tornado-type or ro-
tating) GA designs have been applied for DRM and have exhib-

ited very promising results.[10–15]

In this study, we investigated for the first time the per-
formance of the GAP for DRM. Our experiments are supported

by chemical kinetics modeling to understand the underlying
chemical processes. Chemical kinetics modeling is very useful

for this purpose and has been applied to DRM in another type

Dry reforming of methane (DRM) in a gliding arc plasmatron is
studied for different CH4 fractions in the mixture. The CO2 and

CH4 conversions reach their highest values of approximately 18

and 10 %, respectively, at 25 % CH4 in the gas mixture, corre-
sponding to an overall energy cost of 10 kJ L@1 (or 2.5 eV per

molecule) and an energy efficiency of 66 %. CO and H2 are the
major products, with the formation of smaller fractions of C2Hx

(x = 2, 4, or 6) compounds and H2O. A chemical kinetics model
is used to investigate the underlying chemical processes. The
calculated CO2 and CH4 conversion and the energy efficiency
are in good agreement with the experimental data. The model

calculations reveal that the reaction of CO2 (mainly at vibra-
tionally excited levels) with H radicals is mainly responsible for

the CO2 conversion, especially at higher CH4 fractions in the

mixture, which explains why the CO2 conversion increases with
increasing CH4 fraction. The main process responsible for CH4

conversion is the reaction with OH radicals. The excellent
energy efficiency can be explained by the non-equilibrium

character of the plasma, in which the electrons mainly activate
the gas molecules, and by the important role of the vibrational
kinetics of CO2. The results demonstrate that a gliding arc plas-
matron is very promising for DRM.
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of plasma, i.e. , the plasma generated by a dielectric barrier dis-
charge (DBD),[16, 17] but not in plasma generated by a GA.

Results and Discussion

Measured conversion, energy efficiency, and energy cost

We investigated the CO2 and CH4 conversion, energy efficiency,
and energy cost, as well as the product selectivities (see next

section) as a function of the CH4 fraction in the gas mixture

(from 0 to 25 %) for a gas flow rate of 10 L min@1. We were lim-
ited to a maximum CH4 fraction of 25 % in the current setup

because the plasma became unstable for larger fractions
owing to limitations of the power supply. The plasma power

was approximately 500 W in the entire range of CH4 fractions,
yielding a specific energy input (SEI) of approximately 3 kJ L@1

(or 0.75 eV per molecule; Figure S1 in the Supporting Informa-
tion).

Figure 1 a and b illustrate the measured CO2 and CH4 conver-
sion as a function of CH4 fraction in the mixture. The absolute
CO2 conversion increased from 7.5 to 24 % upon increasing

CH4 fraction, whereas the absolute CH4 conversion dropped
from 61 to 42 % (Figure 1 a). The CH4 conversion was much
higher than the CO2 conversion, which was attributed to the

Figure 1. Absolute (a) and effective (b) conversion of CO2 and CH4, as well as the total conversion (b), and overall energy efficiency and energy cost (c), as a
function of CH4 fraction in the mixture. The error bars are included in the graphs, but are too small to be visible in (a) and (b).
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lower bond dissociation energy of C@H (4.48 eV) compared to
C=O (5.52 eV), making te dissociation of CH4 easier than for

CO2.
The effective conversion of CO2 and CH4 in the mixture was

obtained by multiplying the absolute conversion with the frac-
tion of the component in the mixture (Figure 1 b). The effective

CO2 and CH4 conversion both increase with increasing CH4

fraction. Indeed, the rising CH4 fraction compensated for the
lower absolute CH4 conversion, whereas the lower CO2 fraction

in the mixture was not important enough to compensate for
the higher absolute CO2 conversion upon the addition of CH4

to the mixture. The underlying mechanisms explaining these
trends are discussed below. Consequently, the overall conver-

sion also increased from 7.5 to approximately 30 % upon the
addition of CH4 to the mixture. These trends agreed well with

results obtained in a tornado-type GA plasma.[10]

The energy efficiency and energy cost upon increasing CH4

fraction are plotted in Figure 1 c. The energy efficiency follows

the rising trend of the overall conversion, whereas the energy
cost follows the opposite trend. This is logical because the

energy efficiency and energy cost are linearly and inversely
proportional to the overall conversion, respectively, and they

are further determined by the SEI (see Formulae 9 and 10 in

the Supporting Information) ; the SEI is more or less constant
in the entire range of CH4 fractions (Figure S1). The rising

trend in energy efficiency was most striking up to 15 % CH4

fraction, increasing from 30 % in pure CO2 to above 60 % be-

tween 15 and 25 % CH4. The energy cost dropped from 37 to
10 kJ L@1 (or from 9.3 to 2.6 eV per molecule) upon increasing

the CH4 fraction. The trends of rising energy efficiency and de-

creasing energy cost were accompanied by a slight drop in the
temperature of the gas flowing out of the GAP reactor, from

120 8C to 103 8C at 0 % and 25 % CH4 fraction, respectively.
Clearly, less energy was lost to gas heating and more energy

could effectively be used for the conversion.
The combined values of the conversion, energy efficiency,

and energy cost were much better than the typical values ob-

tained in DBDs, which are the most commonly used plasmas
for DRM. Indeed, DBDs typically yield maximum conversions of
a few % up to 60 % (with a few exceptions up to 80 % for
packed-bed DBDs), but the corresponding energy cost is be-

tween 20 and 100 eV per molecule (with some lower and
higher exceptions for packed bed DBDs).[17–44] We compared

the literature values for the energy cost instead of the energy
efficiency because for the latter we need to account for all
formed products (and their enthalpy of formation; cf. Formu-

la 9 in the Supporting Information); in the literature, typically,
only the selectivity towards the syngas components (and

sometimes light hydrocarbons) is reported, making a compari-
son based on energy efficiencies not very reliable. However,

comparison based on the energy cost can provide the same in-
sights in the performance of our GAP compared to other re-
sults in the literature.

Microwave (MW) plasmas are quite promising for pure CO2

splitting, with energy efficiencies of up to 50 % at a conversion

of up to 26 %;[45, 46] however, these values are typically reached
at reduced pressure, which is less convenient for industrial ap-

plications, and the energy cost of vacuum systems would have
to be added to the overall energy cost. Moreover, the number
of studies on DRM in a MW plasma is very limited. A pulsed
MW plasma was able to demonstrate an absolute CH4 and CO2

conversion of 71 % and 69 %, respectively, with an energy cost
of 6.5 eV per molecule.[47] Comparing these results with our

GAP, for which we obtained an absolute CH4 and CO2 conver-
sion of up to 61 % and 24 %, respectively (cf. Figure 1 a above),
the conversion was higher in this MW plasma but the energy

cost was also double the best value reached in our experi-
ments. Another study of continuous MW plasma yielded similar

maximum conversions as in the pulsed MW plasma, but with a
higher power (1.5 kW), and thus a very high energy cost of up
to 343 eV per molecule.[48]

For GA plasmas, maximum conversions in the range of 30–

50 % have been reported, with energy costs as low as 1–2 eV

per molecule.[10–15, 49–54] The best reported result was obtained
for a rotating GA reactor, which yielded a total conversion of

39 % with an energy cost of 1 eV per molecule,[11] which is
somewhat better than our results.

Other types of plasmas have also been investigated for
DRM. In corona discharges, maximum conversions between 10

and 90 % have been reached, with energy costs between 4

and 100 eV per molecule.[55–62] The best combined result was a
conversion of 44 % with an energy cost of 5.2 eV per mole-

cule.[56] In spark discharges, the minimum energy cost has
been reported to be approximately 3–10 eV per molecule for

conversions between 10 and 85 %,[63–70] with the best total con-
version of 85 % with an energy cost of 3.2 eV per molecule.[63]

Atmospheric pressure glow discharges also seem to be promis-

ing for DRM, with maximum conversions of 35–85 % and
energy costs of 1–60 eV per molecule.[71–73] The best result is a

total conversion of 89 % with an energy cost of only 1.2 eV per
molecule.[72] Finally, nanosecond-pulsed plasmas provided con-

versions between 1 and 60 % for energy costs between 3 and
100 eV per molecule.[74–79]

Clearly, the GAP is among the most promising types of plas-

mas for DRM in terms of energy cost or energy efficiency. In
Ref. [2] , a maximum energy cost of 4.27 eV per molecule corre-
sponding to a minimum energy efficiency of 60 % (assuming
that syngas was the only product formed) was proposed as

the target for plasma-based DRM to become industrially com-
petitive with classical and other novel conversion technologies.

Figure 1 c illustrates that we reached this target with our GAP
if the CH4 fraction in the gas mixture was sufficiently high. This
good result was attributed to the important role of the vibra-

tional levels of CO2 for energy-efficient conversion, as ex-
plained below.

Measured product selectivities

The major DRM products detected in our GAP were CO and
H2, alongside, to a much lower extent, O2, H2O, and C2Hx (x = 2,

4, or 6) hydrocarbons. Our modeling calculations reveal that
other products can also be formed in this gas mixture, as dis-

cussed below. Figure 2 a illustrates the (H- and O-based) selec-
tivities of H2 and O2 as a function of the CH4 fraction. The re-
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maining H and O atoms give rise to higher hydrocarbons
(C2Hx) and H2O, and to CO and H2O, respectively, and maybe to

some minor oxygenated compounds that could not be detect-
ed. The strong drop in O-based selectivity of O2 (SO, O2

) upon
addition of 5 % CH4 indicated that the O atoms, which were

mainly converted into O2 (and CO) in pure CO2 splitting, were
converted into other compounds upon addition of a H-source,
so that almost no O2 was formed anymore. This is discussed in
more detail below. Furthermore, it is clear from Figure 2 a that

the selectivity towards H2 increased, which was desirable as H2

is a component of syngas. At a low CH4/CO2 ratio, the H-based

selectivity towards H2O will be higher.[2]

Figure 2 b presents the C-based selectivities as well as the C-
balance, which was 100 %. The fact that the C-based selectivity

of CO (SC, CO) was sometimes higher than the C-balance was
probably due to the error associated with this selectivity. CO

was clearly the dominant product. The slight drop in SC, CO

upon increasing CH4 fraction was due to a rise in the forma-

tion of other C-based products such as C2 components. How-

ever, the rise in SC, C2
from 2 to 4 % (Figure 2 b) was not suffi-

cient to compensate for the drop of 13 % (with an uncertainty

of 6 %) in SC, CO, which indicated that other C-based compounds
that were not detected by GC were formed.

The two main components formed were H2 and CO (syngas).
The H2/CO ratio increased slightly more than linearly upon in-

creasing CH4 fraction, from 0.08 at 5 % CH4 to 0.44 at 25 % CH4

(Figure S2). This was logical because CH4 was the only source

of H in the mixture. The H2/CO ratio was strongly affected by
the gas mixing ratio and could be easily tuned by this parame-

ter to reach optimum values for subsequent Fischer–Tropsch
(FT) or methanol synthesis. However, the current CO and H2

yields might still be too low for FT or methanol synthesis,
which require high yields of CO and H2 feed gas, as obtained
from DRM. This is because the conversion in our current setup

is still rather low. In the future, we aim to optimize our setup
to improve the conversion.

Comparison of measured and calculated conversion and
energy efficiency

We developed a chemical kinetics model to investigate the un-

derlying mechanisms of DRM in our GAP, as explained below
and in the Supporting Information. Before we used this model

for a deeper analysis, we validated it against the experimental
data for conversion and energy efficiency. Figure 3 illustrates

the CO2 (Figure 3 a) and CH4 (Figure 3 b) conversion as a func-

tion of the CH4 fraction in the mixture for an input power of
500 W (SEI = 0.75 eV per molecule) and gas flow rate of

10 L min@1. As explained below, the arc was stabilized in the
center of the GAP reactor, and only a fraction of the gas (i.e. ,

14.8 %; for details, see below and the Supporting Information)
passed through this arc column. However, we did not only

consider the conversion inside the arc column but also in a

certain region around the actual arc column that is still at a
rather high temperature, thus allowing some thermal conver-

sion to take place. Both contributions are indicated in Fig-
ure 3 a and b with dashed lines. Adding both contributions

yields the total conversion, which was compared with the mea-
sured conversion. Both the rising trend in CO2 conversion (Fig-

ure 3 a) and the drop in CH4 conversion (Figure 3 b) were cor-

rectly predicted by the model and the absolute values were in
very good agreement.

As evident from Figure 3 a and b, only accounting for the
conversion in the arc column would underestimate the total

conversion, especially for CH4, for which the thermal conver-
sion outside the arc column appeared to be even higher than

the plasma conversion. This was attributed to the lower C@H
bond dissociation energy, which allowed thermal conversion

to occur at lower temperatures. The relative contributions of
the conversion inside the arc and the thermal conversion in
the area around the arc are plotted for both CO2 and CH4 in

Figure S3.
Furthermore, Figure 3 b indicates that the CH4 conversion

inside the arc was constant at 14.8 %, independent from the
CH4 fraction in the mixture. The reason was that the CH4 con-

version inside the arc was in fact 100 %, but the overall contri-

bution of the arc was limited by the fraction of gas that
passed through the arc, which was predicted to be 14.8 % (see

a more detailed discussion below).
Figure 3 c illustrates the measured and calculated values of

the energy efficiency as a function of the CH4 fraction. Again,
the agreement was very good, with relative differences be-

Figure 2. H- and O-based selectivities (a) and C-based selectivities (in which
C2 is the sum of C2H6, C2H4, and C2H2) as well as the C balance (b) as a func-
tion of CH4 fraction in the mixture.
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tween 1.5 and 27 % and an average difference of 10 % be-
tween the values. The rising trend was not exactly the same at

low CH4 fraction, which may indicate that the thermal conver-
sion was somewhat overestimated at 5 and 10% CH4 in the

mixture. Indeed, the model simply assumes the same area

around the arc column at which thermal conversion can take
place, but this area will most probably be smaller at low CH4

fractions because CH4 gives rise to a somewhat higher temper-
ature. Of course, the assumptions made about the thermal

conversion in a fixed area around the arc are somewhat rough,
owing to the inherent nature of the 0D chemical kinetics

model. A more accurate description would require full 3D cal-
culations;[80, 81] however, this would result in excessively long

calculation times when incorporating the complex CO2/CH4

chemistry. Nevertheless, despite the approximations that need

to be made in the 0D model, the agreement was quite satisfac-
tory. In general, the model provides quite realistic predictions

of the CO2 and CH4 conversion and the energy efficiency,
which could be used to investigate the underlying mecha-
nisms.

Calculated plasma characteristics

Before analyzing the underlying chemical reactions of the CO2

and CH4 conversion, we first provide information about the
plasma characteristics in the arc column, which helps with the
understanding of the mechanisms. The important characteris-

tics inside the arc column, defining the plasma chemistry and
thus the CO2 and CH4 conversion, are the gas temperature,

electron temperature, density, and the vibrational temperature,
which gives information on the degree of vibrational excita-

tion.

In principle, the gas temperature can be calculated in the
model (Supporting Information), but in this study we assume

certain values based on 3D fluid dynamics simulations[80, 81] and
reported data.[82] Indeed, to obtain realistic calculations with

this 0D model, we would need more accurate data on the
energy released by some chemical reactions and on the effect

of vibration–translation relaxation of the CO2 vibrational levels

upon collision with CH4 ; these data were not available in the
literature. Furthermore, the effect of turbulent heat conductivi-

ty has also been demonstrated to be very critical in a GAP,
yielding a significant drop in gas temperature;[81] this effect

cannot be accounted for in a 0D model.
In Figure 4 a, the assumed gas temperature profile inside the

arc column (solid line) and in the thermal area around the arc

(dashed line) are plotted as a function of position in the reac-
tor. These values were assumed to be independent of the gas

mixing ratio, which might be an approximation but subtle dif-
ferences for different gas mixtures would lie within the uncer-

tainty of these values. The gas entered the arc column at room
temperature but was quickly heated to approximately 3500 K
after 0.5 cm. The temperature of the gas in the thermal area
around the arc column increased slower, up to a value of

2700 K after approximately 1.2 cm. At this temperature, ther-
mal conversion of CO2 and CH4 does indeed take place, as re-
vealed by thermal conversion calculations.[2]

The calculated electron temperature and density are plotted
in Figure 4 b and c for different CH4 fractions in the mixture. At

the beginning of the arc column the electron density was still
low, so that all the applied electrical energy was distributed

over a limited number of electrons, which explains the high

electron temperature at the beginning of the arc column. This
electron temperature was slightly higher than expected for a

GA,[1] but it did not really affect the calculated plasma chemis-
try because of the low electron density in this region. After ap-

proximately 0.5 cm, the electron density increased, and as a
consequence, the electron temperature dropped to values of

Figure 3. Measured and calculated CO2 conversion (a) and CH4 conversion
(b), as well as energy efficiency (c) as a function of the CH4 fraction in the
mixture. The individual contributions of the conversion inside the arc and in
the thermal area around the arc are indicated as dashed lines in (a) and (b).
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approximately 1.0–1.5 eV (for different CH4 fractions), which
were typical values expected for a GA.[1] The electron tempera-

ture slightly dropped if the CH4 fraction in the mixture was
higher, which was due to the slightly lower values of the re-

duced electric field (i.e. , ratio of electric field over gas density,

E/n, typically expressed in Td; 1 Td = 10@21 V m2). In the model,
the latter was calculated to be 57 Td and 22 Td for the 0 % and

25 % CH4 fractions, respectively. Furthermore, a higher CH4

concentration yielded a higher electron density owing to the

lower ionization potential of CH4 (12.61 eV) versus CO2

(13.78 eV).

Besides the gas temperature and electron temperature, the
vibrational temperature is an important characteristic of the
GAP because the vibrational levels play a key role in energy-ef-
ficient CO2 dissociation. To calculate the vibrational tempera-

ture, we plotted the vibrational distribution function (VDF) of
the 21 asymmetric mode levels of CO2 (v1–v21), as well as the 4
effective symmetric mode levels (va–vd ; for details about these
levels and their notation, see the Supporting Information),
both inside the arc column and in the thermal area around the

arc (Figure 5). According to our calculations, the VDF was inde-

pendent from the CH4 fraction in the mixture. A faster drop of

the VDF for the asymmetric mode levels in the thermal region

yielded a somewhat lower vibrational temperature (Tv). The
latter is a measure of the degree of vibrational excitation and

can be calculated as follows from the VDF, in case of a Boltz-
mann distribution for the asymmetric mode levels [Eq. (1)]:

T v ¼
1

21

X21

n¼1

@En

ln nn

n0

0 / ð1Þ

in which En is the energy of the nth asymmetric vibrational
level of CO2, nn is the density of this level, and n0 is the density
of CO2 in the ground state.

The vibrational temperature of the asymmetric mode levels

was calculated to be approximately 3400 K inside the arc and
approximately 2800 K in the thermal area around the arc,
which (more or less) corresponds to the gas temperature
adopted in both regions. This indicated that the VDF was
quasi-thermal. Indeed, no overpopulation of the higher vibra-

tional levels was observed in Figure 5. The same behavior was
also observed in a GAP and a classical GA operating in pure

CO2,[5, 83–85] as well as in MW plasma in pure CO2 operating at

atmospheric pressure.[86] Overpopulation of the higher levels
has only been observed in a MW plasma at reduced pres-

sure[86–89] because of the less important role of thermalization
owing to vibration–translation relaxation.

The electron temperature is much higher than the gas tem-
perature and the vibrational temperature (i.e. , 1–1.55 eV, or

Figure 4. Assumed gas temperature inside the arc column (solid line) and in
the thermal area around the arc (dashed line) (a), as well as calculated elec-
tron temperature (b) and electron density (c) for different CH4 fractions in
the mixture as a function of position in the arc. The gas temperature is as-
sumed to be independent from the gas composition.

Figure 5. Vibrational distribution functions (VDFs) of all vibrational levels of
CO2 included in the model, both in the arc column and in the thermal area
around the arc. These VDFs were found to be the same for all gas mix ratios
investigated. The notations of the vibrational levels are explained in the Sup-
porting Information.
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11 000–18 000 K vs. 3400–3500 K in the arc). This indicated the
non-equilibrium character of the GAP and explains why the

CO2 and CH4 conversions in the GAP were quite energy effi-
cient, because the electrons were energetic enough to activate

the gas by ionization, excitation, and dissociation. Neverthe-
less, if the vibrational temperature was higher than the gas

temperature owing to overpopulation of the higher vibrational
levels of CO2, the CO2 conversion would still be more energy
efficient. A possible way to realize such overpopulation of the

higher vibrational levels could be by operating at a lower gas
temperature in combination with a higher power,[86] or operat-
ing at reduced pressure, as demonstrated for MW plasmas.[86–89]

However, the latter is not beneficial for industrial applications

and the cost of the vacuum system would also have to be ac-
counted for in the overall energy efficiency.

Calculated species densities inside the plasma

The densities of the most important plasma species at the end
of the arc column were plotted as a function of the CH4 frac-

tion in the mixture (Figure 6). We did not make a distinction

between ground state and vibrationally or electronically excit-
ed levels of the various molecules and plotted the sum of

both. 84 % of the CO2 molecules were found in the vibrational-
ly excited levels. For CO, O2, H2, and CH4, this fraction was

much lower, i.e. , 39 %, 24 %, 4 %, and <1 %, respectively, and

the fraction of electronically excited levels was also of minor
importance. For other molecules in the mixture, no vibrational

levels were accounted for (for details, see Tables S1 and S2).
The CO density was higher than the CO2 density (Figure 6 a),

which indicated that most of the CO2 was converted inside the
arc column. However, for the overall conversion, we also had

to account for the fraction of CO2 gas than could not pass
through the arc column, which explains why the overall con-
version was much lower (cf. Figure 3). The same applies to the

CH4 density (Figure 6 b), which was extremely low, as it was en-
tirely converted into H2 and higher hydrocarbons inside the
arc column. The densities of O2 and O were only significant in
pure CO2 and dropped considerably if the CH4 fraction in the

mixture was higher. This drop was also reflected in the mea-
sured O-based selectivity of O2 (cf. Figure 2). Indeed, the O

atoms, which recombine into O2 (and CO) in the pure CO2

plasma, recombine with H atoms originating from CH4 into
OH, H2O, CH3OH, and CH2O, although the densities of the two

latter species were still quite low (cf. Figure 6 b. The most im-
portant products were CO and H2, along with H2O. The pre-

dominant formation of CO and H2 could also be deduced from
our experimental selectivities (Figure 2). However, the H2O

could not be quantified owing to a very broad band in our GC

chromatogram. Nevertheless, the sum of the O-based selectivi-
ties was not 100 %, which indicated that a considerable frac-

tion of H2O was formed. In addition, oxygenated compounds
could be formed but our model revealed that their densities

were much lower. A catalyst is most probably needed to
obtain higher concentrations of these compounds, which we

will investigate in the future.

Upon increasing the CH4 fraction in the mixture, more H
atoms were converted into H2, as is clear from Figure 6 a. Fur-

thermore, Figure 6 b revealed the following trend for the C2

compounds: C2H6<C2H5<C2H4<C2H3<C2H2. This was in con-

trast to the results observed for a DBD, in which C2H6 was ob-
tained with the highest concentration of all hydrocarbons
owing to recombination of CH3 radicals.[25] This can probably

be explained by the higher temperature in the GAP, which led
to greater dehydrogenation of C2H6 upon electron impact reac-

tions or collisions with O atoms.[49]

Chemical kinetics analysis of the underlying processes

The kinetic model allowed us to obtain a better insight in the
loss and formation processes of CO2 and CH4, from which we
could explain the experimental trends of the CO2 and CH4 con-

versions upon increasing CH4 fraction in the mixture (cf.
Figure 1). A detailed analysis of these loss and formation pro-

cesses is presented in Figures S4–S7. Based on this analysis, we
plotted the relative contributions of the main processes re-

sponsible for the (net) conversion of CO2 and CH4 as a function

of the CH4 fraction in the mixture (Figure 7 a, b).
Figure 7 a illustrates that without the addition of CH4, the re-

action of CO2 (mainly in the vibrational levels; see the Support-
ing Information) with either O atoms or any other molecules

(indicated as M) was most important for the conversion of CO2.
The reaction with O atoms was dominant at 5 % CH4 in the

Figure 6. Densities of the most important plasma species at the end of the
arc column as a function of the CH4 fraction in the mixture.

ChemSusChem 2017, 10, 4025 – 4036 www.chemsuschem.org T 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim4031

Full Papers

http://www.chemsuschem.org


mixture, but at larger CH4 fractions both processes were less
important, whereas the reaction of CO2 (again mainly in the vi-

brational levels ; see the Supporting Information) with H atoms
was dominant, with contributions of more than 80 %. Electron
impact dissociation, both from the CO2 ground state and vibra-

tional levels (see the Supporting Information), contributed for
approximately 10–20 % of the total CO2 conversion. The net

CO2 loss rate increased upon increasing CH4 fraction (Fig-
ure S5), which was attributed to the increasing importance of

the reaction with H atoms. Hence, the dissociation of CO2

upon collision with H atoms explains why the CO2 conversion

increased upon increasing CH4 fraction in the mixture (cf.
Figure 1).

As shown in Figure S4, the backward reaction of the most

important loss process for CO2 in the CO2/CH4 mixture (CO2 +

H!CO++OH), i.e. , the reaction of CO with OH radicals to form

CO2 and H atoms, was nearly equally important as the loss
(i.e. , forward) reaction, especially at low CH4 fractions. There-

fore, this reaction did not contribute to CO2 conversion at 5 %

CH4 in the mixture and was only important at larger CH4 frac-
tions, as is clear from Figure 7. This reverse reaction was also

the limiting factor in CO2 conversion in a DBD operating in a
CO2/H2O mixture,[90] and was even more important at higher

H2O fractions in the mixture, which explains why the addition
of H2O resulted in a drop in the CO2 conversion.[90] The situa-

tion was a bit different in our case because at higher CH4 frac-
tions, the H atoms formed upon dissociation of CH4 played a

more important role in the CO2 conversion, that is, the forward
(loss) reaction upon collision with H atoms was more impor-

tant than the reverse reaction (production of CO2).
The relative contributions of the net processes contributing

to CH4 conversion as a function of the CH4 fraction in the mix-
ture is shown in Figure 7 b. The reaction of CH4 with OH radi-
cals was by far the most important, with a contribution of 75 %

at low CH4 fraction, which decreased to 45 % at the highest
CH4 fraction investigated because of the somewhat lower OH
concentration in the mixture (cf. Figure 6 a). At the same time,
the reaction with C2H3 radicals became gradually more impor-

tant as the density of these radicals increased with increasing
CH4 fraction (cf. Figure 6 b). Furthermore, the reaction of CH4

with H or O atoms or C3H5 radicals also played a minor role, as

indicated in Figure 7 b. The C2H3 and C3H5 radicals, as well as
the H atoms, originated from CH4. The H atoms were mainly

formed by CH4 dissociation into radicals, whereas the C2H3 and
C3H5 radicals were mainly formed inside the arc from CH2 radi-

cals (created by electron impact dissociation of CH4) through
the following pathways:

CH2++CH2!C2H4 ; C2H4 + H!C2H3++H2

CH2++CH2!C2H2++2 H; C2H2++CH3!C3H5

C3H5 +H++M!C3H6 + M; C3H6!C2H3++CH3

Furthermore, in the region near the arc, the following path-
ways also contributed to the formation of C2H3 and C3H5 radi-

cals :

CH3++CH3!C2H5 + H; C2H5+M!C2H4 + H++M;

C2H4 + H!C2H3 + H2

C2H5++CH3!C3H8!C3H7 + H; C3H7!C3H6 + H;

C3H6!C3H5 + H
This helps to explain why a higher the CH4 fraction in the

mixture leads to a higher effective CH4 conversion (Figure 1 b),
and thus a higher density of the C2H3 and C3H5 radicals (Fig-
ure 6 b), and a larger contribution of these radicals to the CH4

conversion, as can be deduced from Figure 7 b.
Finally, the net CH4 loss rate increased upon increasing the

CH4 fraction (Figure S7). This was mainly due to the increasing
CH4 density in the mixture and explains why the measured ef-
fective CH4 conversion increased upon increasing CH4 fraction
(cf. Figure 1 b). However, the absolute CH4 conversion dropped

(cf. Figure 1 a), which was mainly attributed to the major loss
process, that is, the reaction of CH4 with OH radicals, which be-
comes gradually less important at higher CH4 fraction in the

mixture.

Conclusions

We have investigated the dry reforming of methane (DRM) in a

gliding arc plasmatron for different CH4 fractions in the mix-
ture by a combination of experiments and chemical kinetics

modeling. The CO2 and CH4 conversions reached their highest
values of approximately 18 and 10 %, respectively, at 25 % CH4

in the gas mixture, which corresponded to an overall energy
cost of 10 kJ L@1 (or 2.5 eV per molecule) and an energy effi-

Figure 7. Relative contributions of the main processes responsible for the
(net) conversion of CO2 (a) and CH4 (b) as a function of CH4 fraction in the
mixture.
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ciency as high as 66 %. The latter was above the required
energy efficiency target reported in literature to be competi-

tive with classical thermal DRM (i.e. , 60 %).[2] CO and H2 were
the major products, with some smaller fractions of C2Hx com-

pounds formed, as well as H2O, which could not be quantified
by GC.

A very good agreement was observed between the mea-
sured and calculated conversions and energy efficiency, so the
model could be used to elucidate the underlying chemical pro-

cesses. The model revealed that, besides the conversion inside
the arc plasma column, some (thermal) conversion of CO2 and
CH4 also occurred in the area around the arc column, which
was characterized by a relatively high temperature. Inside the

arc column, the electron temperature was much higher than
the gas temperature, which indicated the non-equilibrium

character of the plasma and explained the good energy effi-

ciency of this process. Indeed, the electrons activated the gas
molecules by electron impact excitation, ionization, and disso-

ciation, which created reactive species that could more easily
form new molecules. The model also demonstrated the impor-

tant role of the CO2 vibrational levels. Indeed, most of the CO2

conversion occurred upon reaction of the CO2 vibrational

levels with radicals from the plasma. However, the vibrational

distribution function was in thermal equilibrium with the gas
temperature. A higher energy efficiency would still be possible

if the higher vibrational levels of CO2 could be overpopulated,
for example, by operating at low temperatures (in combination

with high electric power) or lower pressure.
The CO2 conversion clearly increased upon increasing CH4

fraction in the mixture, which was explained by the model

owing to the reaction of CO2 (mainly in vibrationally excited
levels) with H atoms, formed upon dissociation of CH4. The

main process responsible for CH4 conversion was the reaction
with OH radicals. Furthermore, reactions with other radicals

such as C2H3, H, O, and C3H5, also played a non-negligible role
in the CH4 conversion.

Our results demonstrate that the gliding arc plasmatron is

very promising for DRM, also in comparison with other plasma
types, certainly when considering the energy efficiency (or
energy cost). However, the conversion needs to be further im-
proved. To date, the conversion has been limited by the frac-

tion of gas that passes through the plasma column. Indeed,
the conversion inside the arc plasma column itself was be-

tween 51 and 81 % for CO2 and was already 100 % for CH4 ;
however, a significant fraction of the gas (ca. 85 %) does not
pass through the plasma column, therefore lowering the over-

all conversion in the GAP. We should be able to enhance the
gas fraction treated by the arc by modifying the reactor design

(i.e. , anode and cathode configuration), enabling the arc to be
developed and extended in a larger region of the reactor, or

by modifying the gas inlet configuration, enabling a larger gas

fraction to pass through the arc. To realize such modifications,
more insight is needed in the gas flow dynamics, which is

beyond the scope of the present 0D chemical kinetics model.
We are currently investigating the gas flow dynamics by 2D

and 3D fluid dynamics modeling[80, 81] and will elaborate on
these results in the future by particle tracing simulations.

Finally, the current experiments were limited to a maximum
CH4 fraction of 25 %, which is well below a stoichiometric mix-

ture of DRM. Higher CH4 fractions yielded an unstable plasma
owing to limitations of the power supply, which was designed

for the GAP in pure CO2. In the future, we would like to per-
form experiments for larger CH4 fractions corresponding to a

stoichiometric mixture of DRM, in which we expect higher con-
versions based on the trend of our current results. The latter
would also be necessary if the formed CO/H2 mixture is further

used as a feed gas for methanol synthesis or for the FT synthe-
sis of hydrocarbons.

Experimental Section

Description of the experiments

Figure 8 shows the experimental setup. The GAP consisted of two
cylindrical electrodes made of stainless steel (316). The cathode
formed the reactor body, whereas the reactor outlet was at the
anode potential (Figure 9). The cathode had a diameter of
17.50 mm and a length of 10.20 mm, whereas the length and di-

Figure 8. Schematic diagram of the experimental setup.

Figure 9. Schematic diagram of the GAP showing the dimensions and the
outer vortex (solid spiral) and inner (reverse) vortex (dashed spiral). The red
frame indicates the arc plasma column, whereas the blue part indicates the
region in which thermal conversion takes place.
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ameter of the anode were 16.30 and 7.08 mm, respectively. In addi-
tion, the inlet region had a width of 3 mm. This yielded a reactor
volume of 3.82 cm3. The setup can be used with different anode
diameters, but the present configuration yielded the most pro-
nounced reverse vortex flow, as revealed by computational fluid
dynamics simulations, and provided the best CO2 conversion and
energy efficiency.[9]

A high voltage was applied to the GAP by means of a direct cur-
rent power source. The voltage was measured by a high-voltage
probe (Tektronix P6015A). The current was obtained by measuring
the voltage over a 10 W resistor with a 10 V probe. All electrical sig-
nals were recorded by a digital oscilloscope with two channels
(Tektronix TDS2012C). The current and voltage inside the GAP were
0.27–0.33 A and 0.8–1.0 kV, respectively. The plasma power was cal-
culated from the product of the plasma voltage and current over a
certain time.
The gas flowed into the reactor through six tangential inlets, each
with a diameter of 1.6 mm, giving rise to a vortex flow profile. The
experiments were performed with a total gas flow rate of
10 L min@1 controlled by thermal mass flow controllers (Bronkhorst),
and different fractions of CH4 in the mixture (i.e. , 0, 5, 10, 15, 20,
and 25 %). The outlet of the GAP was connected to a tube in
which a thermocouple was used to measure the temperature of
the outlet gas. The gas was further analyzed in a gas chromato-
graph. All experiments were performed in triplicate. Details on the
gas analysis, including more information on the gas chromato-
graph, how to correct for gas expansion, the formulas to calculate
the CO2 and CH4 conversion, the product selectivities, energy effi-
ciency, and energy cost, are provided in the Supporting Informa-
tion.

Description of the chemical kinetics model

The model presented herein is a 0D chemical kinetics model,
called ZDPlasKin.[91] It solves the continuity equations for the vari-
ous plasma species densities, based on production and loss rates
[Eq. (2)]:

dni

dt
¼
X

j

aR
ij @ aL

ij

0 /
kj

Y
l

nL
l

" #
ð2Þ

ni is the density of species i, aR
ij and aL

ij are the stoichiometric coeffi-
cients of the species i on the left and right hand side of the reac-
tion j, respectively. nl is the density of the species l on the left side
of the reaction, and kj is the reaction rate coefficient of reaction j.
Reaction j can be expressed in the following general form [Eq. (3)]:

aAAþ aBB þdeð Þ kjKKK! aCCþ aDD ðþdeÞ ð3Þ

A, B, C, D are the various species, and aA, aB, aC, and aD are their
stoichiometric coefficients. de represents the energy needed or re-
leased by the reaction. More details about the model can be found
in the Supporting Information.
In principle, ZDPlasKin can also be used to calculate the gas tem-
perature by a heat conservation equation. However, in this work,
we applied a certain temperature profile as input in the model
starting from room temperature at the inlet of the arc column up
to 3500 K. This was based on reported 3D fluid dynamics simula-
tions[80, 81] and experimental values.[82]

134 different plasma species, including 20 neutral molecules, 37
charged species (i.e. , positive and negative ions as well as the elec-
trons), 24 radicals, and 53 excited species, were included in the
model. A complete list of these species is provided in Table S1.

These species interacted with each other through various chemical
reactions, including: electron impact reactions; electron–ion re-
combination reactions; ion–ion, ion–neutral, and neutral–neutral
reactions; vibrational–translation (VT) relaxations; and (v) vibration-
al–vibrational (VV) relaxations.

Application of the 0D model to the GAP

The model was applied to the GAP reactor used for the experi-
ments by considering exactly the same dimensions and operating
conditions (gas flow rate of 10 L min@1; CH4 fractions in the mixture
ranging from 0 % to 25 %; plasma power of 500 W corresponding
to an SEI of 0.75 eV per molecule). A schematic diagram of the
GAP including the dimensions is presented in Figure 9. The arc
plasma column inside the GAP is illustrated by the red rectangle.
Because the gas entered the GAP reactor through tangential inlets,
it followed a vortex flow pattern. As the outlet (anode) diameter
was smaller than the reactor body (cathode part) (Figure 9), the
gas first moved upwards in a so-called forward vortex flow (indicat-
ed in Figure 9 by the solid spiral) and when it arrived at the top of
the reactor it had lost some speed by friction and inertia and trav-
elled downwards in a smaller so-called reverse vortex flow, which
was more or less captured by the arc column (see dashed spiral in
Figure 9). This vortex flow resulted in stabilization of the arc
column in the center of the GAP reactor, as predicted by 3D fluid
dynamics modeling.[80, 81] Because the plasma confined in the inner
vortex gas flow was more or less uniform,[80, 81] we assumed a con-
stant power density applied to the gas during its residence time in
the plasma column. Hence, 0D modeling of this kind of plasma
was justified. Indeed, the 0D model can be used to calculate the
densities of the species as a function of time, and spatial variation
by means of transport was not considered. Nevertheless, by means
of the gas flow rate, we could convert the temporal variation cal-
culated by the model into a spatial variation in the arc plasma
column, and vice versa. The arc plasma column was considered as
a plug flow reactor, in which the plasma characteristics vary as a
function of distance travelled by the gas within a certain residence
time, in the same way as they would vary as a function of time in
a batch reactor.

Calculation of the total CO2 and CH4 conversion in the GAP

We calculated the conversion of CO2 (as well as that of CH4) after
passing through the arc column with the following formula
[Eq. (4)]:

cCO2 ;arc %ð Þ ¼ 1@ nCO2 ;e >ve

nCO2 ;i > vi

. -
> 100 % ð4Þ

nCO2
is the CO2 density (in m@3) and v is the gas velocity (in m s@1).

The indices i and e stand for the values at the beginning of the arc
(i.e. , room temperature) and at the end of the arc (fixed at 3500 K).
Because the arc does not fill the entire GAP reactor volume
(Figure 9), not all the gas was converted by the arc. Hence, to cal-
culate the overall conversion, we multiplied the conversion by the
fraction of gas that passes through the arc column, as determined
by the fluxes (Supporting Information). This yielded a fraction of
14.8 % of the gas that passes through the arc. However, the re-
maining 85.2 % could still be converted thermally in the area
around the arc column, which was still characterized by a high
temperature (i.e. , up to 2700 K; see Figure 4 a). The conversion in
the thermal part (cCO2 ;thermal) was calculated with a similar formula
as Formula (4). The total CO2 conversion was the sum of the con-
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version inside the arc column (cCO2 , arc V 14.8 %) and the thermal
conversion in the area around the arc column (cCO2 , thermal V 85.2 %).
The same calculations were applied to the CH4 conversion. The
energy efficiency was determined from the total CO2 and CH4 con-
version in the same way as in the experiments (see the Supporting
Information, Formula 9).
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Details on the experiments 

Gas analysis 

The gas chromatograph used is a compact gas chromatograph (CGC) of Interscience. One 
measurement takes only 400 s, which is much shorter than for classical GCs. The CGC is equipped 
with three different ovens, each with a separate column and detector. The first channel has a Rtx-1 
column and a flame ionization detector (FID), which can be used to measure alkanes, alkenes and 
alkynes. The other two channels make use of thermal conductivity detectors (TCDs). The middle 
channel has two columns, a molecular sieve (Molsieve 5A) and a RT-QBond, and the TCD measures 
the permanent gases, like O2, N2, CO, H2 and CH4. The last channel has two RT-QBond columns, which 
allow the separation of CO2, lower hydrocarbons (up to C3), alcohols, aldehydes and ketones. 

First a calibration is performed for the compounds to be detected, namely CO2, CO, O2, CH4, H2, C2H2, 
C2H4 and C2H6. C2H2 and C2H4 cannot be separated with the CGC. However, because of their low 
concentrations (see also Figure 6(b) in the main paper), the C2-compounds (C2Hn ; n = 2, 4 or 6) are 
considered as one compound. H2O is detected as a broad band, which cannot be quantified. Higher 
hydrocarbons and oxygenated compounds cannot be detected with this CGC. 

 

Determination of the CO2 and CH4 conversion 

By analyzing the gas mixture with and without plasma, we can calculate the CO2 and CH4 conversions 
by Formula (1). C𝑖 (in) and C𝑖 (out) are the concentrations of component i (CO2 or CH4) measured after 

passing through the GAP without plasma (blank measurement) and with plasma, respectively. α is a 
correction factor, explained in the next section.  

χ𝑖(%) =
C𝑖 (in) − α ∙ C𝑖 (out)

C𝑖(in)
∙ 100 % i = CO2 or CH4 (1) 

Besides this (absolute) conversion, we also determine the effective conversion for both CO2 and CH4, 
accounting for the fraction of this component present in the initial gas mixture: 

χeff,𝑖(%) = χ𝑖(%) ∙ fraction𝑖         i = CO2 or CH4 (2) 

The total conversion is the sum of both effective conversions, and is of interest to compare mixtures 
with different CO2/CH4 ratios. 

 



Correction factor for the gas expansion 

The correction factor ‘α’ in Formula (1) accounts for gas expansion taking place during the reaction. 
Indeed, both in pure CO2 splitting and dry reforming of methane (DRM), the number of molecules 
rises during reaction, so the volumetric flux will rise as well. Because the GC always samples the same 
volume of the gas flow, neglecting this correction factor, which is done in most papers on plasma-
based gas conversion, would overestimate the conversion.[1] Indeed, the sample loop of the GC has a 
fixed volume, so that gas expansion will yield a pressure rise. However, the GC always samples at 
atmospheric pressure, so part of the gas will be lost before being injected in the GC. Hence, the 
number of molecules that will arrive in this sample volume is lower than the original number in the 
outlet flow. Thus, less molecules will be measured in the sample, which manifests itself as a higher 
conversion.  

To account for this gas expansion, we add an internal standard (N2) to the outlet gas flow. Using an 
internal standard has several advantages: (i) it is easy to implement; (ii) no extra calibration is 
needed; (iii) it has no effect on the reaction processes; (iv) it can be used with every gas mixture.[1]   

By comparing the peak surface area of N2 in the chromatogram with and without plasma, we can 
obtain the correction factor α (Formula (3))[1]  assuming that the ratio of the surface areas is 
proportional with the ratio of the fluxes. 

α =
AN2,blank

AN2,plasma

(1 + β) − β (3) 

β is equal to the ratio of the gas flow rate of the internal standard with respect to the total gas flow 
rate in the GAP (Formula (4)). In this work we always use 10 % of the total gas flow rate as internal 
standard (β = 0.1), hence for a total gas flow rate of 10 L/min, we add 1 L/min N2 as internal 
standard. 

β =
Φstandard

Φeffluent
=

gas flow rateN2

gas flow rateCO2+CH4

 (4) 

By adding the internal standard, we need to correct the measured concentrations (Cm) by means of 
Formula (5) and (6), for the blank measurements and the plasma measurements, respectively.[1]   

Cblank = Cm
blank(1 + β) (5) 

Cplasma = Cm
plasma

(1 +
β

α
) (6) 

In the following, we always use the corrected concentrations. 

 

Determination of the specific energy input (SEI), energy efficiency and energy cost 

The SEI is calculated from the plasma power and the gas flow rate: 

SEI (J cm-3)  =  SEI (kJ L-1)  = 
Pplasma (kW) 

gas flow rate (L min-1) 
∙ 60 (s min-1)   (7) 

It can also be expressed in eV/molec: 

SEI (eV molec-1) = 
SEI (kJ L-1) ∙ Vmol (L mol-1) ∙ 103(J kJ -1)

1,6.10-19(J eV-1) ∙ 6,022. 1023(molec mol-1)
   (8) 

Vmol is the molar volume, being equal to 22.4 L mol-1 (at 0 °C and 1 atm).  

The energy efficiency (η) is calculated as follows: 



η =
α ∙ CCO(out) ∙ Hf,CO − (χCH4

∙ CCH4(in)
∙ Hf,CH4

+ χCO2
∙ CCO2(in)

∙ Hf,CO2
)

SEI (kJ L-1) ∙ Vmol (L mol-1)
 (9) 

Hf is the enthalpy of formation (Hf,CO= -110,5 kJ mol-1; Hf,CH4
= -74,8 kJ mol-1; Hf,CO2

= -393,5 kJ mol-1). 

The SEI is converted into kJ mol-1 by means of the molar volume. This definition yields the chemical 
energy efficiency. For the sake of completeness, the enthalpy of formation of C2Hn (n = 2, 4 of 6), and 
of other possible (oxygenated) compounds, should be accounted for in the numerator. However, due 
to the nearly negligible concentrations of these products, these terms can be neglected here. 

Finally, the total energy cost (EC) is expressed as:  

ECtotal(eV molec-1) =
SEI (eV molec-1)

χtotal
 

(10) 

 

Determination of the product selectivities and carbon balance 

The C-, H- and O-based selectivities of CO, the C2-based hydrocarbons (C2Hn ; n = 2, 4 or 6, expressed 
as C2), H2 and O2, are calculated as follows: 

SC,CO =
α ∙ CCO(out)

(CCO2(in) − α ∙ CCO2(out)) + (CCH4(in) − α ∙ CCH4(out))
 (11) 

SC,C2
=

2 ∙ α ∙ CC2(out)

(CCO2(in) − α ∙ CCO2(out)) + (CCH4(in) − α ∙ CCH4(out))
 (12) 

SH,H2
=

α ∙ CH2(out)

2 ∙ (CCH4(in) − α ∙ CCH4(out))
 (13) 

SO,O2
=

α ∙ CO2(out)

CCO2(in) − α ∙ CCO2(out)
 (14) 

Finally, to determine the ratio of the total number of C atoms in the products vs in the reactant, we 
calculate the carbon balance: 

bC =
α ∙ (CCO(out) + CCO2(out) + CCH4(out) + 2 ∙ CC2(out))

CCO2(in) + CCH4(out)
 (15) 

 

Details on the computational model 

0D model ZDPlasKin 

ZDPlasKin (i.e., Zero-Dimensional Plasma Kinetics solver)[2]  is a Fortran 90 computer code developed 
to calculate the species densities and the gas temperature as a function of time in non-equilibrium 
plasmas, by means of conservation equations. The species densities are calculated by continuity 
equations, based on production and loss rates. A large number of chemical reactions are included. 
The rate coefficients 𝑘𝑗 for reactions between heavy particles are adopted from literature, as a 

function of gas temperature. The rate coefficients for reactions of electrons depend on the electron 
energy (and thus on the electron energy distribution function - EEDF), which is defined by the 
electron temperature or the reduced electric field (i.e., ratio of electric field over gas density; E/n). 
The latter is calculated by means of a Boltzmann solver (Bolsig+[3]), integrated in ZDPlasKin. This 
Boltzmann solver solves the Boltzmann equation for electrons, resulting in the EEDF. To solve this 
equation, we need to know the cross sections of the various elastic and inelastic collisions that can 
affect the EEDF. These cross sections are adopted from literature.[4-6]  The rate coefficients (𝑘𝑗) for 

reactions with electrons are calculated as: 



𝑘𝑗 = ∫ 𝜎𝑗(𝜀)𝑓𝑒(𝜀)√
2𝜀

𝑚𝑒
𝑑𝜀

+∞

0

 (16) 

𝜀 is the electron energy, 𝜎𝑗(𝜀) the cross section of the 𝑗-th reaction, 𝑓𝑒(𝜀) the EEDF and 𝑚𝑒 the mass 

of an electron (9.1094x10-31 kg). 

The electric field (E in V.m-1) is calculated by the so-called local field approximation:[7] 

𝐸 = √𝑃/𝜎 (17) 

𝑃 is the power density (in W m-3) and 𝜎 is the plasma (specific) conductivity (in A V-1 m-1), which is 
estimated in the beginning of the simulation as follows:[7] 

𝜎 =
𝑒2 ∙ 𝑛𝑒,𝑖𝑛𝑖𝑡

𝑚𝑒 ∙ 𝑣𝑚 
 (18) 

𝑒 is the charge of an electron (1.6022x10-19 C), 𝑛𝑒,𝑖𝑛𝑖𝑡 the initial electron density (in m-3), 𝑚𝑒 the mass 

of an electron (cf. formula (16)) and 𝑣𝑚 the collision frequency (in s-1). The plasma conductivity is 
updated during the simulations by:[7] 

𝜎 =
𝑒 ∙ 𝑣𝑑 ∙ 𝑛𝑒

(𝐸 𝑛⁄ )𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 ∙ 𝑛0
 (19) 

𝑣𝑑 is the drift velocity of the electrons, calculated with Bolsig+, and (𝐸 𝑛⁄ )𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 is the reduced 

electric field in the previous time step. 

Finally, the power density, P, is obtained from the arc volume and the plasma power. The latter is 
simply obtained from the experiments (see main paper and see also Figure S.1 below). The arc 
volume, however, cannot easily be obtained from the experiments. Nevertheless, based on a 3D fluid 
plasma model, the movement of the arc in the GAP was simulated,[8] and it was revealed that the arc 
has a radius of about 1 mm. However, the temperature just outside the arc is still high enough to 
induce a plasma. Moreover, the 3D simulations were carried out for argon, and we may expect that 
the temperature outside the arc column is higher for a molecular plasma like CO2, because of the 
vibration-translation (VT) relaxations, causing a rise in temperature. Not much is known in literature 
about the effect of CH4 on these VT relaxations and the associated heating, but we can safely assume 
that the arc radius will be larger than 1 mm. In our simulations we assume an arc radius of 2 mm. 
Combined with the length of the cathode (10.20 mm) and anode (16.30 mm) and the inlet of 3 mm 
(see Figure 9 of the main paper), this yields a plasma volume of 0.37 cm3.  

Details of the chemistry set 

The chemistry set for the conversion of CO2 and CH4 (i.e., dry reforming of methane, DRM) in our 
GAP is based on the chemistry set for DRM in a DBD,[6] but extended with the vibrational levels of 
CO2. The latter are not included in the chemistry set of the DBD, because vibrationallly excited 
species have a negligible effect in a DBD, while they are crucial for the dissociation process of CO2 in 
a GAP, due to the lower values of the reduced electric field.[9,10] The vibrational levels of CH4 are 
limited to the first two levels, because it is known from literature that they have a much smaller 
population than the vibrational levels of CO2.[10]   

The various plasma species considered in the model are listed in Table S.1. The symbols ‘V’ and ‘E’ 
represent the vibrational and electronic excited levels of CO2, CO, O2, CH4 and H2. All 21 levels (V1-V21) 
of the asymmetric stretch mode of CO2 (00n), up to the dissociation limit of 5.5 eV, are included, 
because this asymmetric vibrational mode is the most important for energy-efficient dissociation of 
CO2.[10]  Besides the 21 levels of the asymmetric stretch mode of CO2, also four (combined) lower 
lying levels of the symmetric stretch and bending modes are included in the model. Only one 
electronically excited level of CO2 (E1), with a threshold energy of 10.5 eV, is considered, because the 



other low-lying energy levels immediately give rise to dissociation. The notation, energy and 
identification of all excited levels is given in Table S.2.  

 

Table S.1: Overview of the species included in the 0D model. An explanation of the notation of the 
excited species is given in Table S.2. 

Neutral molecules Charged species Radicals Excited species 

 electrons   
 

    

CO2, CO CO2
+, CO4

+, CO+, C2O, C, C2 CO2 (Va, Vb, Vc, Vd), 

 C2O2
+, C2O3

+, C2O4
+,  CO2 (V1-V21), CO2 (E1: 10,5 eV) 

 C2
+, C+, CO3

-, CO4
-  CO (V1-V10), CO (E1-E4) 

 

    

O2, O3 O+, O2
+, O4

+, O-, O2
- O O2 (V1-V4), O2 (E1-E2) 

 O3
-, O4

-   
 

    

CH4 CH5
+, CH4

+, CH3
+, CH3, CH2, CH CH4 (V1, V2) 

 CH2
+, CH+   

C2H6, C2H4, C2H6
+, C2H5

+, C2H4
+, C2H5, C2H3, C2H  

C2H2 C2H3
+, C2H2

+, C2H+   

C3H8, C3H6  C3H7, C3H5  
H2 H3

+, H2
+, H+, H− H H2(V1-V3), H2(E1), H(2P) 

 

    

H2O, H2O2 H3O+, H2O+, OH+, OH− OH, HO2  
CH2O, CH3OH,  CHO, CH2OH,  

CH3OOH  CH3O, CH3O2  

C2H5OH, C2H5OOH  C2HO, CH3CO  

CH3CHO, CH2CO  CH2CHO, C2H5O,  

  C2H5O2  

 

 

Table S.2: Notation, corresponding energy and identification of the excited levels considered in the 
model and listed in Table S.1. 

 Notation Energy (eV) Identification 

 

Symmetric vibration 

modes of CO2  

 

CO2 (Va) 

CO2 (Vb) 

CO2 (Vc) 

CO2 (Vd) 

 

0.083  

0.167  

0.252 

0.339  

 

(0 1 0) 

(0 2 0) + (1 0 0) 

(0 3 0) + (1 1 0) 

(0 4 0) + (1 2 0) + (2 0 0) 
 

    

Asymmetric vibration 

modes of CO2  

CO2 (V1) 

CO2 (V2) 

CO2 (V3) 

CO2 (V4) 

CO2 (V5) 

CO2 (V6) 

CO2 (V7) 

CO2 (V8) 

CO2 (V9) 

0.29 

0.58 

0.86 

1.14 

1.43 

1.70 

1.97 

2.24 

2.51 

(0 0 1) 

(0 0 2) 

(0 0 3) 

(0 0 4) 

(0 0 5) 

(0 0 6) 

(0 0 7) 

(0 0 8) 

(0 0 9) 



CO2 (V10) 

CO2 (V11) 

CO2 (V12) 

CO2 (V13) 

CO2 (V14) 

CO2 (V15) 

CO2 (V16) 

CO2 (V17) 

CO2 (V18) 

CO2 (V19) 

CO2 (V20) 

CO2 (V21) 

2.77 

3.03 

3.29 

3.55 

3.80 

4.04 

4.29 

4.53 

4.77 

5.01 

5.24 

5.47  

(0 0 10) 

(0 0 11) 

(0 0 12) 

(0 0 13) 

(0 0 14) 

(0 0 15) 

(0 0 16) 

(0 0 17) 

(0 0 18) 

(0 0 19) 

(0 0 20) 

(0 0 21) 
 

    

Electronically  

excited levels of CO2  

CO2 (E1) 10.5 1Δu 

 

    

Vibrational levels of CO CO (V1) 

CO (V2) 

CO (V3) 

CO (V4) 

CO (V5) 

CO (V6) 

CO (V7) 

CO (V8) 

CO (V9) 

CO (V10) 

0.266 

0.528 

0.787 

1.040 

1.300 

1.540 

1.790 

2.030 

2.270 

2.510 

 

 

    

Electronically excited 

levels of CO 

CO (E1) 

CO (E2) 

CO (E3) 

CO (E4) 

6.22 

7.90 

10.4 

10.6  

A3Π 

A1Π 

A3Σ, D3Δ, E3Σ, B3Σ 

C1Σ, E1Π , B1Σ, I1Σ, D1Δ 
    

    

Vibrational level of  

O2  

O2 (Vn) 

 

0.19 – 0.38 – 0.57 – 0.75  n = 1,…,4 

    

    

Electronically excited 

levels of O2  

O2 (E1) 

O2 (E2) 

0.98  

8.40 

A1Δ, B1Σ 

B3Σ 
    

    

Vibrational levels of  

CH4 

CH4 (Vn) 0.162 – 0.361  n = 1, 2 

    

    

Excited levels of H2 and H H2 (Vn) 

H2 (E1) 

H (2P) 

0.516 – 1.0 – 1.50 

8.9 

10.2 

n = 1, 2 ,3 

B3Σ 

    

 

Besides the difference in the importance of the vibrational levels between a DBD and a GAP, also the 
temperature is greatly different. In contrast to a DBD reactor, which operates (more or less) at room 
temperature, the temperature in a GAP is much higher (i.e., around 3000-3500 K, according to 3D 
simulations for argon).[8]  Thus, the temperature dependence must be accounted for in the reaction 
rate coefficients, compared to the DBD chemistry set of [6]. The rate coefficients, including their 



temperature dependence, are adopted from the NIST database (National Institute of Standards and 
Technology Chemical Kinetics Database).[11]  

 

Calculation of the fraction of gas passing through the arc column 

The total gas conversion in the GAP is defined by the conversion inside the arc column, multiplied 
with the fraction of gas passing through this arc column. In addition, the fraction of gas that does not 
pass through the arc column, can also thermally be converted, as explained in the main paper.  

The total CO2 conversion by the arc, accounting for the limited fraction of gas passing through the 
arc, is calculated by:  

χ𝐶𝑂2,𝑎𝑟𝑐
𝑡𝑜𝑡𝑎𝑙 (%) = (1 −

𝑄𝐶𝑂2,𝑎𝑟𝑐 + 𝑄𝐶𝑂2,𝑟𝑒𝑠𝑡

𝑄𝐶𝑂2,𝑟𝑒𝑎𝑐𝑡𝑜𝑟
) ∙ 100 % (20) 

𝑄𝐶𝑂2,𝑟𝑒𝑎𝑐𝑡𝑜𝑟, 𝑄𝐶𝑂2,𝑎𝑟𝑐 and 𝑄𝐶𝑂2,𝑟𝑒𝑠𝑡 are the particle fluxes (in s-1) of CO2 entering the GAP reactor, 

leaving the arc, and the flux of CO2 molecules that do not pass through the arc, and will thus not be 
treated by the plasma. These fluxes are calculated as follows:  

𝑄𝐶𝑂2,𝑟𝑒𝑎𝑐𝑡𝑜𝑟 = 𝑛𝐶𝑂2,𝑖  ∙ �̇� (21) 

𝑄𝐶𝑂2,𝑎𝑟𝑐 = 𝑛𝐶𝑂2,𝑒 ∙  𝑣𝑒 ∙ 𝐴𝑎𝑟𝑐 (22) 

𝑄𝐶𝑂2,𝑟𝑒𝑠𝑡 = 𝑄𝐶𝑂2,𝑟𝑒𝑎𝑐𝑡𝑜𝑟 − 𝑛𝐶𝑂2,𝑖 ∙ 𝑣𝑖 ∙ 𝐴𝑎𝑟𝑐 (23) 

𝑛𝐶𝑂2
 is the CO2 density (in m-3) and 𝑣 is the gas velocity (in m s-1). The indices 𝑖 and 𝑒 stand for the 

values at the beginning of the arc (hence at room temperature) and at the end of the arc (fixed at 

3500  K). �̇� stands for the volumetric gas velocity (m3 s-1) and 𝐴𝑎𝑟𝑐 is the cross section of the arc 
column, being equal to 12.57 mm2 (as the arc radius is 2 mm).  

Inserting these fluxes in Formula (20), and using the gas velocity at the beginning of the arc, as 
obtained from 3D simulations (i.e., 1.96 m/s), yields: 

χ𝐶𝑂2,𝑎𝑟𝑐
𝑡𝑜𝑡𝑎𝑙 (%) =

(𝑛𝐶𝑂2,𝑏 ∙ 𝑣𝑖 − 𝑛𝐶𝑂2,𝑒 ∙  𝑣𝑒) ∙ 𝐴𝑎𝑟𝑐

𝑛𝐶𝑂2,𝑖  ∙ �̇�
∙ 100 % 

⇔ 

χ𝐶𝑂2,𝑎𝑟𝑐
𝑡𝑜𝑡𝑎𝑙 (%) = χ𝐶𝑂2,𝑎𝑟𝑐(%) ∙

𝑣𝑖 ∙ 𝐴𝑎𝑟𝑐  

�̇�
 

                       = χ𝐶𝑂2,𝑎𝑟𝑐(%) ∙
1.96 m s−1 x 12.57x10−6 m2 

10 x 10−3 m3 min−1 (60 s min−1)⁄
 

               
                       = χ𝐶𝑂2,𝑎𝑟𝑐(%) ∙ 0.148 

 

 

Note that the same reasoning also applies to CH4. 

 

 

 

 

 



 

 

 

Extra information on the experimental results 

 

Figure S.1: Plasma power (left axis) and specific energy input (SEI; right axis) as a function of the CH4 
fraction in the mixture, showing that they are more or less constant in the entire gas mixing ratio. 

 

 

Figure S.2: H2/CO ratio as a function of the CH4 fraction in the mixture, showing a slightly more than 
linear increase. 
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Figure S.3: Relative contribution of the conversion inside the arc and the thermal conversion in the 
area around the arc to the overall conversion of CO2 and CH4, as a function of the CH4 fraction in the 
mixture. 

 

Extra information on the calculation results: Detailed analysis of the loss and 
formation processes of CO2 and CH4 

Loss and formation of CO2 

Figure S.4 illustrates the time-integrated rates of the major loss (a) and formation (b) processes of 
CO2, as a function of the CH4 fraction in the mixture. The solid lines represent contributions from the 
vibrationally excited levels of CO2, while the dashed lines (in the same color) indicate the same 
reactions from the ground state. It is clear from Figure S.4(a) that the reactions from the CO2 
vibrational levels are more important than those from the ground state, and that the reaction with H 

atoms (mainly from the vibrational levels, i.e., CO2(v) + H  CO + OH; black curve) is by far the 
dominant loss process. The reactions of CO2(v) with O atoms or any molecule M (red and blue curve) 
are only important at low CH4 fractions, where the H atom density is still low, and the O atom density 
is still high (cf. also Figure 6(a) from the main paper). Indeed, in the CO2/CH4 mixture, the O atoms 
will react with CH4 (and dissociation products, like H atoms), to form OH (and CH3) radicals, so their 
contribution in CO2 splitting drops.  

In spite of the fact that the reaction of CO2 with H atoms is by far the dominant one, its opposite 

reaction (i.e., CO + OH  CO2 + H) is nearly equally important, as shown in Figure S.4(b). The same 
applies, to a lower extent, for the opposite reactions of the collisions with O atoms or molecules M 
(cf. red and blue curves in Figures S.4(b)). Therefore, we need to look at the time-integrated rates of 
the net reactions (i.e., forward minus reverse reaction of the same kind) and they are plotted in 
Figure S.5. The same colors are used as in Figure S.4, for the sake of clarity. Furthermore, the total 
(time-integrated) net loss rate is also plotted. Note that the rates of the net loss reactions are plotted 



as negative values, while the net production reaction rates would occur as positive values. It is, 
however, clear from Figure S.5 that there is a net loss of CO2, for all gas mixing ratios investigated, 
and the loss rate rises with increasing CH4 fraction in the mixture. This explains the higher CO2 
conversion upon higher CH4 fraction in the mixture. The reaction of CO2 with H atoms is the most 
important net loss process, except at low CH4 fractions, where reactions with O atoms or molecules 
M are more important, but their contribution drops upon rising CH4 fraction. The fact that the net 
rate of the reaction with O atoms rises at 5 % CH4 fraction is because the rate of the opposite 
reaction (CO + O2 → CO2 + O) drops faster than the rate of the forward reaction (CO2 + O → CO + O2) 

upon addition of CH4. However, at larger CH4 fractions, the rate of the forward reaction also drops 
due to the lower O atom density in the plasma. Finally, the contribution of electron impact 
dissociation is not negligible, and seems to be independent from the CH4 fraction in the mixture. 

 

Figure S.4: Time-integrated rates of the most important loss (a) and formation (b) processes of CO2, 
as a function of CH4 fraction in the mixture. 



 

 

Figure S.5: Net time-integrated rates of the most important loss (and formation) processes of CO2, as 
well as the total net loss rate, as a function of CH4 fraction in the mixture. The loss processes are 
plotted with negative rates; the formation processes in principle with positive rates (but in this case, 
they are negligible). 

 

Loss and formation of CH4 

Figure S.6 illustrates the time-integrated rates of the main loss (a) and formation (b) processes of 
CH4. All the rates increase upon rising CH4 fraction. The forward and backward reactions (i.e., loss 
and formation processes, respectively) are again plotted in the same color, for the sake of clarity. It is 
clear that for some loss rates, the backward reaction is (nearly) equally important, so we need to look 
again at the net rates, plotted in Figure S.7 (again in the same color). The reactions plotted as 
positive values contribute to the net formation of CH4, while the reactions plotted as negative values 
again contribute to the net conversion (or loss) of CH4. It is clear from Figure S.6 that some reactions 
yield a net formation of CH4, especially the three-body reaction of CH3 radicals with H atoms (CH3 + H 

+ M  CH4 + M), while other reactions give a net loss of CH4, i.e., mainly the reaction of CH4 
molecules with OH or C2H3 radicals. The net CH4 loss rate is also plotted. It rises with increasing CH4 
fraction, which explains why the overall (effective) CH4 conversion indeed rises upon rising CH4 
fraction in the mixture, simply attributed to the rising CH4 concentration.  



 

Figure S.6: Time-integrated rates of the most important loss (a) and formation (b) processes of CH4, 
as a function of CH4 fraction in the mixture. 



 

Figure S.7: Net time-integrated rates of the most important loss and formation processes of CH4, as 
well as the total net loss rate, as a function of CH4 fraction in the mixture. The loss processes are 
plotted with negative rates, while the formation processes are plotted with positive rates. 
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