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A molecular dynamics (MD) study of MgxAlyOz thin films grown by magnetron sputtering is presented
using an ionic model and comparing two potential sets with formal and partial charges. The applicability
of the model and the reliability of the potential sets for the simulation of thin film growth are discussed.
The formal charge potential set was found to reproduce the thin film structure in close agreement with
the structure of the experimentally grown thin films.
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Materials science increasingly focuses on the design and under-
standing of materials at the atomic level. Atomistic simulations
contribute essentially to a better understanding in this field. Atom-
istic simulation techniques use either a classical mechanical ap-
proach, i.e. classical molecular dynamics (MD) and Monte Carlo
(MC) methods [1,2] based on using inter-atomic potentials; or a
quantum mechanical approach, i.e. Hartree–Fock (HF) and den-
sity-functional-theory (DFT) methods [3] based on electron-struc-
ture methods. Both HF and DFT techniques are computationally
very demanding and therefore limited to a rather small number
of atoms, i.e. molecules or clusters. The classical mechanical ap-
proach can be divided into two classes, i.e. either stochastic (i.e.
MC) or deterministic (i.e. MD) methods. The advantage of MD over
MC is that it gives additional information about the dynamics of
the system.

Classical MD methods are applied to a huge class of problems,
e.g. properties of liquids, defects in solids, fracture, surface proper-
ties, friction, molecular clusters, polyelectrolytes and biomolecules
[e.g. 4,5]. To calculate the dynamics of a classical many-body sys-
tem, Newton’s equations of motion are solved iteratively for each
atom [1,2]. The method is based on using inter-atomic potentials
to calculate the force acting on the atoms. Hence, the potential be-
comes the basic input for the simulation. Therefore, the application
of the MD method is limited by the ability to obtain high-quality
transferable inter-atomic potentials. Recently other techniques
that combine the classical and quantum mechanical approaches
have been developed, which apply the MD method to generate
atom trajectories by using forces obtained directly from electronic
structure calculations performed ‘on the fly’ as the simulation pro-
ceeds [6]. Such techniques, offer a very accurate representation of
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the interactions; but they are computationally very demanding
and their applicability is restricted to very small sizes of systems.

Time-scale is another main limitation of the MD method. Even
using currently available computer power, the MD simulations
rarely reach a ‘real time’ greater than 10–100 ns. This means that
events with low probability in such a time period cannot be simu-
lated by the MD method. For example, if applying the method to
solid-state diffusion, only systems with large diffusion coefficients
(greater than 10�9 cm2 s�1) can be effectively modeled [4].

The quality of the potential and the time-scale limitations ex-
plain the limited application of the MD method to the simulation
of metal oxide thin film growth [7–11]. However, the growth of
thin films implies that the modeled system not only has a large
number of atoms that increases during the simulation but also
the region of deposition is not well defined in space. Both of these
considerations present major obstacles for the application of the
accurate electronic structure calculations during the MD treatment
of the process.

We applied successfully a classical MD method to simulate the
growth of complex metal oxide (Mg–Al–O, Mg–Cr–O and Mg–Y–O)
thin films deposited by magnetron sputtering [11,12]. As a time
saving feature, two successive deposition steps occurred in a
time-scale of a ps, which means that the deposition rates calcu-
lated by the MD model were several orders of magnitude higher
than the experimental deposition rates. Despite this fact, the struc-
tural results from the simulations were in good agreement with
the data from X-rays diffraction (XRD) and transmission electron
microscopy (TEM) analyses of the experimentally deposited films
[11,12]. Our simulations showed that when energetic atoms are
deposited in a manner similar to that of the magnetron-sputter
deposition process it is safe to assume that the thermal diffusion
does not play a significant role in the simulation of the film growth
when the substrate temperature is low compared to the activation
energy barriers for surface diffusion [11]. It was observed that the
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Table 1
Potential parameters of cation–anion and anion–anion interactions for the two
potential sets with formal [19] and partial charges [20].

i–j A
(eV)

q
(Å)

C
(Å6 eV)

Mg2+–O2- 1279.69 0.29969 0.0
Al3+–O2� 1374.79 0.3013 0.0
O2�–O2� 9547.96 0.21916 32.0

Mg0.945+–O0.945� 32 586 0.178 27.32
Al1.4175+–O0.945� 28 480 0.172 34.63
O0.945�–O0.945� 6463.4 0.276 85.22
Mg0.945+–Mg0.945+ 17 650 254 0.080 8.76
Mg0.945+–Al1.4175+ 22 981 293 0.074 11.10
Al1.4175+–Al1.4175+ 31 574 470 0.068 14.07
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incident ion energy is dissipated in the first few ps and that this is
the time-scale in which the ion-induced displacement events are
completed. This observation is in agreement with the study of
the atomistic processes induced by normally incident energetic
Pt atoms in metal film growth by Adamovic et al. [10]. Hence,
the fast deposition simulated by MD can be justifiable in the
low-temperature deposition regime, where thermally activated
processes are exponentially suppressed, if the energetic deposition
flux, which enhances the surface diffusion, plays a dominant role
for the film growth compared to that of the thermal surface
diffusion.

Therefore, in this Letter we focus on the importance of the other
limitation of the MD model, i.e. the inter-atomic interaction poten-
tial. Potentials can be derived from first principles by electron-
structure methods, empirically by fitting to experimentally mea-
sured crystal properties or by semi-empirical procedures. How-
ever, potentials derived by fitting to bulk have poor performance
in describing surface interactions. Furthermore, the empirically fit-
ted potentials represent well the energy at typical inter-ionic dis-
tances in the crystal because their parameters are fitted to
perfect lattice distances. However, the reliability of this type of
potentials is uncertain at other distances. For this reason there
have been considerable efforts in developing theoretical methods
for deriving inter-atomic potentials. A good review on the ionic
potentials, ways of deriving their parameters and a discussion
about the difficulties to produce high-quality transferable poten-
tials can be found in Refs. [13,14]. In this Letter we show that the
particular ionic potential, although simple and fitted to the bulk
structure could be used also to describe the surface interactions.

The methodology used to simulate the deposition of thin films
by the MD model is described in detail in our previous work
[11]. The MD package DL_POLY [15] is used to simulate the deposi-
tion of atoms. A driving program is written, which automates the
deposition and relaxation. The size of the initial substrate was cho-
sen in a way that each dimension would be at least twice the cut-
off, which is set to 8 Å [11]. We found that such a small system can
be used for fundamental prediction of the structure, while a larger
system can be used to study details. The simulated films on a larger
substrate showed polycrystalline columnar structure, presence of
defects and grain boundaries, in agreement with the experimen-
tally deposited films [11]. However, the crystallinity predicted by
the study of the small system was also found back in the larger sys-
tem. The advantage of studying a smaller system is the compara-
tively short CPU time needed to complete the simulation. Indeed,
deposition on the small substrate as described in this Letter took
2 weeks, while if we increased the substrate surface four times,
the CPU time for deposition of the same thickness thin film in-
creases to 4–5 months.

In the present study a classical pairwise ionic potential [16] de-
scribes the interactions between atoms:

Vij ¼
qiqj

4pe0rij
þ A exp � rij

q

� �
� C

r6
ij

where qi, qj are the charges of atoms i and j, rij is the distance be-
tween the atoms, and A, q and C are parameters fitted for each pair
of ions. The first term is the Coulombic interaction, the exponential
term represents the short-range repulsion and the dispersion term
(�r�6

ij ) accounts for van der Waals attraction. The electrostatic inter-
actions were evaluated by the Ewald summation technique [17],
which was applied to three-dimensional (3D) periodic boundary
conditions [11]. The MD package DL_POLY implements the Smoothed
Particle Mesh Ewald method of Essmann et al. [18], which is a mod-
ification of the standard Ewald method.

The present ionic model was tested by applying two potential
sets, i.e. with formal charges (FC) [19] and partial charges (PC)
[20] to investigate the growth and structure of MgxAlyOz thin films
at different metal content x/(x + y) of x Mg and y Al; z is defined
from the electro-neutrality requirement of the system. Mg, Al
and O ions in different ratios are deposited one by one on a crystal-
line MgO (1 0 0) surface. The parameters for the cation–anion and
anion–anion interactions and the charges of the ions of the two po-
tential sets are presented in Table 1. In the FC potential set the cat-
ion–cation interactions are assumed to be purely Coulombic, i.e.
the short-range parameters are 0 [16]. The short-range cation–cat-
ion parameters in the PC set are presented in Table 1. It should be
noted however, that the contribution of the cation–cation short-
range interaction is very weak and close to 0 at inter-atomic dis-
tances above 1.2 Å.

The FC potential yielded a structure of the MgxAlyOz films in
very close agreement with the structure of the experimentally
deposited films as was discussed in detail in Ref. [11]. The crystal-
linity of the simulated films was analyzed by the calculated pair ra-
dial distribution functions (RDFs) for the bulk film, i.e. the layers
close to the substrate and the free surface were excluded. The
snapshots of the deposited films at different Mg metal content
using the FC and PC potential sets are compared in Fig. 1a and b,
respectively.

Fig. 2 presents the calculated pair Mg–O and Al–O RDFs for the
films presented in Fig. 1. The Al–O RDF in a MgAl2O4-spinel crystal
is also presented in Fig. 2b for comparison. The deposited MgO film
had a structure identical to the structure of the MgO (cubic, S.G.
Fm�3m), which was used as a reference. The RDF of a crystal struc-
ture has a profile with several peaks corresponding to the lattice
positions of the atoms while the RDF of an amorphous structure
has a profile typically consisting of one peak at the bond length be-
tween the two atoms and smoothing down to the value of one fur-
ther away.

The simulation results with FC potential set (Figs. 1a and 2a)
showed a transition in the film from a crystalline to an amorphous
structure, when the Mg metal content decreases below 50%. Fur-
thermore, the crystalline MgxAlyOz films have a structure of MgO
with Al in solid solution. Indeed, the RDFs of the films with 80%,
60% and 50% Mg have a profile very similar to the profile of the
MgO film, which represents the MgO crystal (Fig. 2a). Only the
intensity of the peaks decreases with a decrease of the Mg concen-
tration. Both of these simulation observations were confirmed by
XRD and TEM analyses of the experimentally deposited films [11].

The simulation results with the PC potential set (Fig. 1b and 2b),
on the other hand, show that all deposited films have a crystalline
structure in contrast with the simulation results using the FC po-
tential. Hence, although the PC potential was used successfully to
simulate the structure and bulk moduli of a number of crystals
[20], it seems not to be appropriate for the simulation of deposition
especially when ionic crystals are considered. We think that the
reason for the poor agreement with the structure of the experi-
mentally deposited films may be due to the fact that the PC poten-



Fig. 1. Snapshots of simulated MgxAlyOz thin films grown on a MgO (1 0 0) substrate by a MD method with FC (a) and PC (b) potential sets. The snapshots presented in (a) are
reproduced from Ref. [11] with kind permission of IOP Publishing.
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tial does not represent the ionic and covalent bonds in correct pro-
portions, as will be discussed below.

Fig. 3a presents the total Mg–O, Al–O and O–O pair potentials
calculated using the FC and PC models as a function of inter-ionic
distances. It is clear that the energies calculated by the PC potential
set (dashed lines) are four times lower than the corresponding
energies calculated by the FC potential set (solid lines) at the typ-
ical inter-ionic distances of 2 Å. Indeed, this is attributed to the fact
that the partial charges in the PC model are almost half of the cor-
responding formal charges and keeping in mind that the Coulomb
energy contribution for ionic systems is an order of magnitude
greater than the short-range energy contribution at the bond
length distances [21].

Fig. 3b compares the Coulomb and short-range (van der Waals)
attraction terms for the Mg–O and Al–O pairs using the PC model.
The short-range repulsion term for the same pairs using the FC and
PC models is compared in Fig. 3c. The Coulomb contribution in the
FC model is about four times as large as the corresponding contri-
bution in the PC model and is therefore not presented in Fig. 3b.
Next, the short-range attraction term in the cation–anion interac-
tion in the FC model is zero, i.e. the van der Waals or dispersion
term is neglected [16] and the parameter C is 0 (see Table 1). When
partial charges are assigned to ions, the contribution of the disper-
sion term assumes unphysical values at low inter-atomic distances
(Fig. 3b) [22]. Therefore, the short-range repulsion term increases
too (Fig. 3c) and the total potential is more repulsive in case of
the PC model as is shown in Fig. 3a, i.e. the surface diffusion is ex-
pected to be hindered. We calculated the energy barriers for MgO
dimer diffusion for the two potential sets using a temperature
accelerated dynamics (TAD) code. The TAD method [23] acceler-
ates the diffusion by heating the system for a short time and stud-
ies possible diffusion paths. The energy barriers are calculated with
the nudged elastic band method, using a dimmer approach [24,25].
We found, for example, that the Mg and O interlayer exchanges
have energy barriers of 0.48 and 1.6 eV, respectively if the PC set
is used. If the FC set is used, the Mg interlayer exchange happens
into two stages each of which has energy barriers of 0.32 and
0.46 eV, respectively. In the first stage, the Mg adion moves to a
hollow site and pushes the Mg ion below the O adion. In the second
stage, the Mg adion moves further below the O adion and the
pushed Mg ion moves half hop. The O exchange follows similarly
two stages with energy barriers of 0.49 and 0.3 eV, respectively.
Hence, the energy barriers calculated by the FC set are indeed
smaller than the corresponding values calculated by the PC set.
In addition, the exchange processes observed in case of the FC
set occur in two stages similar to the results found in the DFT study
of MgO dimmer diffusion [26]. The energy barriers calculated by
the FC set are also found to be in reasonable agreement with the
energy barriers calculated by the DFT study [26].

An ionic model with partial charges can be used to handle some
degree of covalence in systems such as silicates [27] or transition
metal oxides [28]. However, MgO is known to exhibit a high degree
of ionicity as it was found by Phillips definition [29] as well as by
detailed HF calculations [30]. Although there is an inherent prob-
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lem in a clear definition of ionicity and covalency because of the
several distinct forms that appear in such ideas [30] and because
of the difficulty to transform a qualitative concept to a quantita-
tive, mathematical formula [29], we could conclude following
either Phillips [29] or Pauling [31] definition of ionicity of a single
bond, that both Mg–O and Al–O exhibit a high degree of ionicity.
Therefore, considering the partial charge to be only half of the for-
mal charge (see Table 1) would not be a good approximation when
the Coloumb contribution to the total configurational energy is
essential as in the case of ionic crystals.

It is clear that an accurately calculated energy surface is crucial
for the simulation of thin film deposition. In this sense, DFT calcu-
lations of MgO addimer diffusion on a MgO surface [26] showed
that partial charge models with parameters calculated from DFT
could give a better representation of ab initio energy surfaces than
those using the formal charges expected from simple chemical va-
lence considerations. However, the calculated charges of Mg and O
ions of +/�1.7e in Ref. [26] are not very different from the formal
charges of +/�2e in comparison to the charges in the PC potential
set adopted from Ref. [20].

In conclusion, two potential sets, i.e. based on PC and FC models,
were used to study the growth of MgxAlyOz thin films by a classical
MD method. The importance of the potential for the simulation re-
sults was demonstrated. We found that the ionic model with for-
mal charges is successful in the simulation of thin film growth by
magnetron sputtering.
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