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ABSTRACT: We have computationally investigated the
introduction of copper elemental particles in an inductively
coupled plasma torch connected to a sampling cone, including
for the first time the ionization of the sample. The sample is
inserted as liquid particles, which are followed inside the entire
torch, i.e., from the injector inlet up to the ionization and
reaching the sampler. The spatial position of the ion clouds
inside the torch as well as detailed information on the copper
species fluxes at the position of the sampler orifice and the
exhausts of the torch are provided. The effect of on- and off-
axis injection is studied. We clearly show that the ion clouds of
on-axis injected material are located closer to the sampler with
less radial diffusion. This guarantees a higher transport efficiency through the sampler cone. Moreover, our model reveals the
optimum ranges of applied power and flow rates, which ensure the proper position of ion clouds inside the torch, i.e., close
enough to the sampler to increase the fraction that can enter the mass spectrometer and with minimum loss of material toward
the exhausts as well as a sufficiently high plasma temperature for efficient ionization.

The inductively coupled plasma (ICP) is the most popular
ion source in analytical chemistry for elemental mass

spectrometry (MS).1 The sample to be analyzed is introduced
with a carrier gas and will undergo several processes such as
desolvation, vaporization, diffusion, ionization, and excitation in
the plasma. Although, these individual processes are difficult to
experimentally measure, several studies have been performed to
investigate the material transport through the ICP to improve
the analytical capabilities of ICPMS, both experimentally2−25

and computationally.26−46

Hieftje and co-workers introduced isolated, monodisperse
droplets of a sample to measure droplet desolvation rates in
flames.2 Later on, Olesik investigated the fate of individual
sample droplets in an ICP. He applied a monodisperse dried
microparticulate injector (MDMI) and studied the diffusion
process of a single element (Sr) after injection of droplets or
particles from dried droplets by means of laser-induced
fluorescence3 and side-on optical emission spectroscopy.4

Kinzer and Olesik5,6 as well as Lazar and Farnsworth7,8

observed that the addition of high concentrations of
concomitant species leads to a decrease in the number of
analyte ions produced from each droplet of the sample solution.
Olesik and co-workers also studied the correlations between the
number of scattering events from an individual incompletely
desolvated droplet and the increase in atom emission intensity
and decrease in ion emission intensities.9 Monnig and
Koirtyohann10 showed that the completion of the aerosol
droplet vaporization can explain the transition from the initial
radiation zone to the analytical zone of the ICP.
Houk and co-workers11−14 studied the trajectory and

diffusion of analytes during their transport through the ICP.

They made a comparison between wet droplets and solid
particles by measuring the emission from vapor clouds
surrounding the aerosol droplets or particles.12,13 Several
groups also compared the dried solution aerosols from a
microconcentric nebulizer with solid particles from laser
ablation.14−16 Moreover, the droplet velocities in the ICP
were determined from particle image velocimetry and particle
tracking velocimetry.15

Niemax and co-workers showed that the spatial positions of
analyte atomization and ionization depend on the injector gas
flow rate, the droplet diameter, and the amount of analyte.16−19

This study was performed by means of end-on and side-on
optical emission spectroscopy (OES) and applying mono-
disperse microdroplets (MDMDs). The position of atomization
determines the size of the analyte cloud at a particular position.
In fact, this is crucial for ICPMS since the size of the analyte ion
clouds determines the detection efficiency.
Günther and colleagues investigated the vaporization process

of laser-produced aerosols and the subsequent diffusion losses
inside the ICP using 2D OES and ICP-quadrupole (Q)MS of
individual particles.20,21They reported that larger particles may
vaporize incompletely or at different axial positions inside the
ICP because of composition-dependent melting and vapor-
ization enthalpies.22 This variable size of atom/ion clouds in
front of the MS interface yields nonrepresentative ion
extraction.
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It is clear that, in order to optimize the ion transport
efficiency through the ICP toward the sampler orifice, several
parameters have to be taken into account, such as the size and
mass of the analyte droplets, the diffusion rates of the elements
studied, the gas flow rates, the applied power, the diameter of
the injector inlet, the position of the sampler, as well as the
diameter and the pressure drop at the sampler orifice.23−26

However, the challenge is that these parameters all depend on
each other. The effect of the individual parameters can,
however, be unraveled by computational investigations, taking
into account all important physical processes involved, to
support the experimental optimization.
The first model for the “spectrochemical ICP”, as a

modification of Miller’s model27 was developed by Barnes et
al.28 Miller27 solved a 2D energy equation with 1D electro-
magnetic field equations to calculate the 2D temperature field
in the torch. Subsequently, Barnes et al.28 predicted the
temperature and velocity fields and the plasma and analyte
emission profiles. However, these models did not account for
the local cooling of the plasma due to the presence of particles
or aerosols. The first model for studying the plasma-particle
interaction was developed by Boulos.29 On the basis of this
model, Mostaghimi et al. investigated the flow and temperature
fields in the ICP,30,31 and these simulations were combined
with experiments in collaboration with Barnes.32,33 However,
the operating conditions were not always applicable to
analytical chemistry purposes and the ICP torch was not
connected to a MS interface, so the relevance for ICPMS was
limited.
Benson et al. computationally investigated the droplet

heating, desolvation, and evaporation in an ICP.34,35 The
total desolvation rate of sample droplets in an argon ICP as well
as the trajectories of the particles through the plasma
considering droplet−droplet interaction were studied. Horner
and Hieftje36 also studied particle melting, boiling, and
vaporization inside the ICP torch, in which particles were
assumed to travel along the ICP symmetry axis without
significant scatter. However, in all these particle transport
modeling studies,34−36 the initial set of plasma conditions was
needed as input by means of a separate code. Therefore, the
energy loss by the plasma due to droplet evaporation could not
be taken into account because of the separate modeling. Shan
and Mostaghimi37 developed a model to study the plasma
behavior within the ICP torch as well as the droplet desolvation
and trajectories. In order to determine the droplet trajectories
and collisions, a stochastic technique combined with the Monte
Carlo method was applied. However, ionization and the
presence of the MS interface were not included in this
model. Spencer et al.38,39 presented the first model to describe
the effect of the sampler cone in ICP-MS, yet the upstream
density and temperature gradients and plasma formation were
not included in these models.
The first “self-consistent” model for an atmospheric pressure

ICP, operating at typical analytical chemistry conditions,
including ionization, was presented by Lindner and Bogaerts.40

In this model, the transport parameters were for the first time
calculated self-consistently for the gas mixture under study,
because the above-described models typically apply transport
parameters (e.g., viscosity) from the literature. Therefore, the
applicability of this model is not limited to specific mixtures for
which the data (i.e., species and relative concentrations) are
known. Especially the ionization degree is dependent on the
actual composition of the plasma, which strongly affects the

transport parameters. Note that the transport parameters of the
species are adopted from the literature for the pure elements,
but in the model, by means of a kinetic model, these input data
are used to calculate the corresponding values for the actual
composition of the plasma, i.e., a mixture of coper and argon in
this study. This makes it possible to apply the model to a wider
variety of gas mixtures, including carrier gas and sample
material.
Subsequently, we modeled the ICP torch connected to a MS

interface cone, considering the large pressure drop from
upstream to downstream (i.e., 1 atm to 1 Torr).41 This
model showed for the first time the effect of the presence of a
cooled, grounded sampler and of the sudden pressure drop
behind it on the plasma characteristics. We performed
calculations for a wide range of gas flow rates and applied
power and also for various sizes of the injector inlet and
sampler orifice.42,43 In order to optimize the flow behavior
inside the ICP torch, recirculation of the gas flow was
specifically investigated.44 Furthermore, a model for elemental
particles, where chemical reactions do not play a role, was
recently built.45 This case is relevant for LA-ICPMS, where the
sample is injected as ablated elemental particles. The inserted
particles were tracked through the ICP torch, up to the
evaporation step.45

In the present work, for the first time, the ionization of
elemental particles is included in the model. Copper particles
are taken as a case study and injected from the central inlet. By
means of this model, we are now able to track the particles to
determine their position, their phase (liquid, vapor, or ionized),
velocity, and temperature, both in the ICP torch and at the
sampler orifice. More specifically, the shape and position of the
ion clouds, originating from the Ar flow as well as from the
inserted sample material, are determined inside the torch,
which is of interest for emission spectrometry studies as well as
for mass spectrometry. With the term “ion cloud” we refer to
the sum of the ion clouds from individual particles, which
includes both diffusion and the different radial paths that the
particles take through the plasma. Note that the model
describes the injected material transport up to the sampling
cone, but the rest of the ion transport inside the mass
spectrometer is not included in the current model. Moreover,
as only elemental particles are considered, the model is more
applicable to laser ablation (LA)-ICPMS than to ICPMS in
general. With this model, any deviation from the central axis as
well as any early/late evaporation along the torch are indicated,
which are caused by nonoptimal operating conditions. The
effects of injection position, applied power, and carrier gas flow
rate are studied and the computational results are compared
with experimental data from the literature as much as possible,
to validate the model and to explain the experimental
observations.

■ COMPUTATIONAL MODEL
The model is a 2D axisymmetric model, based on solving
partial differential equations for the gas flow dynamics (i.e., the
Navier−Stokes equations), coupled with the energy conserva-
tion and Maxwell equations. It is built within the commercial
computational fluid dynamics (CFD) program FLUENT 16.0.0
(ANSYS). A validation of this model by experiments was
provided in refs 44 and 46. Typical calculation results obtained
with the model include the gas flow behavior as well as the
plasma temperature and electron density profiles.41−44 The
accuracy of the model is tested in ref 46 by comparing our
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calculation results with experimental data. This indicated a
deviation of 3% in the temperature. Furthermore, the calculated
thermal conductivities are compared with the values obtained
from experiments.47−49 The data are in good agreement
(typically less than 5% deviation) for both the pure elements as
well as for the example mixture of 50% He and 50% Ar (mole
fraction). The maximum deviations reach values of about 10%,
which is similar to deviations of the data given in, e.g., ref 50
with respect to ref 49. The deviations appear in the range where
significant ionization is present. The exact determination of the
uncertainties in the model is, however, not possible, because
there are many input data, all with their own uncertainties, but
the latter are typically also not known. Because of the huge
complexity of the model, the quantitative values should be
considered with caution, but we believe that the trends
predicted by the model are reliable and that the correct physics
and chemistry is captured by the model.
In order to study the material transport through the ICP, the

sample introduction is modeled with a so-called “discrete phase

model” (DPM).45 The trajectory of each droplet is calculated
by integrating the force balance acting on the particles. Besides
their transport throughout the torch, the particles in liquid
phase will undergo heating, vaporization, boiling, and finally
ionization. For the elemental particles, a heat and mass balance
equation is applied, which relates the particle temperature to
the convective and diffusive heat transfer and calculates the
mass transfer to the vapor phase by means of a vaporization
rate based on thermodynamic relations.45 The heat lost or
gained by the particle as it traverses each computational cell
also appears as a source or sink of heat in the subsequent
calculation of the energy equation in the so-called “continuous
phase model” (CPM). Note that the fractal shape of the
particles, as well as the radiative heat transfer from the plasma
to the particles, is ignored in this calculation.
Once the injected material is in the gas phase, it will be

treated as individual atoms in the same way as for the carrier
gas, i.e., by solving the Navier−Stokes equations and the Saha−
Eggert equation to calculate the ionization degree of the sample

Figure 1. Calculated transport properties of the gas mixture, as well as argon and copper mole fractions, for an applied power of 1400 W and a
carrier, auxiliary and cooling gas flow rate of 1.2, 1.2, and 16 L/min, respectively.
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material at the local plasma temperature, assuming local
thermodynamic equilibrium (LTE). From the ionization degree
and the (mass and charge) conservation equations, the number
densities of electrons and of the atoms and ions of the sample
material can be calculated. It is justified to apply the LTE
condition to the plasma. A direct comparison between
simulation and experiment was performed, as discussed in
detail in ref 46. By means of end-on ICP optical emission
spectroscopy, we collected the light from different areas in the
plasma and compared it with the simulation results. The plasma
temperature inside the central channel was experimentally
determined from the end-on collected line-to-background ratio.
The calculated and measured values for the plasma temperature
were found to be in good agreement (i.e., within 3% deviation).
In fact, the plasma is operating at atmospheric pressure. Thus,
characteristic collision times are in the order of 10 ps, while one
period of the rf-field takes a few ten nanosecons. Thus, on the
order of 1000 collisions with atoms taking place per electron
during one oscillation of the rf field. In contrast to dc
discharges, electrons do not gain energy on average if they do
not undergo collisions since the oscillating electric field
accelerates and decelerates them in the same way during one
period. This means that close-to LTE conditions can be
achieved. Although the assumption of LTE is not fully correct,

the use of a two-temperature model does not necessarily yield
significantly different temperatures for electrons and heavy
species.51 Therefore, we believe that the assumption of LTE is
quite comparable to the accuracy of non-LTE models for the
present plasma. LTE, in particular, has the advantage that the
model can be more easily formulated consistently and it
requires less other assumptions (e.g., on power coupling and
energy transfer from electrons to atoms and ions) and/or
(sometimes imprecise) parameters. Using the capabilities of
LTE simulations for thermochemical processes in an ICP,
Pupyshev et al.52 calculated the formation efficiencies of singly
and doubly charged ions of 84 elements within the temperature
range of 4000−10 000 K by steps of 500 K, which showed good
agreement with experimental data. Moreover, a two-temper-
ature computational model53 for an rf ICP torch, applied to
monatomic gases, indicated that deviations from LTE were
relatively small at atmospheric pressure, i.e., within ∼5% for the
bulk plasma, up to ∼10% for the areas close to the torch walls,
but at reduced pressure substantial deviations from LTE were
noted, i.e., ∼20−30%. As the present model is applied to
atmospheric pressure, we believe the LTE approach is
sufficiently valid.
The ionization model is added to FLUENT as a self-written

code. For any injected material, several material parameters are

Figure 2. General calculation results of copper droplet introduction, with diameter of 1 μm and flow rate of 100 ng/s injected from the whole width
(2 mm) of the central inlet, for an applied power of 1400 W and a carrier gas flow rate of 1.2 L/min: 2D profile of (a) coupled power density, (b−d)
Ar0, Ar+, and Ar2+ number density, (e) plasma temperature, (f−h) Cu0, Cu+, and Cu2+ number density.
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needed, both in liquid and gas phase. Some parameters, i.e., the
viscosity, thermal conductivity, and diffusion coefficients, are a
function of the local gas composition and plasma temperature
and are again inserted in the model as self-written codes. The
plasma species considered in the model are atoms, singly and
doubly charged ions for Ar and Cu, as well as electrons. The
diffusion coefficient of copper particles (up to evaporation) in
Ar gas is adopted from ref 54 as a function of temperature.
More details about the calculation of the transport properties
are provided in refs 40 and 45. Figure 1 shows the thermal and
electrical conductivity, specific heat, viscosity, diffusion
coefficients of Cu and Ar, and the Cu and Ar mole fractions,
as calculated for the actual temperature and gas composition
inside the entire torch, at 1400 W power and 1.2, 1.2, 16 L/min
flow rate of carrier gas, auxiliary gas, and cooling gas,
respectively. To implement the DPM into the CPM of the
ICP, a FLUENT model is built including the injection
properties, material parameters, and the physical models
applicable for elemental particles. After obtaining convergence
for the Ar plasma properties, we introduce the particles. In each
iteration, the exchange of mass, momentum and energy
between plasma and particles is calculated and both the DPM
and CPM are updated. Finally, the ion clouds are tracked along
the torch, providing also information on the number density of
each species at the sampler orifice, which yields the transport
efficiency of elemental particles.
Note that in order to apply the DPM to our calculations, the

introduced sample needs to be in a fluid phase, either liquid or
gas. Therefore, in this work, we introduce pure copper material
using liquid injection, but the particles are introduced at room
temperature and the transport properties are calculated based
on the temperature of the Ar flow. Therefore, the particles are
treated with the transport properties of first solid phase (300−
1357 K) and then liquid phase (>1357 K). In other words,
“quasi-particles” are introduced and carried with the gas flow,
up to reaching the vaporization point. It should be realized that,
because the particles are introduced in liquid phase, the energy
exchange at melting point is not included. This assumption is
justified, because the latent heat of melting for copper (203.5
kJ/kg) is much smaller than the latent heat of vaporization
(5310 kJ/kg) and melting can thus be ignored in our
calculations, while the quasi-particles still undergo heating,
starting from room temperature, i.e., as solid phase. Note that
in the rest of the manuscript, we will simply call them
“particles”.

■ RESULTS AND DISCUSSION
General Calculation Results. All calculation results will be

illustrated for copper particles with a diameter of 1 μm, inserted
at the central inlet with 2 mm width, at a flow rate of 100 ng/s.
They are tracked through the torch up to the sampler position
(i.e., 41.5 mm distance from the central inlet). The total applied
power is varied between 600 and 1600 W and the carrier gas
flow rate ranges between 0.4 and 1.6 L/min. The auxiliary and
cooling gas flow rates are kept at 1.2 and 16 L/min,
respectively.
Figure 2 shows the 2D profiles of coupled power density and

temperature inside the plasma (a,e) as well as of the argon and
copper species number densities, i.e., Ar, Ar+, and Ar2+ (left
column; b,c,d), and Cu, Cu+, and Cu2+ (right column; f,g,h) for
an applied power of 1400 W and a carrier gas flow rate of 1.2
L/min, which are typical conditions of interest for ICPMS.55

We showed before45 that a mass loading flow rate up to 100

μg/s has only a minor effect on the plasma temperature profile.
Therefore, the plasma temperature shown in Figure 2d is
almost the same as for pure Ar (see, e.g., ref 44), as we use a
mass loading flow rate of 100 ng/s for pure copper particles in
this study. This value is based on laser ablation studies and
taken from experimental values of femtosecond-laser ablation of
copper cells for a long washout time.56 For aqueous analyte
solutions, feed rates up to 0.1 g/min (or 1.7 mg/s) are used,
and even for these flow rates, it was reported that the plasma
temperature is not affected by the sample introduction.16−18

The species number density profiles shown in Figure 2 are
plotted on a logarithmic scale, and not in the same scale, in
order to clearly show the maximum values of each species
inside the torch. It is clear that most of the argon ionization
takes place in the coil region, where the external power is
mostly coupled to the gas flow and the maximum temperature
is reached, see Figure 2a,c−e. In the case of copper ionization,
the maximum is closer to the central axis, as the copper
ionization potential is much lower than that of argon (i.e., 7.73
eV vs 15.76 eV) and the ionization can thus take place at lower
temperature.
Looking at the absolute values, it is clear that the Ar gas

atoms are by far the most abundant (Figure 2b). Their number
density when entering the torch is 2.4 × 1025 m−3,
corresponding to atmospheric pressure and room temperature.
However, inside the plasma, their number density drops to
around 6 × 1023 m−3 due to the high temperature, and its
volume integrated value over the entire torch is 7.9 × 1024 m−3.
The Ar+ ion number density (Figure 2c) reaches a maximum of
1.7 × 1022 m−3, with a volume integrated value over the entire
torch of 2.6 × 1021 m−3. This indicates that the ionization
degree of Ar, at the position of maximum ionization (i.e., the
position of maximum power coupling and maximum temper-
ature, i.e., 10 200 K) is about 2.8%. This is in reasonable
agreement with the calculated results from ref 52, where the
ionization degree at 10 000 K for argon is stated to be 2.08%
and at 9500 K as 1.20%. However, integrated over the entire
torch region, the ionization degree of the Ar gas is about
0.033%. The maximum Ar2+ ion number density (Figure 2d) is
only about 1.9 × 1014 m−3, hence 8 orders of magnitude lower
than the maximum Ar+ ion number density. Thus, a negligible
fraction of the Ar+ ions is further ionized into Ar2+ ions. This is
logical, because of the high second ionization potential of Ar
(i.e., 27.7 eV). Although the doubly charged ions are negligible
in terms of total composition of the plasma, they still might be
significant enough to be detected. Moreover, when low
concentrations of analyte are being measured, these signals
reduce the analytical signals from elements at the same mass
per charge ratio and cause spectral interferences in
ICPMS.57The number density profile of the Cu atoms (Figure
2f) can be explained from the evaporation process and the Ar
gas flow path lines, as illustrated in Figure 3. In this figure the
trajectory of the three Ar gas flows originating from the central,
intermediate, and outer inlets are plotted in black, violet, and
orange, respectively. The mass transfer rate of the Cu particles
to the gas phase is also shown and indicates that the copper
particles do not all evaporate at the same radial and axial
position (see separate regions of maximum mass transfer rate).
The Cu particles injected from the outer region of the inlet
(also called “off-axis”) follow different path lines of the Ar gas
flow than the ones which are injected from the central region of
the inlet. Indeed, the particles injected “off-axis” move away
from the central axis, and they experience the hotter regions in
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the plasma earlier and therefore start to evaporate earlier, while
the ones that stay on axis, go more straight and will evaporate
more downstream of the torch. A detailed discussion about the
Ar path lines, their radial expansion, and backward motion can
be found in refs 41, 44, and 45.
As a result of the different positions of Cu evaporation, two

maxima can be observed in the Cu atom density profile of

Figure 2f. The initial source of atomic Cu is close to the central
axis, where the evaporation takes place (see Figure 3), and
therefore some “local maxima” (light green contours) are
observed near the end of the cool central channel. However,
because of the diffusion of Cu atoms into the Ar flow, and
following the path lines of the auxiliary gas flow (see Figure 3),
the Cu atoms also expand in the torch with the backward
motion of the Ar gas flow. As a consequence, the maximum Cu
atom density (around 6.3 × 1018 m−3) occurs close to the
inlets, due to the backward motion of the gas flow, at the same
place as for the Ar atom density. The plasma temperature is
here near room temperature, so ionization does not take place.
From this region, the Cu atoms are carried by the cooling gas to
the outer exits of the ICP or by the auxiliary gas to the center
and toward the sampler.
The Cu atom number density, volume integrated over the

entire torch, is 1.13 × 1018 m−3. This indicates that the Cu
atoms are more than 6 orders of magnitude less abundant than
the Ar gas atoms in the plasma. At higher mass loading flow
rates, this ratio will of course increase accordingly. In spite of
this much lower Cu density, the Cu+ and Cu2+ ions are not so
much less abundant than the Ar+ and Ar2+ ion densities, as is
illustrated in Figure 2g,h. At the central axis, the Cu+ and Cu2+

Figure 3. 2D profile of the mass transfer rate of copper droplets to the
gas phase, as well as 2D trajectories of the Ar gas flows originating
from the central (black), intermediate (violet), and outer (orange)
inlets.

Figure 4. Fluxes for (a) Ar0, (b) Ar+, (c) Ar2+, (d) Cu0, (e) Cu+, and (f) Cu2+ and (g) temperature at the sampler orifice as a function of radial
position.
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ions reach their maximum density near the sampler, but they
also show a second maximum in the region of maximum coil
power and maximum temperature, like in the case of Ar. The
maximum Cu+ ion density is about 2.4 × 1018 m−3 (see Figure
2g), and their volume integrated density is 1.4 × 1018 m−3.
Hence, the overall ionization degree of Cu, integrated over the
entire torch region, is about 55%. This is much higher than in
the case of Ar, which is logical, due to the lower ionization
potential (see above). Furthermore, in the regions of maximum
Cu+ ion density (i.e., where a maximum temperature of 10 200
K is reached), the local ionization degree is calculated to be
more than 90%. This is again in agreement with the calculated
results from ref 52, where the ionization degree at 10 000 K for
copper is stated to be 91.8% and at 9500 K as 91.7%. The exact
comparison is not possible because in ref 52, the injected
analytes are diluted in water. The maximum Cu2+ ion density is
about 7.5 × 1013 m−3, and the volume integrated density is
around 3 × 1013 m−3 (see Figure 2h). This indicates that only a
small fraction (i.e., about 0.002%) of the Cu+ ions is further
ionized into Cu2+ ions. Although this fraction is still very low, it
is about 2000 times higher than for Ar, which can again be
explained from the lower second ionization potential of Cu
(i.e., 20.9 eV).
Figure 2 indicates that both the atom and ion clouds of both

Ar and Cu can reach the sampler but also that some parts of
these clouds will also exit through the exhausts (i.e., open sides)
of the torch. By comparing Figure 2g,h, we can deduce that the
Cu2+ ions are all evacuated through the sampler orifice, while
some of the Cu+ ions exit through the exhausts of the torch.
However, because of the drop in temperature at the exhausts,
they will recombine again to the atomic phase; for more details,
see Figure 5 below.
Thus, we can summarize the steps from Cu particles to Cu

vapor and to the Cu+ and Cu2+ ions as follows, using copper
just as an example of any elemental sample. The Cu particles
are inserted from the central inlet and carried by the Ar flow
until they start to evaporate (blue contours in Figure 3),
atomize (Figure 2f), and ionize (Figures 2g and 1h, for single
and double ionization, respectively). These figures illustrate to
what extent the clouds of each species expand in the torch. This
might be useful for both emission and mass spectrometry. Any
displacement in the radial or axial position of the ion clouds can
change the number of ions reaching the sampler orifice, which
will effect the ion signals in the MS. Likewise, for optical
emission spectrometry, the ion signals are very sensitive to the
exact position at which the data are obtained.
In Figure 4 we show the calculated fluxes of the Ar and Cu

atoms and ions at the position of the sampler orifice, as a
function of radial distance from the central axis, at the same
conditions as in Figure 2, as well as the temperature profile. At
the bottom of the figure, the width of the sampler orifice is
indicated for clarity. In general, the ion fluxes reach a maximum
at the center of the sampler orifice, corresponding to the axial
velocity of the flow which reaches its maximum (∼900 m/s) at
the center of the sampler and drops toward the edge of the
sampler cone, i.e., 0.5 mm from the central axis. Moreover, in
the region near the sampler, the ionization reaches its
maximum at the central axis, where the temperature is slightly
higher. The latter can be explained by the cooling effect of the
sampler, which has an orifice of 1 mm diameter. For the same
reason, the atom fluxes reach their maximum at the radial
position corresponding to the orifice diameter (see Figure 4).
This is most apparent for the Cu flux, as it reflects the position

where most of the Cu particles (i.e., on-axis, near the sampler)
are vaporized. However, the atomic fluxes do not reach a
minimum at the center of the sampler, because of the maximum
flow speed in this region. Details of the velocity profiles of the
Ar flow can be found in ref 41. The absolute values of the
copper species fluxes in the central 1 mm (i.e., within the
sampler orifice width) show how many of these species can
enter the MS interface per second. At the conditions of Figure
4, the total (i.e., radially integrated) fluxes of the Cu atoms, Cu+

ions, and Cu2+ ions are about 7 × 1019 m−2s−1, 7 × 1020 m−2s−1,
and 7 × 1014 m−2s−1, respectively.

Effect of Injection Position, Power, and Carrier Gas
Flow Rate on the Sample Transport Efficiency from Inlet
to Sampler. In this section, we compare the fluxes of ions
passing through the sampler (by integrating the values over the
entire orifice width) with the sample flux entering the torch at
the inlet. This allows us to calculate the transport efficiency of
the sample material from the inlet until entering the MS
interface at different operating conditions. Specifically, we study
the effect of injection position at the central inlet, applied
power and carrier gas flow rate, and we show that these
parameters determine the position of the ion clouds inside the
torch, which affects the fluxes at the sampler orifice, and thus
the sample transport efficiency.

Effect of Injection Position. In the previous section, we
introduced the copper particles from the entire width of the
central inlet. To study here the effect of the injection position,
we introduce the same amount of copper particles (100 ng/s
with a diameter of 1 μm) from two different initial positions at
the entrance, i.e., on-axis and off-axis. The other operating
conditions are kept the same as in Figure 2. Figure 5a shows the
2D Cu+ ion number density profile for on-axis injection (more
specifically within 0.25 mm width from the center of the inlet;
upper frame) and off-axis injection (i.e., within 0.25 mm from
the side wall of the inlet; bottom frame). The particle tracking

Figure 5. (a) 2D profile of Cu+ number density for on-axis (upper
frame) and off-axis (bottom frame) injection as well as particle
tracking of the copper droplets (brown path lines), (b) fraction of Cu0

and Cu+ at the sampler and fraction of Cu0 leaving at the exhausts of
the ICP, with respect to the total amount of Cu at the inlet, (c)
fractions of Cu0, Cu+, and Cu2+ at the sampler orifice, with respect to
the total amount of Cu passing through the sampler.
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of the Cu particles is also plotted in black path lines. For the
sake of comparison, only one-half part of the torch is shown for
each case in Figure 5a. It can be seen that the particles which
are injected on-axis move more forward in a straight line
throughout the torch, while the ones which are off-axis injected
deviate from the central axis at an earlier axial position.
Therefore, the ion cloud in the upper frame of Figure 5a is
found more on the central axis and expands less, while the ion
cloud in the bottom frame shows a broader expansion along the
torch.
In Figure 5b, the calculated fractions of Cu0 atoms and Cu+

ions entering the sampler orifice as well as the fraction of Cu0

atoms exiting through the exhausts of the ICP torch, with
respect to the total amount of Cu entering the torch at the inlet
(i.e., 100 ng/s), are plotted both for on-axis and off-axis
injection. Cu+ is of course the most important species, as Cu0

cannot be detected in the MS. The fractions of Cu2+ ions are
not indicated, as they are 4.5 × 10−5 and 2 × 10−5 for on-axis
and off-axis injection, respectively, and thus negligible
compared to the other species. The effect of injection position
on the transport efficiency through the sampler is quite evident.
When all the droplets are injected on-axis, the dominant
fraction (around 90.6%) will pass through the sampling cone in
the form of Cu+ ions, while about 6.8% of the material passes as
Cu0 atoms through the sampler, and 2.6% exits through the
exhausts. However, in the case of off-axis injection, only 48% of
the injected material will enter the MS interface as Cu+ ions,
while almost the same fraction (47%) leaves the ICP through
the exhausts and 5% passes as Cu0 atoms through the sampler.
This clearly demonstrates that any deviation of the injected
material from the central axis will lead to a loss of intensity in
the MS, which should be avoided. Indeed, the radial movement
of the sample particles to the outer region of the torch lowers
the chance that the sample can pass through the sampler cone.
Hence, the detection efficiency becomes lower, as some part of
the sample is lost in the torch (i.e., it will leave the ICP through
the exhausts) and is not effectively sampled through the
plasma−vacuum interface. This suggests that using smaller
injector inlets will be beneficial, especially for laser ablated
particles, as indeed observed experimentally in ref 18. To our
knowledge, this is the first time that a model for ICPMS can
calculate the amount of ions at the sampler orifice and predict
optimum operating conditions for this purpose (see below).
The early evaporation of samples due to deviation from the

central axis affects the ion density not only upstream but also
downstream the sampler. The groups of Farnsworth and
Spencer studied the velocity profiles of the argon flow entering
the MS vacuum stages, by means of experiments and
computations, respectively, and also concluded that any
deviation of analyte from the central axis affects the
transmission between the first and second vacuum stages. In
fact, the gas flows passing through the sampling cone off-axis,
will expand off-axis in the first vacuum stage and therefore they
get lost in the skimming process.25,38,39,58 Again, our
simulations suggest that using a smaller inlet will be beneficial
to avoid these losses.
Figure 5c shows the copper species fractions at the sampler

orifice for on-axis and off-axis injection, by integrating the fluxes
of the Cu0 atoms, Cu+ and Cu2+ ions on the sampler orifice
surface. The dominant species in both cases are Cu+, with a
fraction above 90%, being slightly lower in the case of off-axis
injection. The Cu0 atoms have a fraction of about 7% for both

on-axis and off-axis injection, while the fraction of Cu2+ is only
in the order of 10−5 %.

Effect of Applied Power. Figure 6a illustrates the effect of
applied power, ranging from 600 to 1600 W, on the calculated

fractions of Cu0 atoms and Cu+ ions entering the MS sampling
cone as well as the fraction of Cu0 atoms exiting through the
exhausts of the ICP torch, with respect to the total amount of
Cu entering the torch at the inlet (i.e., 100 ng/s), for a fixed
carrier gas flow rate of 1.2 L/min and assuming that the Cu
sample is injected from the entire central inlet (i.e., no
distinction between on-axis and off-axis). The fraction of Cu2+

ions is again not shown, because it is on the order of 10−7−
10−5, although increasing with power. Similar to Figure 5b, the
sum of the three curves in Figure 6a is always equal to 100%, as
the total amount of Cu in the torch, either as Cu0 atoms or Cu+

ions (and Cu2+ ions) must either leave the torch through the
sampler orifice or through the exhausts.
The fraction of Cu0 which enters the MS interface through

the sampler orifice decreases from 25% to 10% upon increasing
the applied power, while the fraction of Cu+ ions entering the
MS interface (around 50%) first slightly decreases up to 1000
W and then slightly increases. The fraction of Cu0 atoms
leaving the torch through the exhausts (about 30−40%) first

Figure 6. (a) Fraction of Cu0 and Cu+ at the sampler and fraction of
Cu0 leaving at the exhausts of the ICP, with respect to the total
amount of Cu at the inlet, and (b) fractions of Cu0, Cu+, and Cu2+ at
the sampler orifice, with respect to the total amount of Cu passing
through the sampler, for different applied powers.
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slightly increases and then stays more or less constant. The
most important result from this figure is that about 50% of the
injected copper will pass through MS interface as Cu+ ions.
This transport efficiency of 50% is comparable to the result of
Figure 6b for off-axis injection, which is quite logical because in
reality, overall only a minor fraction of the sample is really
injected on-axis. However, this also suggests that one should be
able to improve the detection efficiency by using a narrower
central gas inlet, where all the sample is injected close to on-
axis.
In Figure 6b the copper species fractions at the sampler

orifice are depicted for different applied powers. At all applied
powers investigated, the majority of the Cu entering the MS
interface will be Cu+ ions. This fraction is 66% at a low applied
power of 600 W and 82% at a high power of 1600 W. However,
note that this corresponds only to about 50% of the injected Cu
from the inlet, according to Figure 6a. The Cu2+ ions form only
a very minor fraction of the amount of Cu passing through
sampling cone. By increasing the applied power, the ion
fractions at the sampler increase, while the fraction of Cu0

atoms decreases. We showed in ref 42 for a pure Ar flow that at
a fixed carrier gas flow rate, increasing the applied power inside
the torch leads to a rise in the plasma temperature and
therefore also in a rise in the ionization rate and thus in the ion
number densities and fluxes.
In order to study the changes caused by the power in more

detail, we plot in Figure 7 the 2D profiles of the Cu+ ion
number density (in color) as well as the contour lines of the
plasma temperature (plotted in black, in the same scale as
Figure 2e for the different cases, ranging from 300 K to 10 000
K), for 6 different values of applied power, i.e., from 600 to
1600 W. The carrier gas flow rate is again kept at 1.2 L/min.

The temperature profiles are just added for illustration and to
assist in the explanation, but they were discussed in more detail
in our previous work42 for pure Ar. Since the copper particle
flow rate is 10 orders of magnitude lower than the Ar flow rate
(i.e., 100 ng/s corresponds to only 8.36 × 10−10 L/min), the
temperature profiles are unaffected upon addition of the Cu
particles, as discussed above and in refs 16−18, 41, and 45.
The general trend of increasing the applied power is a drop

in the length of the cool central channel (see the black
contours). Indeed, at 600 W, the temperature at the central
channel is below 1300 K up to a distance of 34.8 mm from the
injector inlet, while at 1600 W, it starts rising already at a
distance of 25.7 mm. This is quite logical and was also
illustrated in ref 42. It means that the sample vaporization can
take place earlier in the torch at higher power. The same
behavior was also found experimentally. Indeed, Blades et al.23

and Chan and Hieftje24 performed OES on ICPs loaded with
dispersed liquids and reported that an increase of the rf power
raises the ICP gas temperature and made particles vaporize
earlier. Horner et al.26,36 as well as Shan and Mostaghimi37

reported from their modeling studies that the height of
complete desolvation decreases fairly linearly with an increase
of the applied rf power.37 Finally, also Mills et al.25 reported
that a higher power causes a shift in atomization and ionization
toward the load coil, based on planar laser-induced fluorescence
to map the density distributions in the region between the load
coil and the sampler.
Besides the axial shift in sample vaporization to earlier

positions in the torch, causing also the ionization to take place
earlier in space, a narrowing of the Cu+ number density profile
in the radial direction upon increasing power can also be
observed from Figure 7. A similar trend was also evident in the

Figure 7. 2D profiles of Cu+ number density at different applied power of (a) 600, (b) 800, (c) 1000, (d) 1200, (e) 1400, and (f) 1600 W, as well as
plasma temperature profiles (black contours) ranging from 300 to 10 000 K.
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fluorescence images reported in ref 25 at a position of 5 mm
downstream from the load coil and 5 mm upstream from the
sampler. This behavior can be explained as follows: As the
copper is introduced here from the whole width of the central
inlet and not only on-axis, we see that the ion clouds are
formed in a relatively wide area (i.e., not only on-axis).
Therefore, the maximum ionization occurs at different places
along the torch, depending on the exact injection position.
Indeed, the particles introduced near the outer sides of the inlet
(i.e., off-axis) are ionized earlier in the torch for all the cases in
Figure 7, because they expand somewhat more in the radial
direction, following the Ar gas path lines, and therefore they
reach the hotter areas in the coil region earlier, where they will
evaporate and ionize. Thus, the off-axis ion clouds are shifted
upstream the load coil upon increasing power, due to the
correspondingly higher temperatures, and therefore, the off-axis
maxima occur earlier in the torch and the density near the
sampler drops. This is the reason why the ion clouds become
narrower and are located earlier in space upon increasing the
applied power. Furthermore, for the particles introduced near
the center of the inlet (on-axis), an increase in power from 600
to 1000 W (left column) also leads to an upstream shift of the
central ionization maximum, following the temperature profile
(black contours). The vertical black dashed line indicates the
maximum in Cu+ ion density at 600 W and thus shows how this
maximum is shifted away from the sampler. This explains the
slight drop in Cu+ fraction at the sampler from 600 W to 1000
W, presented in Figure 6a. However, in the right column of
Figure 7, we see that further increasing the power does not
yield the same reduction in the length of the central channel as
in the lower power range. Note that the length of the central
channel is defined in our study based on the two lowest
temperature contours. However, the high temperature area
again shifts more to the sampler (see black contour lines), so
that the maximum of the ion number density also takes place
closer to the sampler (see Figure 7d). In Figure 7e,f, the
maximum ion density is off-axis and in the coil region,
originating from the particles injected off-axis, but a secondary
maximum, albeit smaller, is indeed moving closer to the
sampler. Hence, these profiles, and especially the region near
the sampler, explain why the flux of the Cu+ ions is relatively
high at 600 W, followed by a small drop until 1000 W, and
again a slight increase toward the two highest powers
investigated, as observed in Figure 6a above. Therefore, in
the following we will keep the power fixed at 1400 W for
studying the effect of the carrier gas flow rate.
Effect of Carrier Gas Flow Rate. We already showed that for

any specific injector inlet diameter, there is a transition flow rate
for the carrier gas below which the central channel does not
occur.46 The transition flow rate for the inlet diameter of 2 mm
which is used in this study is 0.4 L/min. Therefore, we chose
0.4 L/min as the lowest flow rate and studied the effect of
carrier flow rate up to 1.6 L/min. In Figure 8, we show the
fractions of Cu0 atoms and Cu+ ions at the sampler and of Cu0

atoms leaving the torch through the exhausts, with respect to
the total amount of Cu at the inlet (a), as well as the Cu species
fraction at the sampler orifice (b), for different carrier gas flow
rates ranging from 0.4 to 1.6 L/min. The fraction of Cu2+ ions
is not shown in Figure 8a, because it is only on the order of
10−5−10−6, decreasing with flow rate. Again the sum of the
three curves in Figure 8a is always equal to 100%, as the total
amount of Cu in the torch, either as Cu0 atoms or Cu+ ions

(and Cu2+ ions) must either leave the torch through the
sampler orifice or the exhausts.
Figure 8a indicates that the fraction of Cu+ ions which pass

through the sampler orifice increases upon increasing the gas
flow rate from 0.4 to 0.6−0.8 L/min, followed by a drop for
higher gas flow rates. The fraction of Cu0 atoms entering the
sampler orifice slightly increases in the entire range of flow
rates, and the fraction of Cu0 atoms leaving the torch through
the exhausts decreases from 0.4 to 0.6−0.8 L/min, followed by
a small increase. This means that a carrier gas flow rate of 0.6−
0.8 L/min yields a maximum transport efficiency, because it
leads to a maximum in the fraction of Cu+ ions reaching the
sampler (56%) and at the same time to a minimum of Cu0

atoms wasted at the exhausts (33%). The maximum of Cu
exiting through the exhausts (43%) occurs at the minimum flow
rate of 0.4 L/min.
The maximum and minimum in the fractions of Cu+ ions at

the sampler and Cu atoms at the exhausts, respectively, indicate
that rising the carrier gas flow rate above the transition flow rate
and up to 0.8 L/min shifts the sample more forward along the
axis, which leads to a later evaporation, resulting in more
species flowing toward the sampler than to the exhausts.
However, a further increase in the gas flow rate at a fixed
applied power leads to a drop in the plasma temperature and

Figure 8. (a) Fraction of Cu0 and Cu+ at the sampler and fraction of
Cu0 leaving at the exhausts, with respect to the total amount of Cu at
the inlet, and (b) fractions of Cu0, Cu+, and Cu2+ at the sampler
orifice, with respect to the total amount of Cu passing through the
sampler, for different carrier gas flow rates.
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thus in the ion number densities.42 In general, around 60−65%
of the Cu sample will pass through the sampler, with a
dominant contribution from the Cu+ ions (between 47% and
56%). Indeed, it is clear from Figure 8b that at all flow rates
investigated, the majority of the Cu entering the sampler orifice
will be Cu+ ions. The Cu2+ ions form only a very minor fraction
of the amount of Cu entering the sampler orifice.
In Figure 9, we show the fractions of Cu+ ions at the sampler

orifice, taken within 0.05 mm from the center, with respect to

the total amount of Cu at the inlet, for different carrier gas flow
rates ranging from 0.4 to 1.6 L/min. It appears that increasing
the carrier gas flow rate from 0.6 to 1.6 L/min results in about
35% lower transport of Cu+ ions through the central 0.05 mm
of the orifice. This drop is more pronounced than what is
illustrated in Figure 8a, as only the very central region of the
sampler orifice is considered here. Note that this 35% drop
does not yet give information about the drop to be expected in
the mass spectrum, as the effect of the ions passing through the
skimmer and the rest of their journey inside the mass
spectrometer is not yet accounted for.
Figure 10 presents more details about the changes occurring

upon increasing the carrier gas flow rate, for 3 different values
of the flow rate. The black contours (again plotted in the same
scale for the three figures, ranging from 300 K to 10 000 K)
show how the temperature profiles change when varying the
carrier gas flow rate. It is clear that the area contained within
the highest temperature contour line (corresponding to the
area in the plasma above 10 000 K) becomes smaller and is
further away from the central axis upon increasing gas flow rate.
This raises the length of the cool central channel inside the
torch, as is seen from Figure 10. Therefore, the analyte
evaporation, atomization, and ionization processes will be
strongly shifted downstream when the carrier gas flow rate
increases. A shift of ∼12 mm along the axis is observed between
a carrier gas flow rate of 0.4 and 0.8 L/min and a further shift of
10 mm occurs from 0.8 to 1.6 L/min. This is not only due to
the higher transport velocity of the carrier gas in the ICP but in
particular also due to the relatively large downstream shift of
the plasma boundary (as indicated by the contour lines) and
the lower maximum temperature due to the larger amount of
cold gas volume injected. In fact, varying the flow rate from 0.4

to 0.8 L/min (corresponding to a rise of 0.4 L/min), as seen in
Figures 10a to 8b, results in a longer shift than further
increasing the flow rate to 1.6 L/min, which corresponds to a
rise of 0.8 L/min (cf. Figure 10b to 10c). This explains why the
highest Cu+ fraction at the sampler is predicted around 0.6−0.8
L/min. A further shift to the sampler upon further increasing
the flow rate does not help, as the temperature drops by loading
too much Ar to the plasma.
It is also apparent from Figure 10 that the ion cloud size

changes significantly for the 3 different cases. As mentioned
above, at the lower carrier gas flow rates, the ionization occurs
earlier and the cloud expands more in the radial direction, while
at the higher flow rates, the ion cloud is smaller and closer to
the sampler. The reduction in ion cloud size upon increasing
carrier gas flow rate was also reported by side-on fluorescence
images of barium species.25 In fact, the size of the ion cloud
depends also on the composition of the sample particle,21

which is of course not yet included in our present model. When
the ion cloud size is large due to more radial diffusion, it will be
beneficial to shift the ion cloud toward the sampler by
increasing the carrier gas flow rate (see Figure 10a,b). Indeed,
the detection efficiency in ICPMS is the best when the diffusion
of analyte ions at the position of the MS sampler is limited, as
was also reported in ref 18. Furthermore, the plasma
temperature in the analyte−plasma interaction region has to
be as high as possible to guarantee the most effective
atomization and ionization. This explains why further
increasing the carrier gas flow rate above 0.8 L/min does not
increase the fraction of Cu+ ions at the sampler.

Figure 9. Fraction of Cu+ ions passing through the central 0.05 mm of
the sampler orifice, with respect to the total amount of Cu at the inlet,
for different carrier gas flow rates. Figure 10. 2D profiles of Cu+ number density at different carrier gas

flow rate of (a) 0.4, (b) 0.8, and (c) 1.6 L/min as well as plasma
temperature profiles (black contours) ranging from 300 to 10 000 K.
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A downstream shift in analyte vaporization, atomization, and
ionization upon rising flow rate was also observed in
experiments.3,18,25 Indeed, in ref 25 a downstream shift of
∼10 mm for a carrier gas flow rate rising from 0.87 until 1.52
L/min was reported, for an inlet diameter of 1.5 mm, and in ref
3, an increase of the carrier gas flow rate from 0.8 L/min to 1.0
L/min caused a 7 mm downstream shift in the position at
which the particles of 13 μm diameter were completely
desolvated. Shan and Mostaghimi also indicated that the height
of complete desolvation increases linearly with an increase of
the carrier gas flow rate.37 By means of OES with end-on and
side-on observation of the plasma, Niemax et al. determined the
location of atomization in the ICP and the spatial distribution
of diffused analyte ions at positions where the MS interface is
typically placed in ICPMS. They report a shift of 25 mm for a
rise in carrier gas flow rate from 0.25 to 0.5 L/min. They
indicated that both a downstream shift of the atomization and a
high temperature can be achieved by using injectors with a
small inner diameter (1 mm) and higher injector gas flow
rates.18,19 It is important to realize that, compared to aerosol
droplet introduction, dry particles as, for example, produced by
LA of solid samples will start to evaporate earlier when they
penetrate into the ICP. Consequently, analyte diffusion begins
further upstream in the ICP and the ion cloud will be larger at
the position of the sampler than with aerosol droplets, thus
decreasing the analyte ion detection efficiency. In order to
increase the ion detection efficiency of LA-ICPMS, the plasma
boundary position has to be shifted downstream, e.g., by
increasing the carrier gas flow rate.18

Although the lowest carrier gas flow rate of 0.4 L/min
(Figure 10a) leads to a large ion cloud early in the plasma,
which is not beneficial for the detection efficiency, the
maximum Cu+ ion density is here much higher than for the
other gas flow rates, i.e., 5.3 × 1018 m−3 (thus significantly
larger than the maximum of the color scale), while it is 3.2 ×
1018 m−3 and 2.4 × 1018 m−3 for the carrier gas flow rates of 0.8
and 1.6 L/min, respectively. This is of course also attributed to
the higher plasma temperature at the lower flow rate (cf.
above).
From both Figures 8 and 10, we can conclude that a carrier

gas flow rate between 0.6 and 0.8 L/min is the optimum range
for the current setup. Indeed, according to Figure 8a, the carrier
gas flow rate of 0.6−0.8 L/min yields the highest fraction of
Cu+ ions at the sampler, and Figure 10b shows that at this flow
rate the ion cloud is properly shifted toward the sampler. A
further increase is not recommended because the temperature
and ion density drop along the axis and this condition cannot
provide sufficient heat to complete the desolvation and
ionization (see Figure 10c). Furthermore, the analyte atoms
will diffuse and become ionized, forming ion vapor clouds with
increasing diameter downstream the plasma.19 It should be
realized that early evaporation and more radial expansion from
the central axis, which is the case for the flow rates below 0.6 L/
min in this study, may cause that some part of the sample ions
does not reach the sampler orifice, which thus represents a
loss.19 Moreover, even if they are not lost, it may cause a delay
in detection time, for example, when different elements in an
expanded ion cloud are carried by different Ar path lines, which
have different axial velocity along the torch, especially when
arriving at the sampler, as was observed in ref 56.

■ CONCLUSION

We studied the transport, evaporation, and ionization of copper
particles through an inductively coupled plasma, connected to
the sampling cone of a mass spectrometer, by means of a
computational model. Our aim is to obtain a better insight into
the particle transport, evaporation, and ionization inside the
ICP torch and to optimize the transport efficiency of the
injected sample material through the ICP and the sampling
cone. This model provides us, for the first time, detailed profiles
of all atomic and ionic species inside the torch as well as at the
sampler orifice. Our calculations show that the particles follow
different path lines of the Ar gas flow in the torch and expand
differently in the radial direction from the central axis,
depending on their exact position of injection.
The 2D profiles of the various ion number densities provide

us the axial and radial position at which the ionization occurs,
which depends on the plasma temperature along the torch.
They also show to what extent the ion cloud moves in the radial
direction and deviates from the central axis. In a group of
particles injected from the central inlet, the ones introduced
near the center of the inlet (on-axis) move in a more straight
line along the torch and experience a later evaporation and
ionization compared with the particles introduced near the
outer region of the inlet (off-axis). Thus, on-axis injection
reduces the probability of losing the sample inside the torch or
the occurrence of a detection delay, by preventing the particles
from early radial expansion inside the torch. Also, it ensures less
expansion in the first vacuum stage and therefore a lower
amount of sample lost through the skimmer.
Besides the 2D density profiles of the various ions and atoms,

we also focused especially on their fluxes at the position of the
sampler orifice. More specifically, we calculated the fraction of
Cu+ and Cu2+ ions and Cu0 atoms entering the sampling cone
as well as the fraction of Cu0 atoms leaving the torch through
the exhausts, for both on-axis and off-axis injection, and for a
range of different applied powers and carrier gas flow rates, to
determine the transport efficiency of the sample material at
these different conditions. As mentioned above, on-axis sample
injection yields a significantly higher fraction of Cu+ ions
entering the sampler orifice, i.e., 90% vs 48% in the case of off-
axis injection.
The effect of applied power was studied in the range of 600−

1600 W. We showed that the entire ion cloud moves upstream
inside the torch upon increasing applied power up to 1000 W,
but for higher power values, a secondary maximum is observed
near the sampler, and this explains why the Cu+ fraction
entering the sampler orifice first slightly decreases (up to 1000
W) and then slightly increases upon increasing power. Our
calculations predict that for the conditions under study (i.e.,
geometrical setup, Ar gas flow rates and copper mass loading
flow rate), a power of around 1400 W is preferable to move the
ion cloud close to the sampler.
Furthermore, increasing the carrier gas flow rate in the range

between 0.4 and 1.6 L/min leads to cooling of the central
plasma temperature. As a consequence, the position of
maximum ionization moves downstream to the sampler. We
showed that a rise from 0.4 to 0.6−0.8 L/min leads to a higher
ion density at the sampler, with the highest Cu+ fraction
entering the sampler at 0.6−0.8 L/min. Taking into account the
amount of gas consumption, a further increase in flow rate is
not recommended as it does not improve the Cu+ ion density at
the sampler, because of cooling of the plasma inside the torch.
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When considering the central 0.05 mm of the sampler orifice, a
35% drop in transport efficiency of the Cu+ ions is calculated
upon increasing the carrier gas flow rate from 0.6 to 1.6 L/min.
However, the latter does not yet give information about the
drop to be expected in the mass spectrum, because the next
stages of the ion journey inside the MS until the detection
point are not yet accounted for.
Our calculated results, especially for the effect of power and

carrier gas flow rates, are compared with experiments from the
literature as much as possible, and good qualitative agreement is
reached. In general, we may conclude from our calculations that
about 50% of the injected copper will pass through the
sampling cone. This value will be slightly higher with increasing
power and carrier gas flow rate up to 0.8 L/min. However,
when all particles can be injected on-axis, the transport
efficiency rises to about 90%. This suggests that one should
be able to improve the transport efficiency by using a narrower
central gas inlet, where all the sample material is injected close
to on-axis.
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