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1
Introduction

1.1 What is a topological insulator?

Topological insulators (TIs) are exotic materials that are electrically insulating in their
interior, but conduct on their surface regardless of surface orientation, purity of the
material, or any other details as long as the interior remains insulating and the sys-
tem preserves time-reversal symmetry. In mathematics, the study of properties that
are unchanged despite continuous changes in parameters is called topology, hence the
name topological insulator [1]. To illustrate how topology applies to TIs, we draw an
analogy between the surface conduction of TIs and the number of holes in closed two-
dimensional (2D) surfaces such as a sphere (zero holes) or a donut (one hole). Consider,
for example, a sphere made from modeling clay that is deformed to an egg shape with-
out creating any holes. Similarly, a donut can be deformed to a mug, where the donut
hole becomes the mug handle. Hence, a sphere (donut) and an egg (mug) are said to
be topologically equivalent, because they can be transformed into each other without
changing the number of holes: spheres and eggs or donuts and mugs belong to the same
topological class, labeled by the number of holes. The same ideas can be applied to
TIs: as long as the interior remains insulating, changing the material parameters does
not change the topological class which is characterized by the presence (or absence) of
robust surface conduction. While the number of holes in closed 2D surfaces can be any
positive integer, there are only two topologically distinct types of time-reversal-invariant
insulators: topological insulators (surface conduction) and trivial insulators (no surface
conduction). Just as we can only deform a sphere to a donut if a hole is created, we can
only transition between trivial and topological insulator if the interior of the materials
stops being an insulator. Because the surface of a topological insulator is a boundary
with air, which is a trivial insulator, the material has to become conducting at the in-
terface in order to transition between two topologically different regions. This is why
the surface of a topological insulator conducts electricity, regardless of details.
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1 Introduction

1.2 Motivation

Topological insulators (TIs) have attracted great attention due to their topologically
protected surface states [2–6] and possible applications in low-power electronics, spin-
tronics [7, 8], and the switching of magnetic memory [9] to name a few. Hence, it is
of great interest to tailor the properties of the topological surface state, for example by
interfacing the surface with other materials, to suit specific needs. Furthermore, exotic
phenomena such as the quantum anomalous Hall effect [10, 11], the topological magneto-
electric effect [12], and the appearance of Majorana bound states [13], were proposed
and explored for TIs interfaced with other types of materials. It is therefore interesting
to investigate such interfaces and explore how they can be used to construct confined
quantum systems with exotic properties.

In this doctoral thesis, we have theoretically investigated topological states in junc-
tions made from different types of TIs and confined quantum systems in heterostructures
made from TIs interfaced with other materials such as magnetic and superconducting
films and graphene, that are deposited on the surface of a topological insulator. To this
end, we employ continuum models based on effective low-energy Hamiltonians since they
capture the essential physics of these systems, which would be unfeasible with ab initio
methods.

We proceed by giving a brief historical overview of the paradigm shift represented
by topological phases, the discovery of topological insulators, and a more detailed look
at the basic physical properties of these exotic materials.

1.3 The discovery of topological insulators

All matter is made of atoms but it can appear in different forms such as crystalline
solids, which in turn can be magnetic or superconducting, for example. Different phases
of matter emerge from the different types and organizations of the constituent atoms
and their electrons. Condensed matter physics is concerned with the classification and
understanding of the physical properties of these phases of matter. Most states of matter
can be classified by the principle of spontaneous symmetry breaking [14]. A symmetry
is spontaneously broken when the ground state breaks the symmetry of the underlying
physical laws. For example, liquids like water have complete rotational and translational
symmetry on average: a microscopic movie of water looks the same no matter where
the container is placed or oriented. However, when water is sufficiently cooled, it forms
an ice crystal in which the water molecules are arranged periodically and which is only
invariant under specific rotations and translations. Hence, we can distinguish between
a symmetrical or disordered phase at high temperature (liquid) and an ordered phase
at low temperature (crystal). Similarly, in a piece of iron above the Curie temperature,
the magnetic spins are randomly aligned and the material has rotational symmetry with
respect to these spins (paramagnet). Below the Curie temperature, neighboring spins

2



1.3 The discovery of topological insulators

align and the material attains a local magnetization that points in a certain direction,
which breaks this rotational symmetry (ferromagnet). In this case, the symmetry is
often not broken uniformly, but the ground state still corresponds to the state where all
magnetic domains line up. As a final example of spontaneous symmetry breaking, we
consider the transition towards a superconducting state of an ordinary metal (e.g. lead)
when it is cooled below a critical temperature. In an ordinary metal, the quantum me-
chanical phases of the electrons near the Fermi level are randomly distributed so that the
system is invariant under a global U(1) phase rotation. However, in the superconducting
state, these electrons form a condensate of Cooper pairs with a coherent macroscopic
phase which is only invariant under rotations by 0 and π (because the Cooper pairs have
charge 2e). Hence, the U(1) symmetry is broken down to Z2 which corresponds to the
breaking of charge conservation down to charge parity since the Cooper pair condensate
acts as a reservoir of pairs of electrons.

However, this paradigm was challenged in 1980 with the discovery of the integer
quantum Hall (IQH) effect [15]. The IQH state is realized when a two-dimensional
electron gas (2DEG) is subjected to low temperatures and strong magnetic fields. The
different IQH states have the same symmetry and therefore they cannot be classified
with spontaneous symmetry breaking. Instead, it was the first example of a topological
phase where certain properties, such as the quantized value of the Hall conductance, are
insensitive to adiabatic (sufficiently slow) changes in the material parameters. Topolog-
ical phases are gapped phases characterized by a topological invariant, which, in case
of the IQH state, is an integer corresponding to plateaus in the Hall conductance. The
topological invariant can only change if the energy gap vanishes and the system goes
trough a quantum phase transition. Hence, there should exist low-energy excitations
in the bulk gap that are localized at the boundaries of a topological phase. This is
called bulk-boundary correspondence [16]. In case of the IQH state, these excitations
correspond to the semiclassical skipping orbits of electrons at the edges. This is illus-
trated in Fig. 1.1 (a). The vanishing of the energy gap is accompanied with a peak in
the longitudinal conductance as the Fermi level moves through a Landau level, which is
shown together with Hall conductance plateaus in Fig. 1.1 (b).

Later, Haldane showed that the IQH state can also be realized without an external
magnetic field as long as time-reversal (TR) symmetry is broken [17]. With the experi-
mental discovery of graphene in 2004, researchers were presented with simple models for
real 2D systems [18]. This culminated in 2005, when a new topological phase, called the
quantum spin Hall (QSH) insulator, was proposed in graphene with spin-orbit coupling
included [19, 20]. In its simplest form, it consists of two versions of the Haldane model,
one for each spin, where the spin-orbit interaction now plays the role of a magnetic
field that is opposite for each spin so that TR symmetry is not broken on the whole.
Moreover, the QSH phase persists even when the spins are mixed by TR-invariant per-
turbations such as the Rashba effect due to an electric field, as long as the bulk energy
gap does not close. Since the QSH phase preserves TR symmetry, the Hall conductance
is zero so that it is not characterized with an integer topological invariant (n ∈ Z) like

3



1 Introduction

2

2

1

3

1 3

Figure 1.1: (a) Top view of a 2DEG in a strip geometry in the IQH state where the
uniform magnetic field normal to the sample is denoted by B. We show
the semiclassical electron cyclotron orbits which are closed in the bulk and
skipping at the edges, giving rise to chiral edge states. (b) Illustration of
the Hall conductance σxy (blue) and longitudinal conductance σxx (red) as
a function of the filling factor ν = N/Nφ ∝ |B|−1 where N is the number of
electrons and Nφ is the number of flux quanta through the sample.

the IQH. Instead, it is characterized by a Z2 = {0, 1} topological invariant. Under this
classification, there are only two topologically distinct 2D TR-invariant bulk insulators:
the trivial insulator and the QSH insulator. The hallmark of the QSH phase is the
existence of a pair of gapless helical edge states : gapless since they correspond to two
conducting channels at each edge even though the bulk is insulating, and helical since
their spin polarization is correlated with their direction of motion. This is illustrated in
Fig. 1.2 (a). These helical edge modes are protected by TR symmetry against elastic
backscattering from nonmagnetic disorder and weak interactions as long as the bulk gap
remains finite [21]. Unfortunately, the spin-orbit coupling, which drives the QSH state,
is very weak for carbon atoms so that the induced topological gap in graphene is too
small to be observed. To find feasible candidates for the QSH state, researchers had to
consider materials consisting of heavier atoms which have stronger spin-orbit coupling.

In 2007, the QSH state was experimentally discovered in (Hg,Cd)Te quantum wells at
the University of Würzburg [22, 23]. Amongst others, transport measurements confirmed
theoretical predictions that the quantum well undergoes a topological phase transition
at a critical thickness of HgTe [24]. For example, for a two-terminal setup, illustrated
in Fig. 1.2 (b), measurements show a conductance plateau at 2e2/h (one conductance
quantum for each edge) when the Fermi level was in the energy gap, independent of
the dimensions of the sample as long as the sample was shorter than the inelastic scat-
tering length. On the other hand, when the Fermi level was outside of the gap, the
measurements scaled with the dimensions of the sample. Moreover, in samples below
the critical thickness of the well, the measured conductance was close to zero when the

4
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32

1

HgTe CdTeCdTe

Figure 1.2: (a) Top view of a ribbon in the QSH phase where the bulk (middle) is insu-
lating but the edge (top and bottom) supports a Kramers pair of conducting
states. The color (green and red) indicates the spin polarization and the
helical nature of the edge states: the spin of counterpropagating modes is
opposite. (b) (Hg,Cd)Te quantum well in the QSH regime in a two-terminal
setup where a voltage is applied between the front and back edge and a cur-
rent I is measured. Here, d is the thickness of HgTe, which for d > dc is in
the QSH regime, and the contacts are labeled by 1 and 2. (c) Two-terminal
conductance G1,2 = I/V of (Hg,Cd)Te quantum well in the normal (blue)
and QSH (dashed red) regime as a function of the Fermi level EF , which is
tuned by a gate voltage, where Egap is the confinement gap of HgTe.

Fermi level was inside the gap. The observed two-terminal conductance in both regimes
is illustrated in Fig. 1.2 (c). All the observations could be explained if the edge supports
a pair of counter-propagating dissipationless channels in the topological regime.

Remarkably, unlike the IQH state, the QSH state has a 3D generalization that cannot
be adiabatically connected to a stack of QSH systems without closing the bulk energy
gap. Therefore, this phase corresponds to a fundamentally different topological phase
which was called (strong) topological insulator [2, 25]. Topological insulators in three
spatial dimensions are characterized by four Z2 invariants (ν0,ν) where ν0 distinguishes
strong and weak topological insulator (STI and WTI). Similar to the QSH phase, the
STI phase has gapless surface states on all surfaces, consisting of an odd number of Dirac
cones at time-reversal-invariant momenta (Figs. 1.3 (a) and (b)). Time-reversal invariant
perturbations can only couple Dirac points in pairs so that one Dirac cone always remains
as long as TR is preserved and the bulk gap is not closed. Moreover, the surface states
are protected against weak disorder because of the π Berry phase accumulated along a
path that encircles the surface Fermi surface (weak antilocalization). This can also be
understood from the helical nature of the surface states, which is called spin-momentum
locking and is shown in Fig. 1.3 (a). In contrast, the WTIs are topologically equivalent
to stacked QSH systems so that even in a clean system not all surfaces have gapless
states necessarily. Consider for example a cubic system that consists of a stack of QSH
systems in the z direction, shown in Fig. 1.3 (c): only four of the six faces have surface
states. Both translation and time-reversal symmetry are required to prevent the helical
edge states from being coupled in pairs and two Dirac cones remain in this case, as is

5
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WTI

STI

Figure 1.3: (a) Surface Dirac cone with spin-momentum locking (red arrows). (b) Surface
Brillouin zone of STI where the surface Fermi surface (dark green) encloses
a single Dirac point (red dot). (c) Surface Brillouin zone of WTI where the
surface Fermi surface encloses two Dirac points. (d) Stack of QSH systems.

illustrated Fig. 1.3 (d). Hence, the WTIs are not protected by TR symmetry in general.

The first (strong) topological insulator was predicted in Bi1−xSbx alloys [3] which
was soon confirmed experimentally with ARPES measurements [26]. However, this ma-
terial is hard to study because of the complex surface states and alloy scattering. The
second generation of topological insulators that were discovered are the thermoelectric
semiconductors Bi2Se3, Bi2Te3, and Sb2Te3 which are stoichiometric and realize the
simplest example of a topological insulator with a single surface Dirac cone at the Γ̄
point of the surface Brillouin zone [27–30]. Since then, many more topological insu-
lators have been discovered [31]. In addition, thin films of topological insulators have
also been studied extensively since confinement can enhance the energy gap and reduces
residual bulk conductivity due to impurities or vacancies [32, 33]. Moreover, in the ul-
trathin limit, the surface states on opposite surfaces hybridize, and for Bi2Se3 there is
an oscillatory crossover between trivial and QSH phases when the thickness is reduced
[34–36]. Furthermore, in magnetically doped topological insulator thin films, the quan-
tum anomalous Hall effect or Chern insulator, an integer QH state without an external
magnetic field, was demonstrated for the first time [10, 11].

Since the discovery of topological insulators, other symmetry-protected topological
phases have been theoretically predicted and experimentally confirmed such as topologi-

6



1.4 Quantum Hall effect

cal crystalline insulators which have surface states that are protected by discrete crystal
symmetries [37, 38]. One example is the mirror-symmetry-protected topological crys-
talline insulator, SnTe [39, 40]. For technical reviews on TIs, we refer to Refs. [5, 6, 41]
and some popular overviews are given by Refs. [42, 43]. Potential applications of TIs can
take advantage of the robust metallic nature of the surface states to build very efficient
low-power electronics. Furthermore, the inherent spin polarization of the topological sur-
face states has potential uses in spintronics [7, 8] and the switching of magnetic memory
[9] to name a few. Lastly, when the surface is made superconducting by interfacing it
with a superconductor, it can support so-called Majorana bound states which are robust
against decoherence and have potential uses in quantum computing [44, 45].

We proceed by giving a more detailed look at the integer QH effect which is crucial
to understand the QSH effect, which in turn can be extended to the 3D time-reversal-
invariant topological insulators. Then, we discuss how the surface state can be confined
by either breaking time reversal or by proximity-induced superconductivity and how this
gives rise to exotic states of matter such as Majorana bound states. Finally, we present
the structure of the thesis.

1.4 Quantum Hall effect

Consider a 2D electron gas, for example in a GaAs/AlAs quantum well, subjected to
strong magnetic fields at low temperatures, i.e. when the Landau gap ~ωc is much larger
than the thermal energy kBT . Experimentally, it is observed that the Hall conductance
is quantized at plateaus given by

σxy =
ne2

h
, (1.1)

where n is integer, as a function of the magnetic field or electron density [15]. Moreover,
the quantization is independent of the material or the sample quality and has been
measured with a precision up to 10−10 [46]. The longitudinal conductance vanishes
within each plateau but peaks at transitions between the plateaus (Fig. 1.1 (b)).

The different IQH states are labeled with the integer n which can be related to
the number of occupied Landau levels. Note that, in the absence of disorder, the Hall
conductance is always inversely proportional to the magnetic field, by Galilean invariance
(within the effective-mass approximation) [46]. Disorder broadens the Landau levels
and gives rise to a so-called mobility gap comprised of localized states around a peak
of extended states in the density of states. When the Fermi level moves through the
mobility gap, the Hall conductance is constant, giving rise to a plateau. On the other
hand, when the Fermi level goes through a region of extended states, charge can flow from
one edge to the other and the Hall conductance changes. Disorder extends the topological
phase over a finite range of magnetic fields by providing a reservoir of localized states.

7



1 Introduction

Figure 1.4: Laughlin cylinder. The magnetic field B = Bez that drives the IQH state
is perpendicular to the sample and corresponds to the field of a constant
line charge of magnetic monopoles along the central axis (x direction) of
the cylinder. The fictional flux Φ(t) threading the cylinder originates from
another magnetic field, BΦ(t) = 4πΦ(t)/L2

y ex where Ly is the cylinder cir-
cumference, and is used to control the ky momentum.

1.4.1 Laughlin’s gauge argument

In 1981, the quantization of the Hall conductance was explained by Laughlin in his
famous thought experiment [16, 47, 48]. It is worth expounding since it illustrates the
intimate relationship between a nonzero value of the Hall conductance and the existence
of edge states, i.e. the bulk-boundary correspondence.

Consider a 2D (noninteracting) electron gas confined to a ribbon which is finite in the
x direction and periodic in the y direction, and which is placed in a uniform magnetic field
in the z direction, B = Bez. Furthermore, we assume that n Landau levels are occupied
and that the Fermi level is inside the mobility gap. Since the ribbon is periodic along
one direction, it is equivalent to a cylinder and we can imagine adiabatically threading
a fictional flux Φ(t) through the cylinder (Fig. 1.4). This flux differs from the external
magnetic field B and is used to control the momentum ky. It enters the Hamiltonian as
ky → ky + 2π

Ly
Φ
Φ0

where Φ0 = h/e is the flux quantum and Ly is the circumference of the

cylinder. When a single flux quantum is threaded through the cylinder, the Hamiltonian
returns to itself except that all momenta are shifted by one unit. Hence, the system can
be in an excited state since the occupation of the electrons might have changed if there
are states at the Fermi level. When the Fermi level is in the gap and the flux is threaded
slowly, the bulk stays in the ground state so that the occupation can only change if there
exist edge states at the Fermi level. These edge states act as reservoirs of electrons and
originate from Landau levels whose dispersion bends upwards at the boundary due to
the confining edge potential. Hence, when the Fermi level is in the mobility gap, the
Laughlin cylinder acts as a charge pump when we thread a flux quantum: for every
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1.4 Quantum Hall effect

occupied Landau level, one electron is transferred between the edges which can also be
understood as a shift of the cyclotron centers x0 = −kyl2B. Because we have moved n
electrons from one edge to the other, the resulting potential difference is given by

Vx =
∆E

ne
, (1.2)

where ∆E is the energy difference due to the change in occupation. We now relate the
potential Vx to the induced current Iy to obtain the Hall conductance. The current
operator in the y direction is given by

Îy = − e

Ly
v̂y = − e

Ly~
∂Ĥ

∂ky
= −∂Ĥ

∂Φ
. (1.3)

Hence, the average current in the y direction is given by

Iy = 〈Ψ| Îy |Ψ〉 = −〈Ψ| ∂Ĥ
∂Φ
|Ψ〉 = −∂E

∂Φ
, (1.4)

where we used the Hellmann-Feynman theorem and |Ψ〉 (Φ) is the many-body wave
function. This current can only be carried by the chiral edge states because the Fermi
level is inside a mobility gap. Furthermore, since the flux is threaded adiabatically,

Iy = −∆E

∆Φ
. (1.5)

Returning to Laughlin’s argument with ∆Φ = Φ0 and using (1.2), we find

Iy = −neVx
Φ0

=

(
−ne

2

h

)
Vx ⇒ σxy =

ne2

h
. (1.6)

The Laughlin argument is based solely on gauge invariance, i.e. that the Hamiltonian
returns to itself after one flux quantum, and the fact that the Fermi level is in the mobility
gap. If the Fermi level is inside a region of extended states, the pumped charge can relax
back to the other edge through the bulk.

1.4.2 TKNN integer

We can further understand the robustness of the IQH state by considering a 2D periodic
system in a perpendicular magnetic field [49]. If the number of flux quanta per unit
cell is a rational number, the periodicity is preserved by taking a larger unit cell, the
so-called magnetic unit cell [50]. This approach shows that the Hall conductance is given
by a topological quantum number, the TKNN integer.

The Hall conductance can be obtained from the Kubo formula in the static (ω → 0)
and low-temperature (T → 0) limit [51]. In the famous TKNN paper [52], Thouless and
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coworkers showed that when the Fermi level in the gap, the Hall conductance can be
written as

σxy =
e2

h

∑
Eα<0

nα, (1.7)

where the sum runs over all occupied bands and nα is the Chern number of the αth
occupied band which is given by

nα =
1

2π

∫
d2kFα, (1.8)

with corresponding Berry curvature

Fα(k) = i
[
〈∂kxuαk|∂kyuαk〉 − 〈∂kyuαk|∂kxuαk〉

]
, (1.9)

and where the integral runs over the magnetic Brillouin zone (BZ) and the |uαk〉 are
eigenstates of the Bloch Hamiltonian. Moreover, when the Berry curvature is integrated
over a compact manifold like the BZ torus, the integral is an integer called the Chern
number [16, 53]. Formula (1.8) is analogous to the Gauss-Bonnet theorem which states
that the genus (number of holes) of a closed 2D surface (such as a sphere or a torus)
is related to the integral of the Gaussian curvature over the surface [1]. It connects
the geometry (curvature) to the topology (genus) since the genus is unchanged under
continuous deformation of the surface. In the same way, since the Chern number is
an integer, and integers cannot change continuously, the value of σxy is invariant under
continuous changes in material parameters that do not close the bulk energy gap; it is
a topological invariant.

1.4.3 Chiral edge states

In the IQH state, the existence of edge states is crucial for the quantization of the
Hall conductance, as was demonstrated in Section 1.4.1. This is one example of the
intimate relation between bulk topology and edge states. In general, gapless modes
exist at the boundary between topological phases with a different topological invariant
if the boundary conserves the symmetry that enables the topological phase. In case
of the IQH phase, this symmetry is U(1) charge conservation. We have previously
discussed that the edge states of the IQH state can be thought of as skipping orbits
which propagate in one direction only. Therefore, there can be no backscattering and
the motion is dissipationless. Such edge states are called chiral edge states.

To demonstrate the emergence of chiral edge states, we consider a simple model by
Jackiw and Rebbi [54]. When time reversal is broken, the bands near a gap closing point
may be approximated with a two-band Dirac model where the mass m gives the energy
gap [16]. We now consider an interface in the x direction between two regions with a
different sign of m(x):

lim
x→±∞

sign [m(x)] = ±1, (1.10)

10



1.4 Quantum Hall effect

Figure 1.5: Mass domain wall, m(x) = vm0 tanhx, and the density of the corresponding
bound state |ψ(x)|2 ∝ (coshx)−2m0 .

which is illustrated in Fig. 1.5. Since the y direction is translational invariant, the wave
function can be written as Ψ(x, y) = eikyyψ(x) and the Hamiltonian becomes

ĥ(ky) = −iv∂xσx + vkyσy +m(x)σz, (1.11)

where v is the Fermi velocity. Equation (1.10) tells us that the energy gap has to close
somewhere between x = −∞ and x = +∞, and therefore we expect that there exists
a zero-energy mode localized somewhere in between. Let us try to find a zero-energy
solution at ky = 0. We find

ĥ(0)ψ = 0 ⇔ ∂xψ = −m(x)

v
σyψ, (1.12)

which yields a solution if ψ is an eigenstate of σy. There are two solutions but only one
is normalizable, which is given by

ψ(x) = exp

[
−
∫ x

x0

dx′
m(x′)

v

](
1

i

)
, (1.13)

where x0 is chosen so that ψ is normalized. The density |ψ(x)|2 of the bound state
is shown in Fig. 1.5 for m(x) = vm0 tanhx. Moreover, since we have σyψ = ψ, the
dispersion is given by E(ky) = vky which is shown in Fig. 1.6 (a).

We have found that there exists a robust chiral mode, localized at the interface
between two regions with a different sign of the gap, which is insensitive to the details
of m(x) as long as (1.10) is satisfied.
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SOC

IQH QSH

normal inverted

Figure 1.6: (a) Spectrum of a semi-infinite strip in the integer QH state with a single
chiral edge state (n = 1). (b) Spectrum of a semi-infinite strip in the QSH
state with a single Kramers pair of helical edge states. (c) Illustration of
band inversion driven by the spin-orbit coupling (SOC).

1.5 Quantum spin Hall effect

In a time-reversal (TR) invariant system, the total Berry curvature
∑

αFα, where Fα
was defined in Section 1.4.2, is an odd function of the momentum so that the Hall
conductance vanishes [16]. It was therefore believed that topological phases require
broken TR symmetry. However, in 2005 Kane and Mele showed that the spin-orbit
coupling can take on the role of a magnetic field with an opposite sign for opposite
spins [19, 20]. This gives two IQH states, one for each spin, with opposite spin Chern
numbers. Remarkably, when the spins are mixed, the phase persists as long as the bulk
energy gap remains finite. This phase was called quantum spin Hall (QSH) insulator
or 2D time-reversal-invariant topological insulator. In the QSH phase, each edge that
preserves TR symmetry supports robust gapless states. Because of TR symmetry, the
edge states necessarily come in Kramers pairs which have opposite momentum and spin
(Fig. 1.6 (b)). Hence, these states were called helical edge states. In the QSH phase, there
are always an odd number of Kramers pairs of edge states at a given edge, so that one
pair always remains in the presence of TR-invariant perturbations that do not close the
bulk energy gap or break charge conservation (we assume there are no superconducting
terms). Moreover, the helical edge states cannot be localized by nonmagnetic disorder
because elastic backscattering between Kramers partners is forbidden.

We start this section with a discussion of the implications of time-reversal symmetry
in periodic quantum systems. We then discuss the QSH state from two complementary
viewpoints: band inversion and the nature of the edge states. These two viewpoints are
then combined through the bulk-boundary correspondence to establish the Z2 topological
invariant. This section provides a stepping stone to the 3D topological insulators.
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1.5 Quantum spin Hall effect

1.5.1 Kramers theorem

Time-reversal symmetry

Physical laws are said to be invariant under time-reversal (TR) symmetry if the resulting
motion obeys the same laws when the motion is reversed. In quantum mechanics, TR
symmetry is expressed as

[H,T ] = 0, (1.14)

where H is the Hamiltonian and T is the TR operator. Naturally, time reversal should
change the sign of the momentum but leave the position unchanged. Hence, to preserve
the fundamental commutator [x, p] = i~, the time-reversal operator has to be antiu-
nitary. An antiunitary operator is defined as T = UK where U is unitary and K is
complex conjugation. It follows that time reversal also flips the spin since the commu-
tator [σi, σj] = iεijkσk has to be preserved as well. Specifically, for a spin 1

2
particle, we

can take T = iσyK which has the important property T 2 = −1 [55].

Kramers theorem

Consider a TR-invariant spin 1
2

system. If |ψ〉 is an eigenstate, then |Tψ〉 is another
distinct eigenstate with the same energy. Indeed, if |Tψ〉 = c |ψ〉 where c is a phase
factor, we find a contradiction: − |ψ〉 = |T 2ψ〉 = |c|2 |ψ〉. In general, Kramers theorem
states that a TR-invariant system with an odd number of fermions is at least doubly
degenerate. The eigenstates |ψ〉 and |Tψ〉 are called Kramers partners which together
constitute a Kramers pair. Moreover, the Kramers partners cannot be coupled by a
TR-invariant perturbation V = TV T−1. This can be shown as follows:

〈ψ|V |Tψ〉 = 〈ψ|TV |ψ〉 (1.15)

= −〈V ψ|Tψ〉 (1.16)

= −〈ψ|V |Tψ〉 , (1.17)

where in the second step we used 〈ψ|φ〉 = 〈Tφ|Tψ〉 with |φ〉 = TV |ψ〉 (antiunitary
property) and T 2 = −1. In the last step we used the fact that V is hermitian.

We now consider Kramers theorem in a periodic system. In a translational-invariant
system, the eigenstates can be written as

|ψk〉 = eik·r |uk〉 , (1.18)

where the Bloch functions |uk〉 have the same periodicity as the lattice and are eigen-
states of the Bloch Hamiltonian

H(k) = e−ik·rHeik·r, (1.19)

with corresponding energy bands Eα(k). Time reversal gives

TH(k)T−1 = H(−k), (1.20)
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since [H,T ] = 0 when the system has TR symmetry.
So the Kramers partners have opposite momentum and the bands Eα(k) are even

functions of k. Moreover, the bands are degenerate at the TR-invariant momenta
(TRIMs) defined by −k = k + G or k = G/2, where G is a reciprocal lattice vec-
tor. In one spatial dimension there are two TRIMs: k = 0 and k = π/a where a is the
lattice constant. In 2D there are four TRIMs:

Γi =
1

2
(ni1b1 + ni2b2) , (ni1, ni2 = 0, 1) , (1.21)

where b1 and b2 are the reciprocal basis vectors, and in 3D there are eight TRIMs. Note
that the number of bands in a (spinful) TR-invariant periodic system is always even and
that the simplest model for a TR-invariant insulator has at least four bands.

1.5.2 Band inversion and edge states

One of the most important principles underlying the QSH state and 3D topological
insulators is band inversion. Band inversion is the mechanism for the topological phase
transition in TIs with inversion symmetry. Even though band inversion only occurs
in systems with inversion symmetry, it is still an important concept. Band inversion
occurs when the parity of the valence and conduction band at the TRIMs is opposite
and changes sign an odd number of times between TRIMs so that the band ordering
is twisted throughout the Brillouin zone. In inversion-asymmetric TIs, the topological
phase transition does not generically occur at the TRIMs. Moreover, in 3D systems,
the phase transition is necessarily accompanied with an intermediate (Weyl) semimetal
phase [56, 57]. In most topological insulators, band inversion is driven by spin-orbit
coupling, although in (Hg,Cd)Te quantum wells other relativistic corrections play an
important role as well [58]. This is illustrated in Fig. 1.6 (c). When an insulator with
an inverted band structure is placed next to one with a normal band ordering, the band
gap has to close at some point to “untie” the twisted bands. Hence, we expect that
there exists low-energy excitations localized at such an interface.

We now consider a generic TR-invariant 2D insulator with two edges, i.e. a strip
that is periodic in one direction and finite in the other direction. In this case, there can
be states at the Fermi level in the bulk energy gap that are localized at the edge. These
edge states can be divided into two different types [2]. The generic band structure of
the strip is illustrated in Fig. 1.7 for the two types of edge states. We assume that the
strip is wide enough so that there is no coupling between opposite edges. Note that
we only show one half of the strip Brillouin zone because the other half is identical due
to TR symmetry and we only show edge states for one edge. In both cases, the edge
states are Kramers degenerate at k = 0 and k = π. Moreover, in Fig. 1.7 (a), the
edge states do not change their Kramers partners when they disperse away from k = 0
so that the same two branches meet up at k = π. This case corresponds to a trivial
insulator because we can get rid of the edge states without closing the bulk energy gap
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1.5 Quantum spin Hall effect

Figure 1.7: Band structure of a TR-invariant insulating strip; the edge states are only
shown for a single edge. (a) Even number of Kramers pairs of edge states
(blue) at the Fermi level (dashed red); edge states can be pushed into the pro-
jected bulk bands (gray) by an edge potential. (b) Odd number of Kramers
pairs of edge states at the Fermi level; edge states are robust.

by pushing them into the bulk bands with an edge potential. On the other hand, in
Fig. 1.7(b), the edge states switch Kramers partners between k = 0 and k = π. Clearly,
this strip corresponds to the QSH phase since the edge states cannot be removed by
an edge potential or any other TR-symmetric perturbation that does not close the bulk
gap. In the QSH phase, there are always an odd number of Kramers pair of edge states
at the Fermi level, while in the trivial case, there is an even number of Kramers pairs of
edge states. The former is robust with one Kramers pair of edge states always surviving
while the latter is connected to a system with no edge states. We can therefore write

(−1)ν = NK mod 2, (1.22)

where NK is the number of Kramers pairs of edge states at the Fermi level for a given
edge and ν = 0 (1) corresponds to a trivial (QSH) insulator [5]. The number ν is called
the Z2 topological invariant. It can only change when TR symmetry is intermittently
broken or the bulk energy gap closes.

1.5.3 Z2 topological invariant

We saw that the physical interpretation of the Z2 invariant is given by the parity of the
number of Kramers pairs of edge states at the Fermi level. However, the Z2 invariant
is completely determined by the bulk topology alone. In their seminal paper, Kane
and Mele showed that it could be written in terms of the zeros of a Pfaffian function
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Figure 1.8: Evolutions of Kramers pairs (green and red) of Wannier charge centers of a
finite 1D system with Hamiltonian H(kx)[k] as a function of k. The figure
shows the case ∆PT = 1, where two singly-occupied Kramers pairs appear
at each edge and the ground state becomes four-times degenerate.

determined from the bulk Bloch functions [19]. Later, Fu and Kane showed that it can
also be written as the change in the difference of the Wannier charge centers of time-
reversed occupied bands, which they called TR polarization, when half a flux quantum is
threaded through a TR-invariant version of the Laughlin cylinder [2, 59]. This approach
is analogous to the formulation of the Hall conductance in terms of the change in charge
polarization (sum of Wannier centers) after one cycle of the Laughlin pump, which was
discussed in Section 1.4.1 [60].

This argument goes as follows: Consider a 2D TR-invariant band insulator with
Hamiltonian H(kx, ky). Now construct a set of fictional 1D insulators parametrized
by k = ky with Hamiltonians H(kx)[k]. The TR polarization is defined for a 1D TR-
invariant band insulator and is given by

PT = e
∑
α

(〈0, α, I|x |0, α, I〉 − 〈0, α, II|x |0, α, II〉) , (1.23)

where the Wannier orbitals are given by

〈x|R,α, s〉 =
1

2π

∫ π

−π
dkx e

ikx(x−R)〈x|ukx,α,s〉, (1.24)

and we have chosen the cell with lattice vector R = 0, s = I, II indicate Kramers
partners, α = 1, . . . , N is a non-Kramers band index, and the number of occupied bands
is given by 2N [2, 16, 59]. Note that the 1D insulators that we constructed are only TR
symmetric for k = 0 and k = π so that we can consider the change in TR polarization
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1.5 Quantum spin Hall effect

between these two points:

∆PT = PT (k = π)− PT (k = 0). (1.25)

It is now claimed that ν ≡ ∆PT mod 2 defines the Z2 invariant. Let us assume
that ∆PT = 1 and see if this indeed corresponds to the QSH phase. In this case, the
time-reversed Wannier centers have changed partners with one of their neighbors. In the
bulk, this only relabels the cell index of the Wannier centers. However, if we consider a
finite system, a single occupied Wannier orbital appears at each of the two ends of the
system whose Kramers partner is unoccupied. This is illustrated in Fig. 1.8 where we
show the Wannier centers as a function of x and k. Hence, we find that the ground-state
degeneracy changes in going from k = 0 to k = π: each end contributes a degeneracy
of two. Moreover, the spectrum of these 1D finite systems as a function of k is given
in Fig. 1.7 where each k now corresponds to a different system. For example, consider
the case where a single Kramers pair of end states is occupied at k = 0. In Fig. 1.7 (a),
which corresponds to a trivial insulator, the Kramers partners split up but return to
each other so that the ground-state degeneracy is unchanged. However, in the QSH
phase shown in Fig. 1.7 (b), one of the partners becomes degenerate with a previously
unoccupied state at k = π so that the ground state attains a degeneracy of two for each
end. If only half a Kramers pair is occupied in (b), the ground state is degenerate at
k = 0 and becomes nondegnerate at k = π. We have therefore shown that the QSH
phase is characterized by a change in the ground-state degeneracy between k = 0 and
k = π. This can be determined from ∆PT which only requires knowledge of the bulk
wave functions.

Furthermore, when the system has inversion symmetry, the bands have a definite
parity at the TRIMs and Fu and Kane showed that the Z2 invariant can be written as
the product of the parities of the occupied bands at the TRIMs [3]:

(−1)ν =
∏
i=4

(
N∏
α=1

δα(Γi)

)
, (1.26)

where δα is the parity eigenvalue and α runs over one of the Kramers partners of each of
the 2N occupied bands at the TRIMs. Note that Kramers partners have the same parity
since time reversal and space inversion commute. Hence, the Z2 invariant determines if
there are an even (ν = 0) or odd (ν = 1) number of band inversions. When the number
of band inversions is even (odd) there will be an even (odd) number of gap closings at
an interface with vacuum. Only an odd number is robust against time-reversal-invariant
perturbations and therefore ν = 1 corresponds to a topological insulator, while ν = 0
corresponds to a trivial insulator. This method can also be used for systems without
inversion symmetry if they can be adiabatically connected to a system with inversion
symmetry without breaking TR and closing the bulk energy gap.
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1.6 3D topological insulators

Remarkably, the QSH phase can be extended to a three-dimensional (3D) topological
phase that is fundamentally different from stacked QSH phases, called (strong) topo-
logical insulator [2, 25]. To demonstrate this construction, we consider a simple cubic
lattice with unit lattice constant. We can now calculate a Z2 invariant for each of the
six time-reversal (TR) invariant planes in the 3D Brillouin zone cube, which are given
by ki = 0 and ki = π for i = x, y, z [41]. For an inversion-symmetric system, the six Z2

invariants can be calculated with Eq. (1.26). We denote them as i0 = (−1)ν(ki=0) and
iπ = (−1)ν(ki=π) for i = x, y, z. However, because some planes share two TRIMs, not
all invariants are independent. Observe that x0xπ, y0yπ, and z0zπ are all given by the
combined product of the parities of the occupied bands at all TRIMs. Hence,

x0xπ = y0yπ = z0zπ ≡ (−1)ν0 , (1.27)

so that there are only four independent Z2 invariants. In case ν0 = 1, one goes from a
trivial 2D insulator to a QSH insulator between opposite TR-invariant planes without
closing the gap by effectively breaking TR symmetry when ki 6= 0, π. This defines
the (strong) topological insulator, since in this case there are an odd number of band
inversions at the TRIMs in the 3D Brillouin zone. The remaining three Z2 invariants
can be chosen as

ν =
(
ν(kx=0), ν(ky=0), ν(kz=0)

)
, (1.28)

which further specify the band inversions. For example, the Bi2Se3 family of TIs has a
single band inversion at the Γ point so that (ν0,ν) = (1, 111) with this definition. In
case ν0 = 0, there are an even number of band inversions which is equivalent to a stack
of QSH systems. This is called a weak topological insulator (see Section 1.3).

Note that 3D topological insulator cannot exist when spin is conserved, since in that
case, the Z2 invariants ν(ki=0,π) (i = x, y, z) can be written in terms of the spin Chern
numbers [19]. These are also defined if TR is broken and cannot change as long as
the gap is not closed so that ν0 = 0. Spin-orbit coupling is therefore sufficient but not
necessary to realize a 3D topological insulator.

1.6.1 Exotic gapped surface phases

In Section 1.3, we have already described the topological surface states of a strong
topological insulator. In the simplest case, the surface state is given by a single surface
Dirac cone characterized by spin-momentum locking, which is shown in Fig. 1.3 (a).
Exotic gapped phases can emerge on the surface of a topological insulator by locally
breaking time reversal or charge conservation by depositing magnetic or superconducting
films on the surface, respectively. This is shown in Fig. 1.9.

Proximity to a magnetic film leads to an exchange potential which lifts the Kramers
degeneracy and opens a gap at the Dirac point in the surface spectrum [12, 61]. More-
over, a magnetic domain wall, where the magnetization changes sign, supports a robust
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TI

TI

TI

Figure 1.9: Domain wall between (a) two magnetic regions with opposite magnetization,
which support a chiral fermion, (b) magnetic and superconducting regions,
supporting a chiral Majorana, and (c) two superconducting regions with
phase difference φ, which supports a helical Majorana for φ = π. The right
panels show the spectrum of the gapped surface state and the gapless inter-
face state, where dashed lines indicate particle-hole redundancy.

chiral mode as we have shown in Section 1.4.3 (Fig. 1.9 (a)). Superconductivity can be
induced in the surface by proximity to an ordinary s-wave superconductor, which opens
a superconducting gap at the surface Fermi level [13, 62]. This breaks charge conserva-
tion since electrons can tunnel to and away from the surface as Cooper pairs. In this
case, a domain wall between a magnetic and superconducting region exhibits a chiral
Majorana mode (Fig. 1.9 (b)) and a domain wall between superconducting regions with
a superconducting phase difference ∆φ = π supports a Kramers pair of gapless Andreev
bound states called helical Majorana modes (Fig. 1.9 (c)). Moreover, when ∆φ = π− ε,
a gap is opened and at a line junction between regions with ε > 0 and ε < 0, there ex-
ist robust zero-energy Majorana bound states (MBS) [13]. By adiabatically tuning the
phase differences over a network of such line junctions, the (degenerate) MBSs can be
exchanged in space which is equivalent to a rotation of the degenerate ground state sub-
space. Such operations can be exploited to perform topological quantum computations
which are insensitive to local perturbations that normally cause decoherence [44, 45].
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1.7 Structure of the thesis

In this doctoral thesis, we investigate hybrid quantum systems that combine topological
insulators (TIs), magnetic films, superconductors, or graphene to give rise to new and
interesting states of matter. There are three main subjects:

(1) Topological crystalline states in junctions of TIs (Chapter 2);

(2) Quantum dots on the surface of TIs (Chapters 3 and 4);

(3) Tunneling in graphene – TI heterostructures (Chapter 5).

In Chapter 2, we start by discussing a continuum model for TIs with a single band
inversion, e.g. the Bi2Se3 family. We solve this model explicitly for a semi-infinite slab
and we derive an effective surface Hamiltonian that we use in subsequent chapters to
model the topological surface state. Then, we consider interface states localized at
a junction of two topological insulators with mirror symmetry whose surface states
have opposite helicity. Our initial motivation was the claim that this system exhibits
tachyonlike excitations [63]. Here, we show that these solutions are spurious and we
explicitly calculate the actual interface states and demonstrate how they are protected
by the mirror symmetry.

In Chapters 3 and 4, we consider quantum dots on the surface of a topological insu-
lator, where the surface state is confined with local exchange fields or superconducting
proximity effect as we discussed in Section 1.6.1. These systems allow us to investigate
the effect of confinement and electron-electron interactions on the topological surface
state. In Chapter 3, we study a magnetic quantum dot created by depositing a per-
forated magnetic insulating film on top of the surface which traps the surface state
within the hole. We also consider the effect of Coulomb interactions on the properties
of the magnetic quantum dot, which leads to the formation of a spin-polarized Wigner
molecule. We then consider hybrid quantum rings in Chapter 4. Specifically, we study
two types of systems: an annulus region of the topological-insulator surface with a mag-
netic gap on the inside of the annulus and a superconducting gap on the outside, and
an annulus bounded by two superconducting regions that have a different phase of the
superconducting order parameter. These systems support Majorana bound states when
half a flux quantum is threaded through the center of the ring.

Finally, in Chapter 5, we investigate heterostructures made from depositing graphene
on the surface of a topological insulator. We discuss different commensurate structures
and derive a low-energy model. The topological surface state migrates to the graphene
and attains a cubic dispersion when the Dirac cones overlap in energy. Since these
heterostructures can be probed by conductance measurements, we consider tunneling
from the bare surface to steps and through nanoribbons of the deposited graphene.
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Topological insulator junctions

We use a continuum model for a 3D strong topological insulator to find the topological
surface state and obtain an effective surface Hamiltonian. We then consider a junction
between two TIs whose surface states have opposite helicity and discuss how gapless
states protected by mirror symmetry arise naturally at the interface both in terms of a
scattering paradox and bulk topology. The interface states are then calculated explicitly
with the continuum model for different cases. Finally, we consider spurious tachyonlike
solutions which initially caused confusion in the community and we show their origin
and how they can be resolved.

2.1 Model

First, we discuss the low-energy model of Bi2Se3, which also applies to other topological
insulators (TIs) with the same crystal structure, shown in Fig. 2.1. For the Bi2Se3 class
of TIs, there is one band inversion at the origin Γ of the Brillouin zone [27, 28]. Hence,
it is sufficient to consider only bands near Γ to understand the topological properties.
At the Γ point, the bands near the Fermi level are spanned by four states with angular
momentum mj = ±1/2 and parity P = ± [64]. States with P = ± arise from hybridiza-
tion between the Bi (6p) and Se (4p) valence orbitals. However, because of the large
energy difference between these orbitals, the hybridized states are mostly localized on
Bi (P = +) and Se atoms on the top and bottom of QLs (P = −) [64]. On the other
hand, states with mj = ±1/2 are spin-orbit coupled superpositions of |pz ↑〉 with |p+ ↓〉
and |pz ↓〉 with |p− ↑〉, respectively. However, since the crystal-field splitting is much
stronger than the spin-orbit coupling, these states are mainly pz so that mj is propor-
tional to the electron spin. Therefore, the Hilbert space of the model is approximately
spanned by pz orbitals {|Bi ↑〉 , |Se ↑〉 , |Bi ↓〉 , |Se ↓〉}.

We can construct the model on the basis of the symmetries of Bi2Se3 and how they
act on the Bloch Hamiltonian H(k, kz) where k = kxex + kyey. These are given by time
reversal (T ), space inversion (P), a threefold rotation (C3) around the z axis which is
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Figure 2.1: The crystal structure of Bi2Se3 (space group R3̄m) is a layered structure
consisting of units of five atomic layers, called quintuple layers (QLs), that
are stacked on top of each other. (a) QL along the z axis where Se1 (Bi)
and Se1′ (Bi′ ) are equivalent. The dotted gray lines represent van der Waals
type bonds between QLs. (b) Each atomic layer is a trigonal lattice in the
xy plane in consecutive positions A, B, and C that are offset by a distance
a/
√

3 in the y direction where a is the in-plane lattice constant. The three
mirror planes (e.g. yz plane) are shown as the gray lines.

perpendicular to the quintuple layers, and a mirror plane (Mx) perpendicular to the x
axis (Fig. 2.1). Time-reversal symmetry is expressed as

T H(−k,−kz)T −1 = H(k, kz), (2.1)

where k = kxex + kyey and T = iσyK is the time-reversal operator with K complex
conjugation. Space inversion gives

PH(−k,−kz)P† = H(k, kz), (2.2)

with P = τz which acts on Bi (τz = +) and Se (τz = −). Together, time reversal and
space inversion enforce doubly degenerate bands. Threefold rotation C3 around the z
axis is expressed as

C3H(R(−θ)k, kz)C†3 = H(k, kz), (2.3)

where C3 = exp (−iθσz/2) with θ = 0, 2π/3 and R(θ) represents a rotation of the mo-
mentum in the xy plane. Finally, the mirror operation x→ −x, which is a combination
of inversion and a twofold rotation around the x axis, is expressed as

MxH(−kx, ky, kz)M†
x = H(kx, ky, kz), (2.4)

with Mx = −iσxτz. Combined with the threefold rotation symmetry, there are three
physical mirror planes, shown in Fig. 2.1 (b). Here, we have chosen the same spin basis
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2.1 Model

ε1 ε2 A1 A2 B1 B2 M

1.3 eVÅ
2

19.6 eVÅ
2

2.2 eVÅ 4.1 eVÅ 10 eVÅ
2

56.6 eVÅ
2

0.28 eV

Table 2.1: Parameter values of the Hamiltonian (2.6) for Bi2Se3 found from fitting the
bulk energy spectrum to ab initio calculations [27].

as in Ref. [27] where the electron spin is given by

sx = σxτz, sy = σyτz, sz = σz, (2.5)

as can be seen from the form of Mx = −isx since the mirror operation x → −x only
affects the spin and leaves the pz orbitals unchanged [64, 65].

With these symmetries, the Hamiltonian, up to quadratic order in the crystal mo-
mentum near Γ, becomes [27, 64]

H(k, kz) = ε(k, kz) +M(k, kz)τz + (A1kzσz + A2k · σ) τx, (2.6)

with

ε(k, kz) = ε0 + ε1k
2
z + ε2k

2, (2.7)

M(k, kz) = M −B1k
2
z −B2k

2, (2.8)

where k = |k|. The values of the model parameters ε1, ε2, A1, A2, B1, B2, and M
are given in Table 2.1 for Bi2Se3 and the energy shift ε0 in (2.7) will be chosen such
that the Dirac point of the topological surface state is at zero energy. Besides the
diagonal term ε(k, kz), the Hamiltonian (2.6) is identical to the 3D Dirac Hamiltonian
with uniaxial anisotropy along the z direction and a momentum-dependent mass term
given byM(k, kz) [27]. The anisotropy between the xy plane and the z axis is a reflection
of the layered crystal structure of Bi2Se3. The diagonal term ε(k, kz) breaks the particle-
hole symmetry τyHτy = −H so that the bands are not symmetric around zero.

Note that, in quadratic order, the Hamiltonian has continuous rotation symmetry
around the z axis. This model symmetry is reduced to C3 by cubic warping terms [64, 66]
which are not included in (2.6). Neglecting these terms does not affect the conclusions of
this chapter. Furthermore, spectroscopic experiments show that the topological surface
state of Bi2Se3 is almost an ideal Dirac cone, in contrast with Bi2Te3 which has a smaller
energy gap and a substantial trigonal potential [67].

Bulk energy spectrum

The bulk spectrum can be easily found by noting that the square of the non-diagonal
part of the Hamiltonian is diagonal:

(H − ε)2 =M2 + (A1kzσz + A2k · σ)2 =M2 + (A1kz)
2 + (A2k)2 , (2.9)
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2 Topological insulator junctions

where the cross terms vanish because the Pauli matrices anticommute. Because the
Hamiltonian matrix is four dimensional there are four eigenvalues, so that the energy
bands are doubly degenerate as expected and given by

E±(k, kz) = ε0 + ε1k
2
z + ε2k

2 ±
√

(M −B1k2
z −B2k2)2 + (A1kz)

2 + (A2k)2, (2.10)

which is shown in Fig. 2.2 for Bi2Se3. Note that the model describes an insulator only
if B2

1,2 > ε2
1,2 which is the condition to have a band gap since otherwise the valence and

conduction band have the same curvature.

Z2 topological nature

Because the model (2.6) has inversion symmetry, the topological nature can be under-
stood from the change in the parity of the bulk wave function between zero and large
momentum [3, 27]. Note that the eigenstates of (2.6) have definite parity only in those
two cases as only then τzHτz = H. In case M , B1, and B2 have the same sign, the par-
ity of the bands changes sign between zero and large momentum, which is called a band
inversion. The phase with an inverted band structure is clearly topological as it cannot
be connected continuously, i.e. without closing the band gap, to the atomic limit. Note
that the sign of the gap itself is not enough to characterize the intrinsic band topology
since it can be changed by the unitary transformation τx. In case inversion symmetry is
broken, e.g. by a constant ∝ τx, the band inversion is no longer specified by parity, but
as long as this extra term does not close the band gap, the system with broken inversion
is topologically equivalent to the centrosymmetric system.

The band inversion can be undone by closing the gap at k = kz = 0 and changing
the sign of M which swaps the bands. Therefore, at an interface between an inverted in-
sulator and a trivial insulator (or vacuum) the gap has to vanish at some point along the
way so that there exist gapless modes at such an interface. Furthermore, if the interface
respects time-reversal symmetry, these modes come in Kramers pairs that consist of two
degenerate states at opposite momentum (Kramers theorem). At k‖ = 0, the two states
that make up a Kramers pair form 2D Dirac points which are split at finite momentum
due to the spin-orbit coupling. The surface or interface states are robust against per-
turbations that preserve time reversal, particle number or U(1) gauge symmetry, and
the bulk energy gap, only if the number of Dirac points is odd. Otherwise, the different
Kramers pairs can pairwise couple and open an energy gap. Terms that break time
reversal or particle number conservation can be used to confine the topological surface
state and are discussed in Chapter 3 and 4, respectively.

This is an example of the bulk-boundary correspondence and it gives a physical
interpretation of the Z2 (even or odd) topological invariant that classifies time-reversal
invariant insulators such as model (2.6). Note that this discussion is restricted to the
continuum model (2.6) which assumes that the relevant physics is contained in a small
momentum region of the Brillouin zone near the Γ point and it should be supplemented
with the general discussion on topological insulators given in the introduction.
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2.2 Surface state

2.1.1 Probability current density

Here, we derive the probability current density of the Hamiltonian (2.6) which is required
to find the correct boundary conditions at the interface with vacuum or another insulator
in the remainder of this chapter. The probability current density j is defined through
the continuity equation

∂tρ+∇ · j = 0, (2.11)

where ρ(r, z, t) = Ψ†Ψ is the probability density with r = xex + yey. It can be found
as follows: First, we write

i∂tρ = i∂t
(
Ψ†Ψ

)
= Ψ†(i∂tΨ)− c.c. = Ψ†ĤΨ− c.c., (2.12)

where Ĥ = H(k̂, k̂z) with k̂ = −i∇r and k̂z = −i∂z. In the last step of (2.12) we made
use of the time-dependent Schrödinger equation, i∂tΨ = ĤΨ. As an example for the
last step, consider the terms σzτxk̂z and τzk̂

2
z . The first term becomes

Ψ†σzτxk̂zΨ = k̂z(Ψ
†σzτxΨ) + (σzτxk̂zΨ)†Ψ, (2.13)

where we made use of k̂zΨ
† = −(k̂zΨ)†. Similarly, the second term becomes

Ψ†τzk̂
2
zΦ = k̂z(Ψ

†τzk̂zΨ) + (τzk̂zΨ)†k̂zΨ (2.14)

= k̂z[Ψ
†τzk̂zΨ + (τzk̂zΨ)†Ψ] + (τzk̂

2
zΨ)†Ψ. (2.15)

It therefore follows that

i∂tρ = k̂xjx + k̂yjy + k̂zjz, (2.16)

where

jz = Re
{

Ψ†
[
2 (ε1 −B1τz) k̂z + A1σzτx

]
Ψ
}
, (2.17)

jx,y = Re
{

Ψ†
[
2 (ε2 −B2τz) k̂x,y + A2σx,yτx

]
Ψ
}
, (2.18)

are the components of the probability current density.

2.2 Surface state

Before we consider the interface between two topological insulators, we investigate the
surface state of a topological insulator described by Hamiltonian (2.6). In this section
we follow closely the approach of [68]. Since we are looking for a solution localized at
the surface, we try the ansatz

ψ(r, z) = φλe
λzeik·r. (2.19)
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2 Topological insulator junctions

If we plug this trial solution in the Schrödinger equation Ĥψ = Eψ, we obtain

[H(k,−iλ)− E]φλ = 0, (2.20)

which has a nontrivial solution for |H(k,−iλ)− E| = 0. This yields an equation for the
roots of the square of a biquadratic equation in λ which is given by

D1D2λ
4 +

[
A2

1 +D1 (E − L2) +D2 (E − L1)
]
λ2

+ (E − L1) (E − L2)− A2
2k

2 = 0,
(2.21)

with

D1,2 = ε1 ∓B1, (2.22)

L1,2(k) = ε0 ±M + (ε2 ∓B2) k2. (2.23)

Solving (2.21) for λ2 gives four distinct solutions in general, denoted as βλα(k,E) (α =
1, 2 and β = ±) which are doubly degenerate and where the labels are chosen such that
Reλα > 0. The corresponding eigenvectors are found from (2.20) and can be written as

φαβ1 =


−iA1βλα

E − L1 +D1λ
2
α

A2k+

0

 , φαβ2 =


0

A2k−

E − L2 +D2λ
2
α

iA1βλα

 , (2.24)

where k± = kx ± iky. The general solution is then given by Ψ(r, z) = Φ(z)eik·r with

Φ(z) =
∑
α=1,2

∑
β=±

∑
γ=1,2

Cαβγφαβγe
βλαz, (2.25)

where the coefficients Cαβγ(k, E) are determined by the boundary conditions and the
normalization.

For a semi-infinite system with a surface at z = 0 that extends in the negative z
direction, the boundary conditions are given by

Φ(z → −∞) = 0, Φ(z = 0) = 0, (2.26)

where the first boundary condition requires Reλ > 0 so that the coefficients Cαβγ with
β = −1 are zero and the λα have to be both real or complex conjugates. The second
boundary condition makes the z component of the probability current density (2.17)
vanish at the surface and becomes

(
φ11 φ12 φ21 φ22

)

C11

C12

C21

C22

 = 0, (2.27)
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Figure 2.2: Projected bulk bands from (2.10) (blue) together with the dispersion of the
surface states E±s (k) (green and red) given in (2.29) for the Bi2Se3 parameters
from Table 2.1 as a function of k̃ = ±k.

where we dropped the β index. A nonzero solution exists if |φ11 φ12 φ21 φ22| = 0, which
can be written as

(λ1 + λ2)2 =
A2

1

−D1D2

. (2.28)

So we find that a surface state exists if λ1 and λ2 are both real or complex conjugates
and the above equation is satisfied. This is only possible if D1D2 < 0 which is the
condition to have a band gap in the kz direction. Solving for the energy gives the
spectrum of the surface states

E±s (k) = ±|A2|
√

1− ε2
1

B2
1

k +

(
ε2 −

B2

B1

ε1

)
k2, (2.29)

where we put ε0 = − (ε1/B1)M so that the Dirac point lies at zero energy. For the
Bi2Se3 parameters listed in Table 2.1, we obtain ε0 ≈ −0.0364 eV. The dispersion of
the surface state of Bi2Se3 is shown in Fig. 2.2.

Existence condition

Using the dispersion relation of the surface state, we can find an expression for λ±α (k)
where ± corresponds with the energy branch E±s (k). The existence condition of the
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2 Topological insulator junctions

surface state is found from the behavior of (2.28) at k = 0. We obtain

(
λ±1 + λ±2

)2
∣∣∣
k=0

= − A2
1

D1D2

+ 2

(∣∣∣∣MB1

∣∣∣∣− M

B1

)
, (2.30)

which can be found from the explicit expressions for λ±α (0) that are obtained from (2.21)
with k = 0 and E = 0.

In order to have a valid surface-state solution, Eq. (2.28) should be satisfied, so that
the second term in the above equation needs to vanish. We therefore find that a surface
state only exists in the topological phase:

D1D2 < 0 : gap condition, (2.31)

M

B1

> 0 : band inversion condition. (2.32)

Moreover, the surface state exists only in a finite momentum region around k = 0. At
the edge of this region the surface state merges with the bulk bands as shown in Fig. 2.2.

Helicity

Furthermore, we find that the surface states are helical which means that the spin is
locked to the momentum. We show this by calculating the spin expectation values. The
wave functions for k 6= 0 are given by

Φ±(z) =
C±
2


i
√

D2

B1

sign (A1B1)
√
−D1

B1

± sign (A1A2B1)
√

D2

B1
eiϕk

±i sign (A2)
√
−D1

B1
eiϕk


(
eλ
±
1 z − eλ±2 z

)
, (2.33)

where ϕk = arctan (ky/kx) and C± is a normalization constant. Note that the fraction
of the density localized on the Bi (Se) atoms is (1 ± ε1/B1)/2, respectively. The spin
expectation values (in units ~/2) become

〈Sx〉± = 〈Φ±|σxτz |Φ±〉 = ±sign (A1A2B1) sinϕk, (2.34)

〈Sy〉± = 〈Φ±|σyτz |Φ±〉 = ∓sign (A1A2B1) cosϕk, (2.35)

〈Sz〉± = 〈Φ±|σz |Φ±〉 = 0. (2.36)

2.2.1 Effective surface Hamiltonian

In this section, we derive an effective surface Hamiltonian by writing [64]

Ĥ = H(0,−i∂z) + V (k), (2.37)
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2.2 Surface state

where we consider the second term as a perturbation in k, given by

V (k) = H(k, kz)−H(0, kz) = A2k · στx + (ε2 −B2τz) k
2. (2.38)

First, we solve the unperturbed problem for a semi-infinite system in the negative
z direction. This amounts to solving for a surface state at k = 0. In this case the
Hamiltonian is diagonal in spin and we only have to solve two smaller problems, one for
each spin. Using the same ansatz as before, we find

[hσ(−iλ)− E]φλ = 0, (2.39)

where the two blocks are given by

hσ(kz) = ε0 + ε1k
2
z +

(
M −B1k

2
z

)
τz + σA1kzτx, (2.40)

where σ = ± for spin up and spin down, respectively. Note that τzhστz = h−σ and we
obtain two degenerate states which form a Kramers pair as required by time-reversal
symmetry. Their wave functions can be written as

|Φ0↑〉 =

(
Φ0

0

)
, |Φ0↓〉 =

(
0

τzΦ0

)
, (2.41)

where

Φ0(z) = C1φ1e
λ01z + C2φ2e

λ02z, (2.42)

with

φα =

[
−iA1λ

0
α

E − L1 +D1(λ0
α)2

]
, (2.43)

and where λ0
α = λα(k = 0, E). The coefficients Cα are again determined by the normal-

ization and the boundary condition. The latter gives

λ0
1λ

0
2 =

E − L1

D1

, (2.44)

C2

C1

= −λ
0
1

λ0
2

. (2.45)

If we shift the energy with the same factor ε0 as before, we obtain two degenerate
zero-energy solutions given by (2.41) with

Φ0(z) = C

[
iA1λ

0
1

L1 −D1(λ0
1)2

](
eλ

0
1z − eλ02z

)
, (2.46)
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2 Topological insulator junctions

where C is a normalization coefficient and we redefine λ0
α = λα(k = 0, E = 0) . Further-

more, from (2.28) and (2.44) with E = 0, we obtain

λ0
1,2 =

a± b for M
B1
<

A2
1

−4D1D2
,

a± ib for M
B1
>

A2
1

−4D1D2
,

(2.47)

with

a =
|A1|

2
√−D1D2

, b =

√∣∣∣∣MB1

+
A2

1

4D1D2

∣∣∣∣, (2.48)

where the surface state only exists for D1D2 < 0 and M/B1 > 0 so that a and b are
positive real constants with b < a. The wave function becomes

Φ0(z) = C

[
iA1λ

0
1

L1 −D1(λ0
1)2

]
eaz

sinh(bz) for M
B1
<

A2
1

−4D1D2
,

sin(bz) for M
B1
>

A2
1

−4D1D2
,

(2.49)

where additional constants are absorbed in C. We see that there are two regimes for the
decay of the wave function depending on the parameters. In both cases, the probability
density |Φ0(z)|2 first increases from its node at z = 0 until it reaches a maximum and
then decays exponentially into the bulk. However, when the λ0

1,2 are complex, there are
additional oscillations with period b/(2π). The density is shown in Fig. 2.3 for both
regimes and for Bi2Se3. We find that the zero-energy surface state for Bi2Se3 is localized
near the bottom of the first quintuple layer.

The surface Hamiltonian is found by projecting the bulk Hamiltonian on the degen-
erate subspace formed by the zero-energy solutions from (2.41). We obtain

H(k) = A2

(
0 −ik− 〈Φ0| τy |Φ0〉

ik+ 〈Φ0| τy |Φ0〉 0

)
+ (ε2 −B2 〈Φ0| τz |Φ0〉) k2, (2.50)

where

〈Φ0| τy |Φ0〉 =
2A1 (D1|λ0

1|2 − L1) Reλ0
1

|A1λ0
1|2 + |L1 −D1(λ0

1)2|2
(2.51)

= sign(A1)
2
√−D1D2

D1 −D2

= −sign(A1B1)

√
1− ε2

1

B2
1

, (2.52)

〈Φ0| τz |Φ0〉 =
|A1λ

0
1|

2 − |L1 −D1(λ0
1)2|2

|A1λ0
1|2 + |L1 −D1(λ0

1)2|2
=
D2 +D1

D2 −D1

=
ε1

B1

. (2.53)

We find

H(k) = ~vF (σ × k) · ez +
~2k2

2m∗
, (2.54)
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-30 -20 -10 0

Figure 2.3: Normalized probability density |Φ0(z)|2 of the surface state at k = 0 for the
parameters given in Table 2.1. Here A1 = A∗1 corresponds to Bi2Se3 (blue)
and we also show the oscillating regime with A1 = A∗1/2 (dashed red) and
the exponential regime with A1 = 2A∗1 (dotted green).

in the basis {|Φ0↑〉 , |Φ0↓〉} which are symmetric and antisymmetric superpositions of
P = + (Bi) and P = − (Se) states for mj = ±1/2, respectively. The Fermi velocity vF
and the effective mass m∗ are given by

m∗ =
~2

2 (ε2 − ε1B2/B1)
, (2.55)

vF = sign(A1A2B1)
|A2|
~

√
1− ε2

1

B2
1

. (2.56)

Note that the perturbation theory is exact for the energy so that the contribution
of the kz continuum vanishes. Importantly, we find that the surface states are helical
and that their helicity, i.e. the direction of the spin-momentum locking, is given by the
relative sign of A1 and A2 since the sign of B1 is already fixed by the gap M in the band
inversion condition M/B1 > 0. This agrees with the spin expectation values of the exact
solution given in Eqs. (2.34)–(2.36). For the Bi2Se3 parameters from Table 2.1, we find
vF ≈ 6.176 × 105 m s−1 and m∗ ≈ 0.31me where me is the electron mass. The former
agrees well with the experimental value of approximately 5× 105 m s−1 [28].

Surface Hamiltonian from symmetry

The effective surface Hamiltonian can also be derived from symmetry. Remember that
the xy surface has threefold rotational symmetry about the z axis and mirror symmetry
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2 Topological insulator junctions

about the yz plane. In lowest order, the only combinations with time reversal and
threefold rotational symmetry are σ · k and (σ × k) · ez. The mirror symmetry rules
out the former and we obtain

Hxy(kx, ky) = A (kyσx − kxσy) , (2.57)

whereA is a real constant that depends on the material. For completion, we also consider
the xz and yz surface. On the xz plane, we only have mirror symmetry about the yz
plane which gives

Hxz(kx, kz) = A1kzσx + kx (A2σy +A3σz) , (2.58)

whereAi (i = 1, 2, 3) are real constants. In the model (2.6) we also have mirror symmetry
about the xy plane so that A2 also vanishes in that case. The yz plane only has twofold
rotational symmetry about the x axis (by combining space inversion and reflection about
the yz plane) which gives

Hyz(ky, kz) = (A11ky +A12kz)σy + (A21ky +A22kz)σz, (2.59)

where Aij (i, j = 1, 2) are real constants. In the model, which also has mirror symmetry
about the xy plane and the xz plane, we further have that A11 = A22 = 0.

Topological surface state

We have shown for a simple model (2.6) of a strong time-reversal invariant topological
insulator with inversion symmetry that the existence of the pair of zero-energy surface
states is insensitive to bulk parameters as long as the bulk gap is finite and the system
is in the topological regime M/B1 > 0. Because these states form a Kramers pair, no
time-reversal invariant perturbation can hybridize them. For example, adding a constant
τx term to the Hamiltonian breaks inversion symmetry, but it results only in a constant
shift of the Dirac point. At finite momentum the surface states at a given energy and
opposite momenta also constitute a Kramers pair so that a propagating mode on the
surface cannot backscatter directly even in the presence of disorder as long as time-
reversal symmetry is preserved. In the simple case of the (111) surface of Bi2Se3 which
we have considered above, the topological surface state is given by a single Dirac cone
at the Γ point. Furthermore, the topological surface state is helical which means that
spin is locked to the momentum. In lowest order, the surface state is described by the
effective surface Hamiltonian (2.57).

2.3 Interface states

In this section, we consider states localized at the xy interface (z = 0) between two
topological insulators, labeled TI1 (z < 0) and TI2 (z > 0). An illustration of this setup
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2.3 Interface states

Figure 2.4: Interface between topological insulators TI1 and TI2 whose topological sur-
face states have opposite helicity. The surface states are represented on the
xz and xy surface for kx = 0 by arrows where the color represents the spin-
momentum locking σx = ± (green and red).

is shown in Fig. 2.4. In this case, the first two boundary conditions are given by the
normalization condition:

Φ(1)(z → −∞) = 0, Φ(2)(z → +∞) = 0, (2.60)

where Φ(1) and Φ(2) are the general solutions given in (2.25) that correspond to TI1

and TI2, respectively. It follows that the coefficients C
(1)
α−γ and C

(2)
α+γ vanish. The other

two boundary conditions guarantee the continuity of the z component of the probability
current density (2.17):

Φ(1)(z = 0) = Φ(2)(z = 0), (2.61)

j(1)
z (k̂z)Φ

(1)(z)
∣∣∣
z=0

= j(2)
z (k̂z)Φ

(2)(z)
∣∣∣
z=0

, (2.62)

with
j(n)
z (k̂z) = 2

(
ε

(n)
1 −B(n)

1 τz
)
k̂z + A

(n)
1 σzτx, (2.63)

where n = 1, 2 for TI1 and TI2, respectively. In case the parameters ε1, B1, and A1 of
the two TIs are equal, the condition (2.62) reduces to the continuity of the derivative of
the wave function. The general solution becomes

Φ(1)(z) =
∑
α=1,2

∑
γ=1,2

C(1)
αγ φ

(1)
αγe

λ
(1)
α z for z < 0, (2.64)

Φ(2)(z) =
∑
α=1,2

∑
γ=1,2

C(2)
αγ φ

(2)
αγe
−λ(2)α z for z > 0, (2.65)
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where we dropped the β index. Here the φ
(n)
αγ are given by Eq. (2.24) with β = ± for

TI1 and TI2, respectively, and the λ
(n)
α are obtained from (2.21) with the corresponding

parameters for both TIs. The boundary conditions (2.61) and (2.62) become∣∣∣∣∣ φ
(1)
11 φ

(1)
12 φ

(1)
21 φ

(1)
22 −φ(2)

11 −φ(2)
12 −φ(2)

21 −φ(2)
22

j
(1)
1 φ

(1)
11 j

(1)
1 φ

(1)
12 j

(1)
2 φ

(1)
21 j

(1)
2 φ

(1)
22 −j(2)

1 φ
(2)
11 −j(2)

1 φ
(2)
12 −j(2)

2 φ
(2)
21 −j(2)

2 φ
(2)
22

∣∣∣∣∣ = 0,

(2.66)

where j
(n)
α = j

(n)
z [(−1)niλ

(n)
α ]. This equation has no analytical solution and must be

solved numerically on a (k,E) grid.

2.3.1 Gapless interface states

In this section, we demonstrate the existence of gapless states at the interface between
topological insulators whose surface states have opposite helicity [63, 69–71]. This setup
is shown in Fig. 2.4. Unlike the topological surface states that we discussed in the
previous section, these states are not robust against disorder. Instead they are protected
by mirror symmetry but persist even if time-reversal symmetry is broken.

The existence of the gapless interface states can be understood by considering scat-
tering of the topological surface state on the xz surface at the interface between TI1 and
TI2 [69]. Mirror symmetryMx enforces that the spin of the surface state on the xz (or
xy) surface is locked perpendicular to the momentum for kx = 0. This is also clear from
the effective surface Hamiltonian given in (2.58). Now consider a right-moving mode
on the xz surface of TI1 that scatters at the interface with TI2. At normal incidence,
kx = 0 so that σx is conserved due to the mirror symmetry. However, in case the helicity
of the surface states of TI1 and TI2 is opposite, neither reflection or transmission con-
serves σx which is illustrated in Fig. 2.5. This paradox is resolved if the incoming state
can scatter into the interface, so that there must exist helical gapless states localized
at the xy interface for kx = 0. The interface states originate from the coupling of the
topological surface states of TI1 and TI2. If the helicity is opposite, the overlapping
surface states at kx = 0 have opposite σx so that any coupling that preserves σx cannot
open a gap. In general, the gapless states exist only at an interface that preserves the
mirror symmetry. Therefore these state are not robust against disorder unlike the Z2

topological surface states.

Mirror Chern number

The existence of the interface modes can also be understood from the mirror Chern num-
ber which is a weak topological invariant that gives an additional topological crystalline
classification of topological insulators with mirror symmetry [4]. Hence, the Bi2Se3 class
of TIs are both strong TIs and topological crystalline insulators protected by mirror sym-
metry [72]. We now calculate the mirror Chern number and show that it corresponds to
the helicity of the surface states.
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2.3 Interface states

Figure 2.5: Scattering of surface states with opposite helicity on the xz surface at the
interface between TI1 and TI2 at normal incidence (kx = 0). In this case
the mirror symmetryMx about the yz plane ensures that the spin is locked
perpendicular to the momentum with σx = ± (green and red). Both reflec-
tion (R) and transmission (T ) are forbidden because σx is conserved. The
dashed lines indicate the Fermi energy.

For kx = 0, the Hamiltonian (2.6) commutes with the mirror operatorMx = −iσxτz
and the energy bands are labeled with the mirror eigenvalues ±i. The occupied mirror
eigenstates are obtained by first finding an eigenstate |ψ1〉 of one of the occupied bands
at kx = 0. In this case, |ψ2〉 = Mx |ψ1〉 is also an eigenstate because H(kx = 0)
commutes withMx. The mirror eigenstates are then given by |φ±〉 = |ψ1〉 ∓ i |ψ2〉 since
Mx |φ±〉 = |ψ2〉 ± i |ψ1〉 = ±i (|ψ1〉 ∓ i |ψ2〉) where we used M2

x = −1. In this way, we
find that the normalized mirror eigenstates of the occupied bands are given by

|φ±(ky, kz)〉 =
1

2
√
d
(
d+M −B1k2

z −B2k2
y

)


A1kz ∓ iA2ky

−
(
d+M −B1k

2
z −B2k

2
y

)
∓A1kz + iA2ky

∓
(
d+M −B1k

2
z −B2k

2
y

)

 , (2.67)

where

d(ky, kz) =

√(
M −B1k2

z −B2k2
y

)2
+ (A1kz)

2 + (A2ky)
2. (2.68)

Since we consider kx = 0, the Hamiltonian is effectively two-dimensional and we can
compute the Chern numbers of the mirror bands. The Chern number is defined as
the integral over the Berry curvature [16, 52]. To obtain the Berry curvature we first
calculate the Berry connection:

A±(ky, kz) = i 〈φ±| ∇(ky ,kz) |φ±〉 , (2.69)
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which can be written as A± = ±A with

A =
(−A1A2)

(
M −B1k

2
z −B2k

2
y − d

)
2d
[
(A1kz)

2 + (A2ky)
2]

(
kz

−ky

)
. (2.70)

The corresponding Berry curvature is then given by

Fyz = ∂yAz − ∂zAy =
(−A1A2)

(
M +B1k

2
z +B2k

2
y

)
2d3

, (2.71)

so that the mirror Chern numbers n± of the occupied bands |φ±〉 are given by

n± = ± 1

2π

∫ ∞
−∞

dky

∫ ∞
−∞

dkz Fyz (2.72)

= ∓A1A2

4π

∫ ∞
−∞

dky

∫ ∞
−∞

dkz
M +B1k

2
z +B2k

2
y

d3
(2.73)

=

{
∓sign (A1A2M) for M/B1,2 > 0

0 for M/B1,2 < 0,
(2.74)

where we verified the integral numerically. In accordance with time-reversal symmetry
the total Chern number of the occupied bands vanishes. However, the total mirror Chern
number is nonzero in the inverted regime:

nM = (n+ − n−) /2 = −sign (A1A2) , (2.75)

for M,B1, B2 > 0 [4]. The mirror Chern number nM is a weak topological invariant
protected by mirror symmetry, which can only change its value when either A1 or A2

becomes zero in which case the gap vanishes as expected. For example, the bulk gap
vanishes for A2 = 0 along a circle in the Brillouin zone defined by kz = 0 and |k| =√
M/B2. However, this gap closing does not change the Z2 invariant because it does

not undo the band inversion.
The gapless interface modes at kx = 0 can be understood from a change ∆nM = 2

across the interface shown in Fig. 2.4. The change in the Chern numbers n± gives rise
to two left-moving and two right-moving modes in the y direction [16, 52, 69]. This
is similar to the surface states of the topological crystalline insulator SnTe, which has
nM = −2 [39]. Indeed, the number of surface Dirac points is given by |nM| if the
surface preserves the mirror symmetry. Moreover, in the presence of both time-reversal
symmetry and mirror symmetry, the Z2 invariant is given by nM mod 2 [4].

In the following, we take the Bi2Se3 parameters from Table 2.1 for TI1. Since the
helicity of the surface states is determined by the relative sign of A1 and A2, we only
consider changes in A

(2)
1 and A

(2)
2 . First, we consider the case where A

(2)
1 /A

(1)
1 > 0 and

A
(2)
2 /A

(1)
2 < 0 (opposite helicity) for which we find that the surface states are strongly

coupled. Then we consider A
(2)
1 /A

(1)
1 < 0 with either A

(2)
2 /A

(1)
2 > 0 (opposite helicity)

or A
(2)
2 /A

(1)
2 < 0 (same helicity) corresponding to weak coupling. In all cases, we set the

energy shift ε0 of the two TIs equal with ε
(1)
0 = ε

(2)
0 = − (ε1/B1)M .
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Interface states: strong coupling

In this section, we consider the case where A
(2)
2 /A

(1)
2 < 0 and A

(2)
1 = A

(1)
1 . Some re-

sults are shown in Fig. 2.6. From the considerations above, we know that we should
obtain gapless interface states for kx = 0. However, we find that the gap closes on a
circle in momentum space |k| = k0. This is because the model (2.6) has full rotation
symmetry in the xy plane. The full rotation symmetry can be reduced to the phys-
ical threefold rotation symmetry by including cubic warping terms [64]. With cubic
warping terms, which we include below, we only find six cones in the k plane given by{

(0,±k0), (±
√

3k0/2,±k0/2)
}

in accordance with time reversal and threefold rotation
symmetry [69]. Furthermore, if time-reversal symmetry is broken but the mirror sym-
metry is preserved, for example by a magnetic field along the x direction which breaks C3

symmetry as well, the two cones in the kx direction survive regardless. Finally, we note
that there are always two Kramers pairs consisting of states at opposite momentum at
each energy in the gap so that the interface states are not stable against disorder even
if time reversal is preserved.

We also show the probability density in Fig. 2.7 (a) and (b) for the states marked in
Fig. 2.6 (a) and (b), respectively. The character of the individual surface states is lost
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Figure 2.7: (a, b) Probability density of the interface states marked with arrows in (c, d),
respectively. (c, d) Mirror eigenvalues ±i (red and green) of the interface
states shown in Fig. 2.6 (a, b), respectively.

and the density of the interface states is spread over the entire junction. Moreover, at
the crossing point in the dispersion, the density is localized more at the junction, and it
spreads out more as the interface states merge with the bulk bands since the decay length
diverges in the bulk. Also note that the density in (a) is localized more in TI2 while the
density in (b) is localized more in TI1. This is because the corresponding energy gap is
dominated by TI2 and TI1, respectively. The density is smooth at z = 0 because here
we have A

(2)
1 = A

(1)
1 so that the boundary condition (2.62) reduces to the continuity

of the derivative of the wave function. Furthermore, the interface states at kx = 0
are eigenstates of Sx, or equivalently, the mirror operator Mx with mirror eigenvalues
±i which are shown in Fig. 2.7 (c) and (d) for the interface states from Fig. 2.6 (a)
and (b), respectively. Note that Kramers partners have opposite mirror eigenvalues:
MxT |φ±〉 = TMx |φ±〉 = ∓iT |φ±〉 where T = iσyK is the time-reversal operator. We
see that the two branches of interface states have different mirror eigenvalues so that
the crossing is protected by the mirror symmetry.

Finally, we note that changes in the magnitude of A
(2)
1 have very little impact on the

spectrum of the interface states. This is to be expected since we showed in Section 2.2
that A1 only controls the localization properties of the topological surface state.
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Figure 2.10: (a, b) Probability density of the interface states marked with arrows from
Fig. 2.8 (b, c), respectively. (c, d) Mirror eigenvalues M = ±i (red and
green) of the interface states of Fig. 2.8 (b) and Fig. 2.9 (b), respectively.

Interface states: weak coupling

In this section, we always take A
(2)
1 = −A(1)

1 and we consider two cases: (1) A
(2)
2 /A

(1)
2 > 0

(opposite helicity) and (2) A
(2)
2 /A

(1)
2 < 0 (same helicity). Nevertheless, we find gapless

interface states in both cases. The results are shown in Fig. 2.8 and Fig. 2.9 for the
first and second case, respectively. In both cases, the coupling is weak and there are
two Kramers pairs at ky = 0 that are degenerate. This degeneracy is shifted towards
finite momentum if M or ε0 are different for the two TIs, for example. The crossing is
protected by mirror symmetry only in the opposite helicity case, as we show below. Next
we discuss the density which is shown in Fig. 2.10 (a) and (b) for opposite helicity. The
surface states retain most of their original character and the two branches with different
Fermi velocity correspond to interface states that are mostly localized in TI1 and TI2,
respectively. Note that the density now has a kink at z = 0 due to the general boundary
condition (2.62).

We now show that the gapless interface states are only robust in the first case where
the helicity of the surface states is opposite. To this end, we use the fact that the
interface states are eigenstates of Mx whose eigenvalues are shown in Fig. 2.10 for (c)
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opposite helicity and (d) same helicity. We see that in (c) the gap will not open if the
modes with the same mirror eigenvalue are coupled, for example by cubic terms in the
Hamiltonian that conserve Mx, while in (d) the gap will open. Therefore, we only find
gapless interface states that are robust in the presence of the mirror symmetry Mx in
the first case when the helicity of the surface states is opposite.

2.3.2 Warping terms

Here, we discuss the effect of the cubic warping terms on the interface spectrum. These
terms are given by [64]

H3 =
R1

2

(
k3

+ + k3
−
)3
τy +

R2

2i

(
k3

+ − k3
−
)2
σzτx, (2.76)

which reduce the continuous rotation symmetry to C3 symmetry. In the following, we
add H3 to the quadratic Hamiltonian (2.6) which we now denote as H0. The total
Hamiltonian then becomes H = H0 +H3. Similar as before, we use the ansatz

ψ(r, z) = φλe
λzeik·r, (2.77)

from which we now obtain an equation for the roots of the square of a depressed quartic
equation in λ which is given by

D1D2λ
4 +

[
A2

1 +D1 (E − L2) +D2 (E − L1)
]
λ2

+ iA1 (N1 +N2)λ+ (E − L1) (E − L2)

− A2
2k

2 −N1N2 = 0,

(2.78)

where

D1,2 = ε1 ∓B1, (2.79)

L1,2(k) = ε0 ±M + (ε2 ∓B2) k2, (2.80)

N1,2(k) = k3 (R2 sin 3θk ± iR1 cos 3θk) (2.81)

with θk = arctan (ky/ky). Equation (2.78) gives four distinct λ in general, denoted as
λα(k, E) (α = 1, 2, 3, 4) which are doubly degenerate. Moreover, if λα is a solution of
(2.78) then −λ∗α is also a solution. Hence, if there are no imaginary solutions (in which
case there would be no normalizable solutions), we can label the λα such that Reλ1,2 > 0
and Reλ3,4 < 0. The explicit expressions for the λα are omitted as they are not very
informative. The corresponding eigenvectors can be written as

φα1 =


−iA1λα +N2

E − L1 +D1λ
2
α

A2k+

0

 , φα2 =


0

A2k−

E − L2 +D2λ
2
α

+iA1λα −N2

 . (2.82)
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The interface states are then found in the same way as before, since the boundary
conditions remain unchanged as H3 does not change the probability current density in
the z direction. In this case, we have to numerically solve the boundary conditions on
a (k, E) grid. However, taking T , C3, and Mx into account we can limit the (k, E)
grid to one BZ slice, for example by taking θk ∈ [π/2, 2π/3]. The spectrum in the

strong-coupling regime A
(2)
2 /A

(1)
2 < 0 is shown in Fig. 2.11.

Rotational mismatch

We have also investigated the effect of rotational mismatch between the two TIs. This
breaks the mirror symmetry and thus opens a gap in the interface spectrum. The action
of a rotation under an arbitrary angle ϕ on the Hamiltonian is given by

H ′ = e−i
ϕ
2
σzH(k′, kz)e

iϕ
2
σz = H0 +H ′3, (2.83)

where k′ = R(−ϕ)k. The rotation has no effect on H0 since it preservers the full rotation
symmetry. On the other hand, we have H ′3 = H3(k, θk−ϕ) which can also be written as

H ′3 = H3(k) cos 3ϕ+ V (k) sin 3ϕ, (2.84)

where

V =
R1

2i

(
k3

+ − k3
−
)
τy −

R2

2

(
k3

+ + k3
−
)
σzτx. (2.85)

which anticommutes with the mirror operator Mx = −iσxτz. The Hamiltonians of the
two TIs with the rotational mismatch can then be written as

H(1) = H
(1)
0 +H

(1)
3 (k, θk), (2.86)

H(2) = H
(2)
0 +H

(2)
3 (k, θk − ϕ). (2.87)

Hence, the interface spectrum in the presence of rotational mismatch over an angle ϕ
can be calculated in the same way as before with the substitution θk → θk − ϕ in
all expressions that are related to TI2. In this way, we numerically obtain the energy
gap induced by rotational mismatch at the interface, which is shown in Fig. 2.12 as a
function of the rotational mismatch angle ϕ. As expected, we find that the energy gap
has period π/3 and that it attains a maximum of approximately 107 meV at ϕ = π/6
when the rotational mismatch is maximal. It is clear that the magnitude of the energy
gap depends on the parameters R1 and R2 and on the location of the crossing point

k0 ≈ 0.08 Å
−1

since the cubic terms are of the order of k3
0 at the gap opening point.

Experimental signatures

An experimental realization requires topological insulators with opposite helicity, or
equivalently, opposite mirror Chern number nM. Note that nM cannot be determined
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Figure 2.11: Spectrum of interface states for A
(2)
2 = −A(1)

2 in the 2D interface BZ where
the parameters of TI1 correspond to Bi2Se3 and are taken from Ref. [73].
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Figure 2.12: Energy gap of the interface spectrum as a function of the rotational mis-
match angle ϕ for A

(2)
2 = −A(1)

2 where the parameters of TI1 correspond to
Bi2Se3 and are taken from Ref. [73]. The interface spectrum for ϕ = 0 is
shown in Fig. 2.11.

by fitting the energy bands [4]. Indeed, the bulk spectrum (2.10) is independent of the
signs of A1 and A2. However, it is shown in Ref. [64] that sign(A2) is determined by
the spin-orbit coupling (SOC) constant, while sign(A1) is not. For isolated atoms, the
SOC constant is always positive because the potential is always attractive. However, in
cubic binary materials, such as HgTe and HgS, the spin-orbit splitting can be effectively
negative due to contributions from d orbitals [74]. In strained HgTe, this contribution
is too small so that nM = −1 [75, 76]. In HgS, however, the p-d hybridization leads
to an effective negative SOC constant for p orbitals and therefore nM = 1 [76, 77].
More generally, strained HgTexS1−x has been shown to exhibit (crystalline) topological
phase transitions between strong TIs with nM = ±1 as a function of x and the strain
with the limiting cases of strained HgTe (nM = −1) and unstrained HgS (nM = 1)
[76]. Heterostructures of HgTexS1−x where the strain and x are tuned accordingly could
therefore be a possible experimental realizations. Even though the mirror symmetry
might be broken by disorder at the interface, e.g. due to lattice mismatch, the induced
gap might be small. For example, in case of Bi2Se3-like TIs with rotational mismatch,
we have shown that a small gap opens due to the terms of third order in the momentum.

In the Bi2Se3 family of TIs, orbitals normal to the surface favor clockwise (nM = −1)
helicity while in-plane orbitals favor anticlockwise helicity (nM = −1) [78, 79]. Since the
inverted bands at the Γ point are mostly pz, the spin texture of the surface states depends
strongly on the orientation of the surface [65, 80]. It should therefore in principle be
possible to engineer the helicity of the topological surface state in Bi2Se3-like TIs.
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A possible way to find signatures of these interface states is by applying a magnetic
field along the x direction (mirror axis), which does not break the mirror symmetryMx

but does break the C3 symmetry in case of Bi2Se3-like TIs. This destroys four of the
six cones and one could measure the conductance through the interface which should
drop by a factor 3 when the magnetic field is applied. Moreover, if the sample is rotated
around the z direction, the conductance oscillates with a period of π/3. This also gaps
the Dirac cone on the transverse surface, which should enhance the signature.

2.3.3 Spurious tachyonlike interface states

In this section, we discuss the appearance of spurious tachyonlike interface states. In
case the λ obtained from (2.21) have an additional degeneracy, i.e. when λ1 = λ2, the
eigenvectors (2.24) are linearly dependent and we need a different trial solution. Even
though this is a pathological case, it can lead to spurious solutions that resemble tachy-
onlike excitations with a diverging group velocity which initially caused some confusion
in the community [63, 70]. The extra degeneracy of the λ occurs when the discriminant
of the biquadratic equation (2.21) vanishes. This happens at specific points in the (k,E)
plane determined by the “tachyonic dispersion”

E±t (k) = ε0 +
2MB1 − A2

1

2B2
1

ε1 +

(
ε2 −

B2

B1

ε1

)
k2 ±

√(
1− ε2

1

B2
1

)
F (k), (2.88)

where we introduced the function F (k) given by

F (k) =
A2

1

4B2
1

(
4MB1 − A2

1

)
+

(
A2

2 −
B2

B1

A2
1

)
k2. (2.89)

The “tachyonic momentum” kt is defined as the momentum where the group velocity
of the tachyonic dispersion diverges [63]. This happens when F (kt) = 0 and the square
root in (2.88) vanishes. We obtain

kt =
1

2|B1|

√
A2

1 − 4MB1

(A2/A1)2 −B2/B1

. (2.90)

Note that the group velocity can only diverge when kt is real. In general, we find that
the degeneracy occurs at energies E±t (k) under the conditions

k2 > k2
t for

A2
2

A2
1

>
B2

B1

, (2.91)

k2 < k2
t for

A2
2

A2
1

<
B2

B1

. (2.92)

We find that condition (2.92) is satisfied for the Bi2Se3 parameters given in Table 2.1

with kt ≈ 0.0853 Å
−1

and E±t (kt) ≈ 0.0575 eV. Therefore, the extra λ degeneracy occurs
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0 0.05 0.10
-0.4

-0.2

0

0.2

0.4

Figure 2.13: The functions E±t (k) given in (2.88) for TI1 (purple) and TI2 (dashed or-

ange) with A
(2)
1 = ±1.3A

(1)
1 and A

(2)
2 = ±A(1)

2 together with the bulk bands
(blue) where the tachyonic point is marked with a dot. The tachyonic

momenta are given by k
(1)
t ≈ 0.0853 Å

−1
and k

(2)
t ≈ 0.0458 Å

−1
.

inside the energy gap for those parameters giving rise to spurious interface states whose
tachyonlike spectrum is shown in Fig. 2.13.

Next, we demonstrate how to resolve this case by finding the correct general solution
when the λ are four times degenerate. However, in the actual calculation, we simply
superimpose the tachyonic dispersion on our results to identify the spurious solutions.

General solution

For the Hamiltonian (2.6), the Schrödinger equation H(−i∂z,k)φ = Eφ is a system
of four homogeneous second-order differential equations with constant coefficients. In
general such a system can be written as

Pφ+Qφ′ − φ′′ = 0, (2.93)

with P and Q constant n× n matrices. The trial solution φ(z) = eλzηλ gives(
P + λQ− λ2I

)
ηλ = 0, (2.94)

where I is the n × n unit matrix. This equation has a nonzero solution for ηλ if and
only if |P + λQ− λ2I| = 0, so that the λ are given by the roots of a polynomial of
order 2n. Now consider the case where there is a repeated root. If there are two linearly
independent ηλ for the repeated root, the trial solution remains valid. Otherwise, we try
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2.3 Interface states

the ansatz φ(z) = zeλzηλ + eλzρλ and we obtain

z
[
P + λQ− λ2I

]
ηλ +

[(
P + λQ− λ2I

)
ρλ + (Q− 2λI) ηλ

]
= 0. (2.95)

Putting terms of equal power in z to zero, we again find Eq. (2.94) together with(
P + λQ− λ2I

)
ρλ + (Q− 2λI) ηλ = 0. (2.96)

Observe that this equation is obtained from (2.94) by taking the partial derivative with
respect to λ. We identify ρλ = ∂ληλ and the solution becomes φ(z) = eλz (z + ∂λ) ηλ
where ηλ is found from (2.94).

We now apply this solution to our problem. We find that the correct general solution
along the “tachyonic dispersion” (2.88) is given by

Φ(z) =
∑
β=±

∑
γ=1,2

eβλz [C1βγ + C2βγ (z + β∂λ)]φβγ. (2.97)
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2 Topological insulator junctions

2.4 Summary

In this chapter, we first discussed the minimal continuum model for a three-dimensional
time-reversal-invariant strong topological insulator (TI) with inversion symmetry where
we used the well-studied case of Bi2Se3 as an example. We showed that the topological
regime is characterized by band inversion and protected by time-reversal symmetry by
invoking the bulk-boundary correspondence which relates the parity of the number of
Kramers pairs of surface states to the Z2 invariant. Next, we considered a semi-infinite
system with open boundary conditions and demonstrated the existence and robustness
of the topological surface state. For the Bi2Se3 family of TIs, the surface state consists of
a single Dirac cone located at the Γ̄ point of the surface Brillouin zone. We then derived
the effective surface Hamiltonian, both from perturbation theory and from symmetry
principles. This effective surface Hamiltonian is used in the upcoming chapters to model
the topological-insulator surface. In the last section, we considered junctions between
two TIs and explicitly calculated the dispersion and wave functions of gapless interface
states that are protected by mirror symmetry. We demonstrated that their existence
can be understood from the properties of the surface as the resolution of a scattering
paradox, or alternatively, from the bulk properties as a change across the junction of
the mirror Chern number, which is given by nM = −sign(A1A2) where A1 and A2 are
the spin-orbit parameters in the z direction and the xy plane, respectively. The mirror
Chern number is a weak topological invariant that gives an additional classification of
topological insulators with mirror symmetry. We then calculated the gapless interface
states for three cases: in the first case A2 changes sign across the junction, in the second
case A1 changes sign, and both change sign in the third case. We showed that the in-
terface states are robust only for the first two cases where the helicity of the topological
surface state is opposite for the two TIs and demonstrated their existence when the
Hamiltonian commutes with the mirror operator for kx = 0. Next, we included cubic
terms to the Hamiltonian which reduce the full rotation symmetry of the interface to
the physical threefold rotation symmetry and showed that the interface states survive
as long as mirror symmetry is present. Moreover, we considered rotational mismatch at
the junction and calculated the resulting energy gap in the interface spectrum as a func-
tion of the mismatch. Furthermore, we proposed a possible experimental realization in
strained HgTexS1−x systems and a specific experiment to find signatures of the interface
states. Finally, we discussed the appearance of spurious tachyonlike interface states in
the continuum model and how they can be resolved.
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3
Helical quantum dots

We investigate the properties of a quantum dot on the surface of a 3D strong topo-
logical insulator. The surface state is confined with a patterned magnetic insulator that
breaks time-reversal symmetry which leads to backscattering of the surface state. First,
we obtain the general solution for a circular-symmetric system from which we obtain
the hard-wall boundary conditions. We then discuss the single-particle properties of the
quantum dot for different boundary conditions. Next, we include Coulomb interactions
with the configuration-interaction method and show that the few-particle system evolves
to a spin-polarized Wigner molecule when the interaction strength is increased.

3.1 Model

In Section 2.2.1, we derived the effective Hamiltonian (2.54) for the (111) surface of
a Bi2Se3-like strong topological insulator. In lowest order, the surface Hamiltonian in
second-quantized form, in the presence of external potentials, becomes

Ĥ0 =

∫
d2r ψ̂†(r) [−ivF (σ × ez) · ∇+ V (r) +m(r)σz] ψ̂(r), (3.1)

where V (r) is the electrostatic potential and m(r) is the exchange field. Note that
we do not consider the coupling of the magnetic field to the momentum via the vector
potential. Moreover, we put ~ = 1 in the remainder of this chapter unless otherwise
stated. The spinor field operator given by

ψ̂(r) =

[
ψ̂↑(r)

ψ̂↓(r)

]
, (3.2)

where ψ̂†σ(r) (ψ̂σ(r)) is the electron field operator which creates (destroys) an electron
with spin σ at position r and satisfies the anticommutation relations

{ψ̂†σ(r), ψ̂σ′(r
′)} = δσσ′δ(r − r′), (3.3)

{ψ̂σ(r), ψ̂σ′(r
′)} = {ψ̂†σ(r), ψ̂†σ′(r

′)} = 0. (3.4)
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3 Helical quantum dots

The Hamiltonian is diagonalized with the basis transformation

ψ̂(r) =
∑
a

ψa(r) ĉa, (3.5)

where ĉ†a (ĉa) are the creation (destruction) operators that create (destroy) an electron
in the state a, which satisfy {ĉ†a, ĉb} = δab and {ĉa, ĉb} = {ĉ†a, ĉ†b} = 0. These relations
follow from the inverse transformation

ĉa =

∫
d2r ψ†a(r)ψ̂(r), (3.6)

and the anticommutators of (3.3) and (3.4), respectively. The spinors ψa(r) and corre-
sponding energies Ea are obtained from the wave equation Ĥ0ψa = Eaψa with

Ĥ0 = −ivF (σ × ez) · ∇+ V (r) +m(r) · σ. (3.7)

Symmetries

Depending on the potentials, the Dirac Hamiltonian Ĥ0 can possess three discrete non-
spatial symmetries: time reversal T = iσyK, charge conjugation C = σxK, and the
combination of T and C which is the chiral symmetry S = T C = σz. Time-reversal
symmetry is expressed as

σy Ĥ∗0σy = Ĥ0, (3.8)

which is only satisfied if m(r) vanishes. In this case, the energy is doubly degenerate
where the degenerate states form a Kramers pair. In a periodic system, the Kramers
pairs consists of states at opposite momentum. Charge conjugation

σx Ĥ∗0σx = −Ĥ0, (3.9)

requires V (r) = 0 and m(r) = m(r) ez. It follows that the energy is symmetric around
zero where charge conjugation connects states at opposite momentum and energy. Chiral
symmetry σz is the combination of time reversal and charge conjugation and connects
states at the same momentum but opposite energy.

3.1.1 Wave equation

Here, we first find the general solution of the wave equation Ĥ0ψ = Eψ when the
system has circular symmetry. Finally, we give the solution to the wave equation for a
free particle in polar coordinates.
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3.1 Model

Figure 3.1: The angles α and β that define the direction of the circular-symmetric ex-
change field m.

General solution

In polar coordinates (r, θ) the wave equation (3.7) transforms into[
−ivF

(
σθ∂r −

1

r
σr∂θ

)
+ V (r) +m(r) · σ

]
ψ(r) = Eψ(r), (3.10)

where we used ∇ = er∂r + eθr
−1∂θ and σ = σrer + σθeθ + σzez with

σr = σ · er =

(
0 e−iθ

eiθ 0

)
, σθ = σ · eθ =

(
0 −ie−iθ
ieiθ 0

)
. (3.11)

If the system has circular symmetry, the general form of the potentials are

V (r) = V (r), (3.12)

m(r) = m(r) (sinα cos β er + sinα sin β eθ + cosα ez) , (3.13)

where α and β specify the direction of m which is shown in Fig. 3.1. The angular part
of the wave equation (3.10) is solved with the ansatz

ψ(r, θ) = ei(j−
σz
2 )θφ(r), (3.14)

which is an eigenstate of the angular momentum along the z direction ̂z = −i∂θ + σz/2
with eigenvalues j = ±1/2,±3/2, . . .. If we plug in the ansatz and multiply both sides
of (3.10) with exp [−i (j − σz/2) θ], the kinetic term becomes

e−i(j−
σz
2 )θ
(
σθ∂r −

1

r
σr∂θ

)
ei(j−

σz
2 )θ = eiσzθ

[
σθ∂r −

1

r
iσr

(
j − σz

2

)]
(3.15)

= σy∂r −
1

r
iσx

(
j − σz

2

)
, (3.16)
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3 Helical quantum dots

and the remaining terms give

e−i(j−
σz
2 )θ [E − V (r)−m(r) · σ] ei(j−

σz
2 )θ = E − V (r)−m(r)σm, (3.17)

with σm = sinα (cos β σx + sin β σy) + cosασz. Now, we only need to solve an equation
for the radial spinor:

∂rφ(r) =

[
E − V (r)

vF
iσy +

m(r)

vF
σ̃m +

1

r

(
jσz −

1

2

)]
φ(r), (3.18)

where σ̃m = −iσyσm. This is formally solved by

φ(r) = φ(r0) +

∫ r

r0

dr′A(r′)φ(r′) (3.19)

=

(
1 +

∫ r

r0

dr′A(r′) +

∫ r

r0

dr′
∫ r′

r0

dr′′A(r′)A(r′′) + · · ·
)
φ(r0) (3.20)

= S exp

(∫ r

r0

dr′A(r′)

)
φ(r0), (3.21)

where r0 ≥ r, A(r) is the matrix working on φ on the right side of (3.18), and S is
a path-ordering operator that orders operators with their radial coordinate increasing
from right to left [81]. We obtain

φ(r) = S exp

{∫ r

r0

dr′
[
E − V (r′)

vF
iσy +

m(r′)

vF
σ̃m +

1

r′

(
jσz −

1

2

)]}
φ(r0). (3.22)

Free particle

The free-particle solution of the wave equation (3.10) can be easily found by taking the
square of the kinetic term. We obtain two decoupled equations

−∇2ψ(r) = k2ψ(r), (3.23)

where k = E/vF . First, we consider solutions for k 6= 0. In this case, the radial solution
for the spin-up component becomes

φ↑(r) = aJj−1/2(kr) + bYj−1/2(kr), (3.24)

where a, b are constants and Jj−1/2(kr) and Yj−1/2(kr) are Bessel functions of the first
and second kind, respectively. The spin-down component is then obtained from the
radial wave equation (3.18):[

∂r −
1

r

(
±j − 1

2

)]
φ↑,↓(r) = ±kφ↓,↑(r). (3.25)
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3.1 Model

Hence, the free-particle solution for k 6= 0 is given by

ψ(r, θ) = ei(j−
σz
2 )θφ(r), φ(r) =

(
φj−1/2(kr)

−φj+1/2(kr)

)
, (3.26)

where φj±1/2(kr) = aJj±1/2(kr) + bYj±1/2(kr). There are also two zero-energy solutions
which follow from (3.25) with k = 0. We find that the two-dimensional degenerate
subspace is spanned by

ψ0↑(r, θ) = arj−1/2ei(j−1/2)θ

(
1

0

)
, ψ0↓(r, θ) = br−j−1/2ei(j+1/2)θ

(
0

1

)
. (3.27)

3.1.2 Helical quantum dot

We now consider a circular quantum dot with radius R on the surface of a topological
insulator. Confinement of the surface state is realized by depositing a magnetic insulator
on the surface which is illustrated in Fig. 3.2 (a). The magnetic covering can be achieved
by first depositing a trivial insulator, which prevents leaking of the topological surface
state, followed by depositing a ferromagnetic layer. Alternatively, one could consider
a slab of topological insulator that is placed between the north and south pole of a
cylindrical array of magnets, shown in Figs. 3.2 (b) and (c). This setup might be favorable
since the magnetic field of the magnetic film only falls off as 1/R in the center of the
dot. This system was already considered as a possible realization for a qubit [82]. If the
magnetization points in the z direction, the resulting exchange field is given by

m(r) = vFm0Θ(R− r) ez, (3.28)

which opens a mass gap |2vFm0| everywhere, besides in the region occupied by the
quantum dot. This confines the surface states whose energies lie within the gap because
the corresponding wave functions decay exponentially outside the quantum dot with
decay length vF/m0. Particles inside the quantum dot are reflected by the exchange
gap at the edge and pick up a time-reversal breaking phase which opens the gap inside
the dot [83]. When the radius of the dot is much larger than the decay length, it is a
good approximation to send m0 →∞. This is called an infinite-mass boundary. In this
case, the wave function of the bound states vanishes outside the dot and we only need
to consider the wave function inside the dot.

Boundary condition

Here we derive all possible hard-wall boundary conditions for a system with circular
symmetry. Hence, we consider a circular delta barrier with

m(r) = vFm0 δ(r −R), (3.29)
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Figure 3.2: (a) Quantum dot on the surface of a topological insulator defined by a pat-
terned magnetic insulator. The magnetic covering can be achieved by de-
positing a two-layer structure consisting of a ferromagnetic metal on top of
a trivial insulator. (b) Quantum dot on the surface of a topological insula-
tor defined by placing a slab of topological insulator between the north and
south pole of a cylindrical array of magnets. (c) Lateral view of (b).

where m0 determines the strength of the barrier. The boundary condition on the radial
part of the spinor is found from the general solution (3.22) with r0 = R− and r = R+

where R± = R± ε. In the limit ε→ 0, we find

φ(R+) = exp (m0σ̃m)φ(R−) (3.30)

∝
[
cosh (m0γ) +

sinh (m0γ)

γ
(cosασx − sinα cos β σz)

]
φ(R−), (3.31)

where the proportionality constant is a phase factor and

γ =

√
1− sin2 α sin2 β. (3.32)

In case γ 6= 0, we can divide both sides of (3.31) with the hyperbolic cosine and take
the hard-wall limit m0 →∞. We obtain

(γ − sinα cos β σz + cosασx)φ(R−) = 0, (3.33)

which always has a nonzero solution. When the exchange field lies in the z direction
(α = β = 0 and γ = 1), the hard-wall boundary condition is reduced to the infinite-mass
boundary condition [83].
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Quantum dot

We now take an exchange field with direction m̂ = sinα er+cosα ez. Inside the quantum
dot, the general solution is given by the free-particle solution (3.26). However, because
the wave function has to be normalizable, we have to set b = 0 for finite-energy bound
states and for zero energy we need the spin-up solution for j > 0 and the spin-down
solution for j < 0. The hard-wall boundary condition is given by{

cosαφ↑ = − (1 + sinα)φ↓, α 6= ±π
2
,

φ↓,↑ = 0, α = ±π
2
,

(3.34)

where the components are evaluated at r = R. Hence, a zero-energy solution exists only
for α = +π/2 with j > 0 and α = −π/2 with j < 0. For bound states with a finite
energy, the wave function inside the disk is given by

ψjn(r, θ) = Ajn

(
ei(j−1/2)θJj−1/2(kjnr)

−ei(j+1/2)θJj+1/2(kjnr)

)
, (3.35)

with n = ±1,±2, . . . the radial quantum number where negative values correspond to
states with negative energy. The energies Ejn = vFkjn are determined from the boundary
conditions which become{

cosαJj−1/2(kR) = (1 + sinα) Jj+1/2(kR), α 6= ±π
2
,

Jj±1/2(kR) = 0, α = ±π
2
,

(3.36)

and the normalization constant Ajn is given by

A−2
jn = 2πR2


(
Jj−1/2(kjnR)

)2 2
1+sinα

(
1− j cosα

kjnR

)
, α 6= ±π

2
,(

Jj∓1/2(kjnR)
)2
, α = ±π

2
.

(3.37)

Spectrum

In Fig. 3.3, we show the energy spectrum of the quantum dot as a function of the angle
α which is obtained numerically from (3.36). As the direction of the exchange field is
reversed, some energy levels evolve into zero-energy states when the field lies in the radial
direction (α = ±π/2). Zero-energy states exist only for j > 0 when α = +π/2 and j < 0
when α = −π/2 which was already shown above. Furthermore, the energy spectrum
is symmetric around zero energy only when the field lies in the z direction (α = 0, π)
or the radial direction (α = ±π/2). In the first case, this is due to charge-conjugation
symmetry C = σxK where the charge-conjugated pairs have opposite angular momentum
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Figure 3.3: Several low-lying energy levels of the quantum dot for the hard-wall boundary
conditions with β = 0 as a function of the angle α between the z direction
and the exchange field which is shown above the plot.

j and opposite radial quantum number n with energies Ejn = −E−j−n. On the other
hand, when the field is radial, this is instead caused by the chiral symmetry S = σz
which leads to Ejn = Ej−n. Moreover, now there is also an accidental degeneracy given
by Ejn = E−j−1n for |n| > 0 and j 6= ±1/2 for α = ∓π/2, respectively. These results all
follow from the boundary conditions (3.36) and the properties of Bessel functions.

Note that the confinement gap ∆c reaches a maximum when m̂ points in the z
direction, which is given by ∆c ≈ 2.87 vF/R.

Spin polarization

The spin expectation values are obtained from the expression of the wave function (3.35)
and are given by (in units ~)

〈Sz〉 = πA2
jn

∫ R

0

dr r
[(
Jj−1/2(kjnr)

)2 −
(
Jj+1/2(kjnr)

)2
]

(3.38)

= πR2A2
jn

Jj−1/2(kjnR)Jj+1/2(kjnR)

kjnR
, (3.39)

〈Sr〉 = −πA2
jn

∫ R

0

dr rJj−1/2(kjnr)Jj+1/2(kjnr), (3.40)

〈Sθ〉 = 0, (3.41)
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3 Helical quantum dots

0 1 0 1

Figure 3.5: Probability density ρ = ρ↑ + ρ↓, spin-up density ρ↑, spin-down density ρ↓,
and spin density σ = ρ↑− ρ↓ for (a, b) α = 0 and (c, d) α = π/6 of the states
with radial quantum number n = 1 that are encircled in Fig. 3.4.

where 〈Sr〉 yields no simple expression. Both 〈Sz〉 and 〈Sr〉 are shown in Fig. 3.4 (a, b)
and (c, d) for α = 0 and α = π/6, respectively, as a function of j. In the first case,
the exchange field points in the z direction and charge conjugation is preserved. We see
that 〈Sz〉 is opposite for charge-conjugated stated and only appreciable for two charge-
conjugated branches. Moreover, in Fig. 3.4 (b) we see that 〈Sr〉 ∝ j, so that the confined
surface state remains helical except for the two branches that are Sz polarized. This
is also the case for the quantum dot with α = π/6. However, now the exchange field
is tilted in the radial direction and we have no charge-conjugation symmetry. The Sz
polarization is reduced in general but increases for a single branch. This branch evolves
towards zero energy when the field becomes radial and is then completely polarized in
the z direction as can be seen from the zero-energy solutions given in (3.27).

Charge and spin density

The spin densities follow from (3.35) and are given by

ρσ(r) =
(
AjnJj−σ/2(kjnr)

)2
, (3.42)
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3.2 Coulomb interaction

where σ = ± for spin up and spin down, respectively. The charge and spin densities
of the Sz-polarized branch of the quantum dot with magnetization α = 0 and α = π/6
are shown in Fig. 3.5. As the angle α increases, these states evolve into zero-energy
states when the exchange field is radial and the density shifts towards the edge. This
can also be seen from the density of the zero-energy states which is localized at the edge
and increasingly so with increasing |j|. For α = π/2, for example, the density of the
zero-energy states which are spin-up states in this case, is given by

|ψ0j|2 =
2j

πR2j
r2j−1, j =

1

2
,
3

2
, . . . . (3.43)

In the following, we only consider the infinite-mass boundary condition for which
the exchange field points in the z direction (α = β = 0) because the confinement gap is
largest in this case and because it is the most experimentally relevant case.

3.2 Coulomb interaction

Here, we investigate the few-particle properties of the infinite-mass quantum dot whose
single-particle levels are shown in Fig. 3.4 (a). Similar to previous studies, we assume
that the quantum dot is initially filled up to the charge-neutrality point so that all
negative-energy states are occupied [84]. We then only consider interactions between
particles that are added to the system. Thus we neglect electron-hole excitations. How-
ever, electron-hole excitations have an energy that is larger or equal to the confinement
gap. Therefore this approximation is valid only if the energy scale of the interaction is
smaller than the confinement gap which is approximately given by 2.87 vF/R.

The effective Hamiltonian becomes

Ĥ =
vF
R

∑′

a

εaĉ
†
aĉa + Ĥ ′e−e , (3.44)

where a = (ja, na) labels the quantum numbers, εa = (R/vF )Ea are the dimensionless
single-particle energies of the infinite-mass quantum dot, and the primed sum runs only
over states with positive energy. The electron-electron interaction term is given by

Ĥe−e =
1

2

∫
d2r

∫
d2r′ V (|r − r′|) ψ̂†(r)ψ̂†(r′)ψ̂(r′)ψ̂(r), (3.45)

which becomes

Ĥ ′e−e =
1

2

∑′

a,b,a′,b′

Vaa′b′bĉ
†
aĉ
†
a′ ĉb′ ĉb, (3.46)

where we used the basis transformation (3.5) and excluded negative-energy states. In
the following, we omit the primes for simplicity and remember that the sums only run
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3 Helical quantum dots

Figure 3.6: Diagram of the process aa′ → bb′ whose amplitude is given by Vaa′b′b.

over states with positive energy. The interaction integrals are given by

Vaa′b′b = 〈aa′| V̂ |b′b〉 (3.47)

=

∫
d2r

∫
d2r′ V (|r − r′|)

(
ψ†a(r)ψb(r)

)(
ψ†a′(r

′)ψb′(r
′)
)
, (3.48)

with V (|r − r′|) the interaction potential. This is the amplitude for the process where
two particles in the state |aa′〉 interact and scatter to the state |bb′〉 which is shown in
Fig. 3.6. Since the Hamiltonian should be hermitian, the matrix elements satisfy the
relation Vaa′b′b = V ∗bb′a′a. We also have Vaa′b′b = Va′abb′ because the interaction potential
only depends on the distance between the particles.

Interaction integrals

We calculate the interaction integrals Vaa′b′b for the unscreened Coulomb potential

V (|r − r′|) =
e2

4πε |r − r′| , (3.49)

where e is the electron charge and ε is the permittivity of the topological-insulator
surface. To solve the angular integrals, we make use of the expansion [85]

1

|r − r′| =
1

π
√
rr′

∞∑
m=−∞

Qm−1/2 (χ) eim(θ−θ′), (3.50)

where Qm−1/2 is a Legendre function of the second kind of half-integer degree and

χ =
r2 + r′2

2rr′
. (3.51)
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3.2 Coulomb interaction

With this expansion and the single-particle wave function from (3.35), the interaction
integrals become

Vaa′b′b =
vF
R

e2

4π2εvF
Naa′b′b

∞∑
m=−∞

∫ 2π

0

dθ ei(jb−ja+m)θ

∫ 2π

0

dθ′ ei(jb′−ja′−m)θ′ (3.52)

×
∫ 1

0

dt

∫ 1

0

dt′Qm−1/2(χ)Gab(t)Ga′b′(t
′) (3.53)

=
vF
R

[
4πα δja+ja′ ,jb+jb′

Naa′b′b
∫ 1

0

dt

∫ 1

0

dt′Qτab−1/2(χ)Gab(t)Ga′b′(t
′)

]
, (3.54)

where Naa′b′b = R4AjanaAja′na′Ajb′nb′Ajbnb , τab = ja − jb = − (jb′ − ja′) is the angular-
momentum exchange, and we defined

Gab(t) =
√
t
[
Jja−1/2(εjanat)Jjb−1/2(εjbnbt) + Jja+1/2(εjanat)Jjb+1/2(εjbnbt)

]
. (3.55)

The effective fine-structure constant α gives the strength of the Coulomb interaction
relative to the kinetic energy scale vF/R and is given by

α =
e2

4πε~vF
≈ 2.2× 106 m s−1

εrvF
, (3.56)

where we restored ~ and εr is the relative permittivity. Note that α is determined only
by the material constants vF and εr and not by the charge density as is the case for
the standard electron gas. The remaining radial integrals in (3.54) presumably have no
analytical solution and have to be solved numerically.

3.2.1 Configuration interaction

The many-body problem is solved if we diagonalize the total Hamiltonian (3.44). We
therefore construct a complete basis for the Fock space from the eigenstates of the single-
particle Hamiltonian Ĥ0. The basis states are given by the configurations

|µ〉 = ĉ†µ1 ĉ
†
µ2
· · · ĉ†µN |0〉 , (3.57)

where |0〉 is the vacuum state given here by the state in which all negative-energy levels
of the quantum dot are filled. In position representation, the configurations are given
by Slater determinants. The number of interacting fermions in the dot is given by N
which is a conserved quantity because each term in the Hamiltonian contains an equal
amount of creation and destruction operators. Moreover, we order the fermions such
that εµ1 < εµ2 < · · · < εµN . The matrix elements of the Hamiltonian in this basis can
then be written as

Hµν = 〈µ| Ĥ |ν〉 =
vF
R
εµδµν + Vµν , (3.58)
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3 Helical quantum dots

where εµ is the total single-particle energy of the configuration |µ〉 and Vµν is the inter-
action matrix element between the configurations |µ〉 and |ν〉.

In practice, we take a finite number of configurations for which εµ < εT where
εT is a threshold energy; all configurations whose total single-particle energy exceeds
the threshold are discarded. The threshold is increased until the many-body ground
state energy for a given value of the interaction strength α converges. This numerical
diagonalization method is called configuration interaction, which can be thought of as
an extension of the Hartree-Fock method where one tries to minimizes the ground-state
energy with only a single many-body configuration [86].

3.2.2 Matrix elements

Our next goal is to calculate the matrix elements (3.58). The first term is the total
single-particle energy of |µ〉 which is given by

εµ = 〈µ| Ĥ0 |µ〉 =
∑
a

εa 〈µ| ĉ†aĉa |µ〉 =
N∑
i=1

εµi , (3.59)

since the matrix element

〈µ| ĉ†aĉa |µ〉 = 〈µ| ĉ†aĉaĉ†µ1 · · · ĉ†µN |0〉 (3.60)

= 〈µ| ĉ†a
(
δaµ1 − ĉ†µ1 ĉa

)
ĉ†µ2 · · · ĉ†µN |0〉 (3.61)

= δaµ1 + 〈µ| ĉ†µ1 ĉ†aĉaĉ†µ2 · · · ĉ†µN |0〉 (3.62)

=
N∑
i=1

δaµi , (3.63)

is nonzero only if the state a is contained in the configuration |µ〉. The second term of
(3.58) is the interaction matrix element

Vµν = 〈µ| Ĥe−e |ν〉 =
1

2

∑
a,b,a′,b′

Vaa′b′b 〈µ| ĉ†aĉ†a′ ĉb′ ĉb |ν〉 . (3.64)

Note that the matrix element 〈µ| ĉ†aĉ†a′ ĉb′ ĉb |ν〉 is nonzero only if |µ〉 and |ν〉 are equal or
differ by one or two states. We now consider these three cases separately.

Case 1: Configurations differ by two states

If the configurations differ by two states, there are only four possible sets of quantum
numbers {a, a′, b, b′} which give a nonzero result. In this case, we can write |ν〉 in terms
of |µ〉 as follows:

|ν〉 = (−1)sα+sβ ĉ†νβ ĉµβ ĉ
†
να ĉµα |µ〉 , (3.65)
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3.2 Coulomb interaction

where α and β label the states that differ and sα (sβ) is the number of fermion swaps
necessary to destroy the state µα (µβ) and create the state να (νβ) in the correct order
such that εν1 < εν2 < · · · < ενN . To proceed, we find

ĉb |ν〉 = (−1)sα+sβ
(
δbνβ − ĉ†νβ ĉb

)
ĉµβ ĉ

†
να ĉµα |µ〉 (3.66)

= (−1)sα+sβ
(
δbνβ ĉµβ ĉ

†
να ĉµα + δbνα ĉ

†
νβ
ĉµβ ĉµα

)
|µ〉+ · · · , (3.67)

where we omitted the last term because it corresponds to a term that gives zero in the
end result. Similarly, we obtain

ĉb′ ĉb |ν〉 = (−1)sα+sβ
(
δbναδb′νβ − δbνβδb′να

)
ĉµβ ĉµα |µ〉+ · · · , (3.68)

and

〈µ| ĉ†aĉ†a′ ĉb′ ĉb |ν〉 = (−1)sα+sβ
(
δaµαδa′µβ − δaµβδa′µα

) (
δb′νβδbνα − δb′ναδbνβ

)
. (3.69)

We find that the interaction matrix element between configurations that differ by
two states labeled by α and β is given by

V (2)
µν = (−1)sα+sβ

1

2

∑
a,b,a′,b′

Vaa′b′b
(
δaµαδa′µβ − δaµβδa′µα

) (
δb′νβδbνα − δb′ναδbνβ

)
(3.70)

= (−1)sα+sβ
(
Vµαµβνβνα − Vµαµβνανβ

)
, (3.71)

where we used the property Vaa′b′b = Va′abb′ in the last step.

Case 2: Configurations differ by one state

In this case, we can write
|ν〉 = (−1)sα ĉ†να ĉµα |µ〉 , (3.72)

where α labels the state that is different and sα is the number of fermion swaps necessary
to destroy µα and create να in the correct order. We find

ĉb′ ĉb |ν〉 = (−1)sα ĉb′
(
δbνα − ĉ†να ĉb

)
ĉµα |µ〉 = (−1)sα (δbνα ĉb′ ĉµα − δb′ναĉbĉµα) |µ〉+ · · · ,

(3.73)
and

〈µ| ĉ†aĉ†a′ ĉb′ ĉb |ν〉 = (−1)sα
∑
i 6=α

(δaµαδa′µi − δaµiδa′µα) (δb′µiδbνα − δb′ναδbµi) . (3.74)

We find that the interaction matrix element between configurations that differ by
one state labeled by α is given by

V (1)
µν = (−1)sα

1

2

∑
i 6=α

∑
a,b,a′,b′

Vaa′b′b (δaµαδa′µi − δaµiδa′µα) (δb′µiδbνα − δb′ναδbµi) (3.75)

= (−1)sα
∑
i 6=α

(Vµαµiµiνα − Vµαµiναµi) . (3.76)
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3 Helical quantum dots

Case 3: Equal configurations

When the configurations are equal, we find

〈µ| ĉ†aĉ†a′ ĉb′ ĉb |µ〉 =
∑
i 6=j

(
δaµiδa′µj − δaµjδa′µi

) (
δb′µjδbµi − δb′µiδbµj

)
, (3.77)

which is obtained in the same way as a above. The interaction matrix element becomes

V (0)
µν = Vµµ =

1

2

∑
i 6=j

∑
a,b,a′,b′

Vaa′b′b
(
δaµiδa′µj − δaµjδa′µi

) (
δb′µjδbνi − δb′νiδbµj

)
(3.78)

=
∑
i 6=j

(
Vµiµjµjµi − Vµiµjµiµj

)
. (3.79)

3.3 Helical Wigner molecule

In a regular electron gas, at low temperatures, the Coulomb interaction becomes dom-
inant in the low-density limit. This is because the average (noninteracting) kinetic
energy of the ground state scales as r−2

s , where rs is proportional to the average distance
between electrons, while the Coulomb potential energy scales as r−1

s [86]. Hence, the
ground state is dominated by interactions in the limit rs →∞ and there is a crossover to
a Wigner crystal where the electrons are localized and form a periodic lattice structure
in the ground state [87].

However, for Dirac fermions, the kinetic energy also scales as r−1
s so that there is

no competition between energy scales and Wigner crystallization is absent in bulk Dirac
systems [88]. Nevertheless, in finite Dirac systems, Wigner crystallization can occur at
sufficiently high values of the interaction strength α, which only depends on material
properties [84]. This phase is called a Wigner molecule. Because of the induced mag-
netic confinement gap, the dispersion of the confined Dirac electrons becomes effectively
quadratic at low energies. Hence, the energetics are those of a regular electron gas and
the Wigner molecule can emerge in a quantum dot on the surface of a topological insu-
lator albeit with a nontrivial spin texture.

In this section, we discuss our results for interacting particles in the infinite-mass
quantum dot where Coulomb interactions are included with the configuration-interaction
method for up to seven particles in the dot. Circular symmetry considerably simplifies
the calculation because in this case the Hamiltonian is block diagonal in the total angular
momentum J =

∑N
i=1 ji. First, we give an overview of the observables that are used to

characterize the Wigner molecule. Besides the few-particle energy, we also investigate
the spin-resolved densities and pair-correlation functions as a function of the interaction
strength α.
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3.3 Helical Wigner molecule

3.3.1 Observables

Here, we give an overview of the observables used to probe the real-space properties
of the few-particle system. For a given eigenstate of the interacting quantum dot, the
many-body wave function can be written as

|Φ〉 =
∑
µ

Cµ |µ〉 , (3.80)

where the coefficients Cµ are given by the eigenvectors of the matrixHµν and are obtained
numerically with the configuration-interaction method described above. The probability
density of spin σ fermions is given by

ρσ(r) =
〈ψ̂†σ(r)ψ̂σ(r)〉

N
(3.81)

=
1

N

∑
a,b

ψ∗σa(r)ψσb(r)〈ĉ†aĉb〉, (3.82)

where the expectation value is taken with respect to (3.80) and N is the number of
fermions in the dot. Hence, the remaining matrix element becomes

〈ĉ†aĉb〉 =
∑
µ,ν

C∗µCν 〈µ| c†aĉb |ν〉 (3.83)

= δab
∑
µ

|Cµ|2
N∑
i=1

δaµi +
∑(1)

µ,ν

C∗µCν(−1)sαδaµβδbνβ , (3.84)

where the second sum in the last line only runs over configurations that differ by one
state labeled by β. Thus, we obtain

ρσ(r) =
1

N

[∑
µ

|Cµ|2
N∑
i=1

|ψσµi(r)|2 +
∑(1)

µ,ν

C∗µCν(−1)sα ψ∗σµβ(r)ψσνβ(r)

]
, (3.85)

and the total charge and spin probability density are then given by

ρ(r) =
∑
σ

ρσ(r), sz(r) =
1

2

∑
σ

σρσ(r), (3.86)

respectively. In a system with circular symmetry, these functions only depend on the
radius. The crossover to the Wigner molecule phase is best captured with the spin-
resolved pair-correlation functions gσσ′(r, r

′). This is the joint probability of having a
particle with spin σ at position r and another particle with spin σ′ at position r′:

gσσ′(r, r
′) =

〈ψ̂†σ(r)ψ̂†σ′(r
′)ψ̂σ′(r′)ψ̂σ(r)〉

N (N − 1)
(3.87)

=
1

N (N − 1)

∑
a,b,a′,b′

ψ∗σa(r)ψσb(r)ψ∗σ′a′(r
′)ψσ′b′(r

′)〈ĉ†aĉ†a′ ĉb′ ĉb〉, (3.88)
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3 Helical quantum dots

where the remaining expectation value was already calculated in Section 3.2.2. Note
that gσσ′(r, r

′) = gσ′σ(r′, r). The total pair-correlation function is then given by

g(r, r′) =
∑
σ,σ′

gσσ′(r, r
′), (3.89)

which is normalized as
∫
d2r
∫
d2r′ g(r, r′) = 1. Moreover, since

ρσ(r) =
∑
σ′

∫
d2r′ gσσ′(r, r

′), (3.90)

the conditional probability of finding a particle with spin σ at position r given that there
is a particle with spin σ′ at position r′ is defined as

P (rσ|r′σ′) ≡ gσσ′(r, r
′)

ρσ′(r′)
. (3.91)

3.3.2 Results

The energy of the ground state together with some excited states of the two-particle
(N = 2) dot E2(α) are shown in Fig. 3.7 as a function of α. We do not show the
energy for other N because it is not very informative. Instead, we consider the total
angular momentum J of the ground state which is shown in Fig. 3.8 (a). Note that,
except for N = 2 and N = 4, there are level crossings towards higher J when the
interaction strength α increases. This can be understood from the density ρ(r) which
is shown together with the spin densities ρσ(r) and the spin density sz(r) in Fig. 3.9
for α = 0, 1, 2. For all cases, expect for N = 2 and N = 4, the charge density is not
peaked at the edge of the dot for α = 0, which is not energetically favorable when α
increases. Hence, the system transitions to a higher angular momentum which increases
the kinetic energy but decreases the total energy overall because it significantly lowers
the interaction energy. Intuitively speaking, this is because the particles have more room
to spread out closer to the edge. In terms of the single-particle spectrum, as the angular
momentum of the ground state increases, the spin-polarized branch, which is shown in
Fig. 3.4, is being occupied. Hence, the spin polarization

〈Sz〉 =
~
2
N

∫
d2r [ρ↑(r)− ρ↓(r)] =

~
2

(N↑ −N↓) , (3.92)

where Nσ =
∫
d2r ρσ is the average number of spin σ fermions, jumps at every level

crossing, which shown in Fig. 3.8 (b). The physical significance of the spin polarization
is the following. With increasing interaction strength, the system evolves toward a
classical state: the Wigner molecule. In nontopological systems, the classical nature, and
the consequent loss of the spin degree of freedom, is realized by the fact that many states
tend to become degenerate in the limit of infinite interaction strength. The presence

66



3.3 Helical Wigner molecule

4

6

8

2

0

31

-1

4
4

2

0 0.5 1 1.5 2

Figure 3.7: Several few-particle energy levels of the interacting infinite-mass quantum
dot with N = 2 as a function of the interaction strength α.

of a single Dirac cone with spin-momentum locking, however, prevents our system from
developing this degeneracy. Increasing the spin polarization is therefore a natural way
to approach the classical limit of a collective spinless (or spin-polarized) system in the
helical quantum dot. The quantum phase transitions shown in Fig. 3.8 (b) indicates
that the effect is generic for 2 < N < 7 and 0 < α < 2. Moreover, it contains further
peculiarities: In ordinary 2DEG quantum dots, 〈Sz〉 does not change with interaction
strength and the total spin is fixed by an applied magnetic field which itself can induce
quantum phase transitions toward states with a higher spin imbalance [89, 90].

Next, we address the chemical potential of the quantum dot,

µN = EN+1 − EN , (3.93)

which is the energy that is required to add an additional particle to a quantum dot
with N particles. These energies correspond to peaks in the current flowing through the
quantum dot as a function of gate voltage in a Coulomb blockade experiment [91]. The
distance between consecutive current peaks is given by the addition energy

∆N = µN − µN−1 = EN+1 + EN−1 − 2EN , (3.94)

which is shown in Fig. 3.8 (b).

Spin-resolved correlations

To directly probe the crossover to the Wigner molecule, we consider the spin-resolved
pair-correlation functions gσσ′(r, r

′) which are shown in Fig. 3.10 as a function of the
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Figure 3.8: (a) Spin expectation value 〈Sz〉 for N = 2, . . . , 7. The ground-state angular
momentum is given in the figure and the discontinuities correspond to level
crossings. (b) Addition energy ∆N for α = 0 (blue), α = 1 (red), and α = 2
(green) as a function of the number of particles N in the dot.

angle θ − θ′ where r = r′ = r0 with r0 the radius where the probability density ρ is
maximal. This path is shown for α = 2 as the dashed blue circle in the contour plots of
the pair-correlation functions shown in Figs. 3.12 – 3.17 for N = 2, . . . , 7. Here, there
are only four distinct curves since

g↓↑(r, θ; r
′, θ′) = g↑↓(r

′, θ′; r, θ) = g↑↓(r
′, θ; r, θ′), (3.95)

where we used gσσ′(r, r
′) = gσ′σ(r′, r) in the first step and the circular symmetry of the

quantum dot in the last step. In all cases, when α increases, we clearly see the crossover
to the Wigner molecule where the particles are localized in a regular N -polygon. Note,
however, that the Wigner molecule is rotating since the ground state has finite J . We
found no shell formation which might occur for N > 7 [84]. In the noninteracting
case, only shown for N = 2 and N = 4, we see that g↑↑ dominates due to the spin
polarization induced by the boundary. Consistent with the Pauli principle, g↑↑ and g↓↓
is zero for θ = θ′, while g↑↓ and g↓↑ can be nonzero as is the case for N = 4 and α = 0.
However, at finite α all correlation functions become zero for θ = θ′, indicating that
the system is in the interacting regime. However, the spin-down correlations remain
suppressed (liquidlike) even for α = 2. Therefore, the system is characterized by a
crossover to a spin-selective Wigner molecule. This is consistent with both the increase
in spin polarization and the radial dependence of the spin-resolved density. Intuitively
speaking, one of the effects of interactions in this system is to push the particles closer to
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Figure 3.9: Spin-resolved probability densities ρσ(r) together with the total charge and
spin probability density ρ(r) and Sz(r) of the ground state of the few-particle
infinite-mass dot for N = 2, 3, . . . , 7 and α = 0 (thin line), α = 1 (medium
thick line), and α = 2 (thick line).
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the boundaries to minimize the interaction energy. Particles that remain near the center
when interactions are increased (the spin-down density in this case) do not minimize
the interaction energy, and their spatial distribution and correlations are still mostly
determined by kinetic energy and confinement. Hence, a more strongly polarized state
is favored with increasing interaction strength. The emergence of the correlation peaks
is shown in more detail in Fig. 3.10 where we show gσσ′(r, r

′) as a function of r for
θ = 2π/N with r′ fixed at the maximum of the density with r′ = r0 and θ′ = 0. This
path is shown as the dotted green line in Figs. 3.12 – 3.17. In this case, g↑↓ and g↓↑
are different in general, but cross at r = r0. Furthermore, we see that g↑↑ (g↓↓) and g↓↑
(g↑↓) become equal at the boundary (r = R) which is a consequence of the infinite-mass
boundary condition.

On the other hand, the formation of a spin-polarized state might be counterintuitive
if we keep the infinite-mass boundary condition in mind. Indeed, for few particles in
the dot, in the limit of very strong interactions, the particles will be localized almost
entirely at the edge. Because of the infinite-mass boundary condition, however, the spin
densities are equal at the edge, so that eventually the spin polarization should reduce
again with increasing interaction strength. However, in reality, the mass barrier is finite
and in the limit α � mR/(~vF ), the particles will leak out of the quantum dot. The
critical mass m is given by

mc =
~vF
R

α =
e2

4πεR
, (3.96)

where we restored ~. Since m = gµBB/2 with g the g-factor of the topological surface
state and µB the Bohr magneton, we find that the field B required to keep the particles
confined in the presence of electron-electron interactions, should be of the order of

Bc =
2~vα
gµBR

≈ 227× vα

gR
T, (3.97)

where R is given in units of 100 nm and v is given in units 106 m s−1. For Bi2Se3, we
find g ≈ 18 [92] and v ≈ 0.5× 106 m s−1 [28], so that

Bc ≈
6.3α

R
T. (3.98)

for a quantum dot with radius R given in units of 100 nm.
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Figure 3.10: Pair-correlation functions gσσ′(r, r
′) of the ground state of the few-particle

infinite-mass dot for N = 2, 3, . . . , 7 and α = 0 (thin line), α = 1 (medium
thick line), and α = 2 (thick line) as a function of θ − θ′ with r = r′ = r0

which corresponds to the maximum of ρ(r). This path is shown for α = 2
as the dashed blue circle in Figs. 3.12 – 3.17.
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Figure 3.11: Pair-correlation functions gσσ′(r, r
′) of the ground state of the few-particle

infinite-mass dot for N = 2, 3, . . . , 7 and α = 0 (thin line), α = 1 (medium
thick line), and α = 2 (thick line) as a function of r with θ = 2π/N , r′ = r0,
and θ′ = 0 where r0 corresponds to the maximum of ρ(r). This path is
shown as the dotted green line in Figs. 3.12 – 3.17.
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Wigner molecules

In Figs. 3.12 – 3.17, we show the pair-correlation functions gσσ′(r, r
′) together with the

total pair-correlation function g(r, r′) as a function of r and θ, where we have fixed r′

at the maximum of the charge density, for N = 2, . . . , 7, respectively. These figures are
given for completeness and lead to the same conclusions as the above discussion.

Experiments

As far as the experimental observations of our predictions are concerned, different issues
might arise. The realization of quantum dots on the surface of topological insulators
remains a challenge but it should be possible in principle and the surface is readily ac-
cessible to experimental probes. For example, the spin polarization can be accessed by
coupling the dot to spin-polarized local probes such as spin-resolved ARPES [93, 94].
On the other hand, since the Wigner molecule is rotating, there is an associated per-
sistent current which produces a magnetic moment that can be detected with nitrogen-
vacancy (NV) centers in diamonds or superconducting quantum interference devices
(nanoSQUIDs) [95–97]. For example, for a dot with radius R = 500 nm, a classical
finite-element calculation shows that the typical variations of the resulting magnetic
field are of the order of 0.2 µT, which is measurable by both techniques [98]. In smaller
dots, the signal, which scales as 1/R2 , is larger, but in that case the required spatial
resolution favors the use of NV centers.
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3.3 Helical Wigner molecule
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3 Helical quantum dots

3.4 Summary

In this chapter, we studied quantum dots on the surface of a topological insulator where
the surface state is confined with an insulating magnetic film that is deposited on the
surface or with a cylindrical array of magnets. Specifically, we considered a system
consisting of a disk of the bare surface surrounded by a magnetic field. This opens a
magnetic gap on the surface everywhere except in the disk region which confines particles
in the disk. The surface state was modeled with the Dirac Hamiltonian, derived in
Chapter 2, where the magnetic field acts as a local exchange potential. First, we derived
the general single-particle solution for a circular symmetric system and we obtained
the hard-wall boundary conditions which couple the spin components and break time
reversal. We then investigated the single-particle properties of the quantum dot as a
function of the magnetization direction of the surrounding film. We found that the single-
particle spectrum is characterized by a spin-polarized branch which evolves to a zero-
energy branch when the magnetization direction lies in the surface plane. We also showed
how the properties of the spectrum can be understood in terms of symmetries. We
proceeded by including electron-electron interactions with the configuration-interaction
method for which we explicitly calculated the matrix elements. Here, we assumed that
all negative-energy states were filled and only considered interactions between positive-
energy states. This approximation is justified as long as the interaction scale is smaller
than the confinement gap. Besides the many-body spectrum, we calculated the spin-
resolved densities and spin-resolved pair correlation functions of the ground state for up
to seven fermions in the dot. The latter were used to study the crossover to a spin-
polarized Wigner molecule with increasing interaction strength. During the crossover to
the Wigner molecule, the majority spin crystallizes in a regular N -polygon localized near
the edge while the minority spin remains liquidlike. This can be understood in terms
of the occupation of the spin-polarized branch in the single-particle spectrum since it
is energetically favorable for particles to occupy higher angular-momentum states. The
crossover is thus accompanied with transitions of the ground state towards higher angular
momentum.
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4
Hybrid quantum dots

We investigate the properties of hybrid quantum dots on the surface of a strong 3D
time-reversal invariant topological insulator. The system consists of an annulus region of
the clean surface bounded by gapped regions. On the inside, the annulus is bounded by a
region with proximity-induced superconductivity. For the outer region, we either consider
a ferromagnetic insulator or another superconductor with a different superconducting
phase. First, we derive the general solution for a system with circular symmetry and
obtain the hard-wall boundary conditions at the inner and outer edge of the annulus. We
calculate the spectrum and show that the quantum rings support robust Majorana bound
states when half a flux quantum is threaded trough the inner region.

4.1 Motivation

It is well known that the surface of a strong 3D time-reversal invariant topological
insulator (TI) in proximity to an ordinary s-wave superconductor can support Majorana
bound states (MBSs). Similar to the px + ipy superconductor, each h/(2e) vortex in
the phase angle of the condensate wave function supports a MBS [44, 99]. Moreover,
MBSs can also exist at the ends of line junctions by tuning the superconducting phase
differences across the junctions which gives one possible way of adiabatically exchanging
MBSs to exploit their non-abelian statistics for topological quantum computing [13, 45].

In this chapter, we investigate the interplay between confinement and MBSs. We
consider two types of quantum rings on the surface of a topological insulator that can
support either a chiral MBS or a Kramers pair of MBSs. We start by introducing
the model for the surface states in the presence of both a ferromagnetic insulator and
proximity-induced superconductivity.

81



4 Hybrid quantum dots

4.2 Model

The Hamiltonian for the bare surface is given by

Ĥ0 =

∫
d2r ψ̂†(r) [−i~vF (σ × ez) · ∇ − µ] ψ̂(r), (4.1)

where ψ̂ = (ψ̂↑, ψ̂↓)t, vF is the Fermi velocity, σ = σxex + σyey are Pauli matrices, and
µ is the chemical potential. The exchange coupling due to a ferromagnetic insulator
deposited on the surface, can be written as

ĤM =

∫
d2r ψ̂†(r)m(r)σzψ̂(r), (4.2)

here m is the exchange potential. This term opens a gap on the surface by breaking time-
reversal symmetry. The surface can also be gapped with a superconducting term which
breaks particle number conservation because a Cooper pair of electrons can always be
added or removed from the surface. However, the fermion number parity (−1)N is still
conserved. If an s-wave superconductor is deposited on the surface, Cooper pairs can
tunnel into the surface states and induce superconductivity [13]. This is called proximity
effect and can be described with the mean-field Hamiltonian

Ĥ∆ =

∫
d2r
[
∆(r)ψ̂†↑(r)ψ̂†↓(r) + ∆(r)∗ψ̂↓(r)ψ̂↑(r)

]
, (4.3)

where ∆ = ∆0e
iφ is the pairing potential (order parameter) that is induced through the

proximity effect with φ the superconducting phase. The microscopic details of ∆ depend
on the type of superconductor and the interface [100].

4.2.1 BdG Hamiltonian

The total Hamiltonian can be written as

Ĥ = Ĥ0 + ĤM + Ĥ∆ (4.4)

=
1

2

∫
d2r Ψ̂† Ĥ Ψ̂, (4.5)

with

Ĥ =

[
Ĥ0 + ĤM ∆

∆∗ −T (Ĥ0 + ĤM)T −1

]
, (4.6)

in the Nambu basis Ψ̂ = (ψ̂↑, ψ̂↓, ψ̂
†
↓, −ψ̂†↑)t and where T = iσyK is the time-reversal

operator andK is complex conjugation. The matrix Ĥ is called the Bogoliubov-de Gennes
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4.2 Model

(BdG) Hamiltonian. In this formalism, the pairing effectively acts as a coupling between
electrons and holes. Since T Ĥ0T −1 = Ĥ0 and T ĤMT −1 = −ĤM , we find

Ĥ = τz (−i~vFσ · ∇ − µ) +mσz + ∆0 (τx cosφ− τy sinφ) , (4.7)

where the Pauli matrices τ act on the electron and hole degree of freedoms. Time
reversal sends φ→ −φ and is preserved only for m = 0.

The Hamiltonian is diagonalized with the transformation

Ψ̂ =
∑
n

ψnγ̂n, (4.8)

where ψn are the eigenstates of the BdG Hamiltonian with Ĥψn = Enψn and γ̂n are the
quasiparticle operators. If we define ψn = (un, iσyvn)t we can write

γ̂†n =

∫
d2r Ψ̂†ψn =

∫
d2r (ψ̂†un + vtnψ̂), (4.9)

which are called Bogoliubov quasiparticles. Note that the quasiparticles consist of su-
perpositions of electrons and holes. This expresses the fact that an excitation can be
created by either adding or removing one electron from the condensate.

Particle-hole symmetry

In the Nambu basis, the degrees of freedom are artificially doubled in order to diagonalize
the Hamiltonian. Hence, the BdG Hamiltonian has an inherent redundancy which is
expressed in terms of the particle-hole symmetry,

CĤC−1 = −Ĥ, (4.10)

where C = τyσyK is the charge-conjugation operator. If ψn is an eigenstate of Ĥ with
energy En, then ψ−n ≡ Cψn is also an eigenstate with energy E−n = −En so that the
BdG spectrum is symmetric with respect to zero energy. Furthermore,(

u−n

v−n

)
=

(
v∗n
u∗n

)
, (4.11)

and therefore

γ̂†−n =

∫
d2r (ψ̂†u−n + vt−nψ̂) (4.12)

=

∫
d2r (ψ̂†v∗n + u†nψ̂) = γ̂n, (4.13)

so that creating a quasiparticle with energy E is the same as destroying a quasiparticle
with energy −E. This prompts us to adopt the following interpretation. In the ground
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4 Hybrid quantum dots

state, which is given by the Cooper-pair condensate, all the quasiparticle states with
negative energy are occupied. Indeed, the Hamiltonian can be written as

Ĥ =
1

2

∑
n

Enγ̂
†
nγ̂n =

∑′

n

Enγ̂
†
nγ̂n + Eg, (4.14)

where Eg = −Σ′nEn/2 is the energy of the ground state and the primed sum runs only
over states with positive energy.

Homogeneous pairing

In case the pairing potential ∆ is constant in space, the spatial dependence is solved
with a plane wave and the corresponding Bloch Hamiltonian is given by

H(k) = e−ik·rĤeik·r, (4.15)

where particle-hole symmetry is now expressed as

CH(k)C−1 = −H(−k). (4.16)

Diagonalizing H(k) for m = 0 gives the quasiparticle excitation spectrum,

Ek± =

√
(v|k| ± µ)2 + ∆2

0, (4.17)

which is shown in Fig. 4.1 together with the excitation spectrum of a clean surface. The
superconducting excitation gap ∆0 opens at the surface Fermi surface which is given by
a circle with radius kF = µ/vF .

4.2.2 Wave equation

Here, we find the general solution of the BdG wave equation Ĥψ = Eψ when the system
has circular symmetry and we give the explicit solution for a free particle in polar
coordinates. In the next section, we use the general solution to obtain the boundary
conditions at the edges of the hybrid quantum dot.

General solution

In polar coordinates (r, θ) the BdG wave equation transforms into[
−ivF τz

(
σθ∂r −

1

r
σr∂θ

)
− µτz +mσz + ∆0 (τx cosφ− τy sinφ)

]
ψ = Eψ, (4.18)

where we put ~ = 1 and m, ∆0, and φ can be functions of r but not of θ. In this case,
the angular dependence of the wave function is solved with the ansatz

ψj(r, θ) = ei(j−
σz
2 )θϕj(r), (4.19)
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Figure 4.1: (a) Excitation spectrum of the clean TI surface where the dashed curves cor-
respond to holes. (b) Excitation spectrum of the TI surface with proximity-
induced superconductivity where the excitations are now superpositions of
electrons and holes. In both cases, the chemical potential µ > 0.

where ϕ(r) is the radial part of the wave function. Because the wave function has to be
single valued, we have j = ±1

2
,±3

2
, . . . which is the total angular momentum quantum

number. The radial Hamiltonian becomes

Ĥ(j) = e−i(j−
σz
2 )θĤei(j−σz2 )θ, (4.20)

and we have

CĤ(j)C−1 = −Ĥ(−j), (4.21)

so that the charge-conjugated partners have opposite j. The remaining radial wave
equation Ĥ(j)ϕj = Eϕj is given by[
−ivF τz

(
σy∂r −

iσx
r

(
j − σz

2

))
− µτz +mσz + ∆0 (τx cosφ− τy sinφ)

]
ϕj = Eϕj.

(4.22)
Similar to Eq. (3.22) of Chapter 3, the general solution becomes

ϕj(r) = S exp

{
1

vF

∫ r

r0

dr′
[
vF
r′

(
jσz −

1

2

)
+ [Eτz + µ(r′)] iσy +m(r′)τzσx

+ ∆0(r′) [τy cosφ(r′) + τx sinφ(r′)]σy

]}
ϕj(r0),

(4.23)

where S is the path-ordering operator.

85



4 Hybrid quantum dots

Free particle

The solution for a free particle (∆ = m = 0) in polar coordinates can be obtained in the
same way as in Chapter 3. The radial spinor can be written as

ϕj =

(
uj

iσyvj

)
, (4.24)

where uj and vj are the electron and hole spinors which are given by

uj =

(
uj−1/2

−uj+1/2

)
, vj =

(
−vj+1/2

vj−1/2

)
, (4.25)

with

uj±1/2(r) = a Jj±1/2 [(k + kF ) r] + b Yj±1/2 [(k + kF ) r] , (4.26)

vj±1/2(r) = c Jj±1/2 [(k − kF ) r] + d Yj±1/2 [(k − kF ) r] , (4.27)

where k = E/vF and kF = µ/vF . Here J and Y are Bessel functions of the first and
second kind, respectively, and a, b, c, and d are constants. We note that this solution is
not valid for k = ±kF . However, in this case the solution can be obtained by expanding
the above solutions up to lowest order in k ± kF .

4.3 Hybrid quantum dots

We consider two types of hybrid quantum dots which are illustrated in Fig. 4.2. Both
systems consist out of an annulus region (Ro < r < Ri) on the clean surface of the
topological insulator, bounded by gapped regions due to either the exchange coupling of
a magnetic insulator film or proximity-induced superconductivity. The first type, shown
in Fig. 4.2 (a), is an annulus bounded by an s-wave superconductor on the inside and
a magnetic insulator on the outside. The second type consists of an annulus bounded
by two superconducting regions that have a phase difference ∆φ = φo − φi. In the
region with a magnetic or superconducting gap, the wave function of the surface state
decays with characteristic length vF/m and vF/∆0, respectively. Hence, the surface
state is confined within the annulus for energies that lie within the gaps. In the limit
where the decay length is much smaller than the radius of the quantum dot, it is a good
approximation to send both m and ∆0 to infinity. These boundary conditions are called
the infinite mass and infinite pairing boundary condition, respectively. In this case, the
problem is simplified since the wave function vanishes immediately inside the gapped
region and we only need to consider the solution inside the annulus.

Here, we first derive these boundary conditions from the general solution (4.23) and
implement them for our two systems. We subsequently obtain the Andreev bound states
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4.3 Hybrid quantum dots

SC SC

Figure 4.2: Top view of the hybrid quantum rings. (a) Annulus with a superconductor
(SC) inside and a ferromagnetic insulator outside. (b) Annulus with both a
superconductor inside and outside with a phase difference ∆φ = φi − φo.

of the hybrid quantum rings. Moreover, when the inner superconductor contains an odd
number of h/(2e) vortices, we obtain either a chiral Majorana bound state or a Kramers
pair of helical Majorana bound states that are delocalized over the annulus.

4.3.1 Infinite mass boundary

Consider a circular delta barrier

m(r) = vFm0 δ (r −R) , (4.28)

where m0 controls the height of the barrier. In case ∆ and µ are smooth at r = R,
the boundary condition at the barrier can be found from plugging (4.28) in the general
solution (4.23) with r0 = R− and r = R+ where R± = R± ε. In the limit ε→ 0, we find

ϕ(R+) = exp (m0τzσx)ϕ(R−) (4.29)

= (coshm0 + τzσx sinhm0)ϕ(R−). (4.30)

We can now obtain the infinite-mass boundary condition by first dividing both sides
with the hyperbolic cosine and taking the limit m0 →∞. This gives

(1± τzσx)ϕ(R∓) = 0, (4.31)

where ± corresponds to the outer and inner region, respectively. These equations are
linearly dependent, so in the end we obtain only two separate equations for the electron
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4 Hybrid quantum dots

and hole components at the edge:

u↑ ± u↓|edge = 0, v↑ ∓ v↓|edge = 0. (4.32)

4.3.2 Infinite pairing boundary

If we perform the same calculation for the pairing barrier

∆0(r) = vF∆0 δ (r −R) , (4.33)

we find

ϕ(R+) = exp [∆0 (τy cosφ+ τx sinφ)σy]ϕ(R−) (4.34)

= [cosh ∆0 + (τy cosφ+ τx sinφ)σy sinh ∆0]ϕ(R−). (4.35)

In the limit ∆0 →∞, we obtain the infinite-pairing boundary condition

[1± (τy cosφ+ τx sinφ)σy]ϕ(R∓) = 0, (4.36)

where ± corresponds to the outer and inner region, respectively. In terms of the electron
and hole components u and v, which are defined by ϕ = (u, iσyv)t, the infinite-pairing
boundary condition becomes

u± eiφv
∣∣
edge

= 0. (4.37)

We see that the electron and hole components are coupled. Physically, this boundary
condition expresses that electrons are perfectly Andreev reflected at the boundary.

4.4 Results

In this section, we implement the hard-wall boundary conditions that we derived above
for the two systems shown in Fig. 4.2. We present our results for several values of the
chemical potential µ, the ratio between the inner and outer radius λ = Ri/R0, and the
phase difference ∆φ for the annulus bounded by two superconductors. We show the
spectrum of the Andreev bound states together with the average charge

〈ψ| τz |ψ〉 = 〈u|u〉 − 〈v|v〉, (4.38)

and the average spin

〈ψ|Sr |ψ〉 =
~
2

(〈u|σx |u〉 − 〈v|σx |v〉) , (4.39)

〈ψ|Sθ |ψ〉 = 0, (4.40)

〈ψ|Sz |ψ〉 =
~
2

(〈u|σz |u〉 − 〈v|σz |v〉) , (4.41)
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where Sr = S · er = Sx cos θ + Sy sin θ and we restored ~. For example,

〈ψ|Sr |ψ〉 =
~
2

∫
annulus

d2r ϕ†(r)
[
e−i(j−

σz
2 )θσre

i(j−σz2 )θ
]
ϕ(r) (4.42)

=
~
2
〈ϕ|σx |ϕ〉 (4.43)

=
~
2

(〈u|σx |u〉 − 〈v|σx |v〉) . (4.44)

These observables are opposite for charge conjugates since C†τzC = −τz and C†Sr,zC =
−Sr,z. Furthermore, in case µ = 0, the BdG Hamiltonian (4.7) has an extra symme-
try given by (τx cosφ− τy sinφ)σz. In this case, and in the absence of any accidental
degeneracy, we find (

u

v

)
∝
(
σxv

σxu

)
, (4.45)

so that 〈τz〉 = 〈Sr〉 = 0 for µ = 0. Hence, we always consider µ > 0 since this symmetry
connects solutions at µ and −µ.

The energy is always given with respect to the chemical potential µ and all energies
are given in units of ~vF/Ro. For Bi2Se3, we can assume ~vF ≈ 330 nm meV so that the
energy scale ranges between 33 meV and 3 meV for Ro between 10 nm and 100 nm. This
is well within the bulk energy gap, where the surface states reside, which is approximately
300 meV for Bi2Se3 [28].

4.4.1 Chiral annulus

First, we consider the quantum ring, shown in Fig. 4.2 (a), that is bounded by a fer-
romagnetic insulator on the outside and a superconductor on the inside. Using (4.32)
together with (4.25) we obtain the boundary conditions for the outer edge:[

Jj+1/2 − Jj−1/2 0

0 Yj+1/2 − Yj−1/2

]+ [
a

b

]
= 0, (4.46)[

Jj+1/2 + Jj−1/2 0

0 Yj+1/2 + Yj−1/2

]− [
c

d

]
= 0, (4.47)

where the + and − indicate that the functions are evaluated at (k ± kF )Ro. Similarly,
using (4.37), we obtain the boundary condition at the inner edge:

[
J+
j−1/2 Y +

j−1/2 J−j+1/2 Y −j+1/2

J+
j+1/2 Y +

j+1/2 J−j−1/2 Y −j−1/2

]
a

b

c

d

 = 0, (4.48)
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Figure 4.4: Spectrum of the annulus bounded by an infinite mass gap on the outside and
an infinite pairing gap on the inside for λ = 0.6 and µ = 3. The color gives
the expectation value of the charge in (a) and spin Sz (in units ~) in (b).

where now the + and − indicate that the functions are evaluated at (k ± kF )Ri. We
have set the superconducting phase to zero since we only have one superconductor for
this system and a global phase can be gauged away.

In Fig. 4.3, we show the spectrum of the Andreev bound states for µ = 1 and
λ = 0.4 and 0.6. From the average charge 〈τz〉, we see that there is an alternation
between electronlike and holelike bands and that states for small j become more mixed
as the energy increases. This can be understood as follows. Roughly speaking, the
spectrum resembles the excitation spectrum of the infinite-mass dot. In this case, the
hole states are mapped very close to the electron states, leading to a much stronger
coupling between them. Furthermore, we find that the radial projection of the spin
〈Sr〉 remains correlated with j and that the helicity is opposite for electronlike and
holelike bands. Nevertheless, we see that the bound states have a finite 〈Sz〉 induced by
the boundary with the ferromagnetic insulator which breaks time reversal, i.e. it is not
locked to the momentum.

In both cases with different λ, there is a single gapless chiral branch independent
of the width. On the other hand, the energy of the other bound states increases as the
width is reduced as expected for confined states. The existence of this chiral mode is
topologically protected. Remember that the annulus acts as a domain wall between two
regions with a different gap. If we start from the magnetic insulator on the outer side
and move towards the superconductor, the magnetic gap has to close and reopen as a
superconducting gap. Since there is no way around this gap closing, there exist gapless
modes at the boundary. Importantly, in the topological insulator case, there will be an
odd amount of such modes. However, because we have put the system on a ring, the
energy levels are now discrete. Consequently, the existence of the chiral mode is also
insensitive to µ. This is illustrated in Fig. 4.4 where we show our results for λ = 0.6 and
µ = 3. We see that µ only modifies the group velocity of the chiral branch.

However, because a Majorana bound states (MBS) is its own charge conjugate, the
lowest-energy bound state is not a MBS since it has finite energy, j, charge, and spin.
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Figure 4.5: Spectrum of the hybrid quantum ring bounded by an infinite pairing gap on
the inside and outside with ∆φ = π for λ = 0.4 and µ = 6. The color gives
the expectation value of the charge (left), radial spin (middle) and normal
spin (right) where the latter two are given in units ~.

4.4.2 Helical annulus

We now consider an annulus bounded by a superconductor on the outside and a super-
conductor on the inside. This system is illustrated in Fig. 4.2 (b). We set the global
phase so that φi = 0 and therefore the phase difference between the superconductors is
given by ∆φ = φo. The boundary condition for the inner edge is the same as before and
the for the outer edge, we find

[
J+
j−1/2 Y +

j−1/2 −ei∆φJ−j+1/2 −ei∆φY −j+1/2

J+
j+1/2 Y +

j+1/2 −ei∆φJ−j−1/2 −ei∆φY −j−1/2

]
a

b

c

d

 = 0, (4.49)

where here the + and − indicate that the functions are evaluated at (k ± kF )Ro.
The spectrum of the annulus is shown in Fig. 4.5 for ∆φ = π, λ = 0.4, and µ = 6. We

see that the spectrum is symmetric with respect to j → −j because the infinite pairing
boundary condition (4.37) does not break TR symmetry for φ = 0, π: If ψ(φ) obeys
the boundary condition then T ψ(−φ) also obeys it. Consequently, the bound states are
spin-momentum locked because even though they have a finite 〈Sz〉, it is opposite for
opposite j. This can also been seen from

〈ψj|Sr,z |ψj〉 = 〈T Sr,zψj|T ψj〉 (4.50)

= 〈T Sr,zT −1T ψj|T ψj〉 (4.51)

= −〈ψ−j|Sr,z |ψ−j〉 , (4.52)

where we used the antiunitary property of T and |ψ−j〉 ∝ T |ψj〉 for φ = 0, π. For this
choice of µ, the helical Majorana mode has a very flat dispersion for |j| < 4. The helical
Majorana mode is only stable for ∆φ = π since in this case the change of the nature
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Figure 4.6: Spectrum of the hybrid quantum ring bounded by an infinite pairing gap on
the inside and outside with λ = 0.4 and µ = 3 for ∆φ = 0, π/2, and π. The
color gives the expectation value of the charge.

of the pairing gap over the annulus is accompanied with a Kramers theorem. This is
illustrated in Fig. 4.5 where we show the bound-state spectrum of a quantum ring with
λ = 0.4 and µ = 3 for ∆φ = 0, π/2, and π.

4.5 Majorana bound states

In the results that we have shown until now, there are no zero-energy bound states and
hence no Majorana bound states. This can be understood as follows. If we put a chiral
or helical Majorana mode on a circle with radius R, the wave function picks up a minus
sign if we go around the circle because it picks up a π Berry phase inherited from the
topological surface state. Equivalently, the spin is rotated by 2π if you go around a circle
giving a minus sign. Hence, the boundary condition becomes antiperiodic which gives
k = j/R where j is half-integer. However, if we thread half a flux quantum Φ = Φ0/2
through the circle there is an additional Aharanov-Bohm phase of π which cancels the
π Berry phase [101]. This can be achieved if the inner superconductor is a type-II
superconductor with a single h/(2e) vortex.

4.5.1 Flux threading

We now consider threading a flux Φ through the inner region of the hybrid quantum
rings. Outside of the inner region, the vector potential is given by

A(r) =
Φ

2πr
eθ, (4.53)

where

Φ =

∫
inner disk

B · da, (4.54)
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is the flux through the inner disk. In this case, the flux only corresponds to a gauge
transformation. Hence, the eigenstates and the pairing potential are transformed as

ψ(r)→ exp [−iτz (Φ/Φ0) θ]ψ(r), (4.55)

∆(r)→ exp [−i2 (Φ/Φ0) θ] ∆(r), (4.56)

where Φ0 = h/e is the flux quantum. Because the pairing potential has to be single
valued, the flux in the inner superconductor has to be quantized in units Φ0/2 which
correspond to h/(2e) vortices. We now consider the case when there are an odd number
of h/(2e) vortices in the inner superconductor. The only thing that has changed is that
the single valuedness of the wave function now demands that j is an integer. So we find
that we can effectively change the boundary condition around the ring with the number
parity of h/(2e) vortices in the inner region of the annulus.

Note that threading half a flux quantum does not break TR symmetry. This is
because −Φ0/2 is equivalent to Φ0/2 up to a flux quantum which can be gauged away
since it only amounts to a relabelling of j.

4.5.2 Majorana bound states

In Fig. 4.7, we show our results for the hybrid quantum dots which have a single h/(2e)
vortex in the inner superconductor. As we discussed above, the flux changes the quan-
tization condition from half-integer to integer j. For the chiral annulus, we obtain a
single chiral Majorana bound state (MBS). Because MBSs always come in pairs as they
constitute a nonlocal fermion, the other MBS is trapped at the vortex core. We can see
that the chiral MBS has zero energy, j, charge, and spin. On the other hand, for the
helical annulus, we obtain a Kramers pair of helical MBSs for ∆φ = π. As long as time-
reversal symmetry is preserved, the helical MBSs are stable and cannot hybridize. In
case ∆φ 6= π they will hybridize and move away from zero energy in opposite directions.

We also show the spin-resolved electron densities of the MBSs in Fig. 4.8. The
densities of the hole component are not shown since the electron and hole wave functions
of MBSs are identical up to a phase. Consequently, particle-hole symmetry (see Section
4.2.1) now gives

γ̂†0 =

∫
d2r (ψ̂†u0 + vt0ψ̂) (4.57)

=

∫
d2r (ψ̂†v∗0 + u†0ψ̂) = γ̂0, (4.58)

so that Majorana bound states can be viewed as excitations that are equal to their own
anti-particle. Two Majoranas can then be paired into a fermion as follows:

ĉ =
1

2

(
γ̂

(1)
0 + i γ̂

(2)
0

)
, ĉ† =

1

2

(
γ̂

(1)
0 − i γ̂(2)

0

)
. (4.59)
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0.6 1 0.4 1

Figure 4.8: (a) Electron density |u↑|2 + |u↓|2, spin-up electron density |u↑|2 , spin-down
electron density |u↓|2 and spin electron density |u↑|2− |u↓|2 for (a) the chiral
Majorana bound state (MBS) and (b) one of the helical MBSs shown in
the first and second row of Fig. 4.7, respectively. The corresponding hole
densities are identical. The gray line corresponds to zero in both figures.

4.6 Summary

In Chapter 4, we investigated two types of confined hybrid quantum systems on the sur-
face of a topological insulator consisting of deposited insulating magnetic films or s-wave
superconductors in an annulus geometry. Specifically, we considered an annulus region
of the clean surface bounded either by a magnetic region outside and a superconducting
region inside (chiral annulus) or by superconducting regions both inside and outside with
a superconducting phase difference (helical annulus). Because these regions are gapped,
the surface state is confined within the annulus. The annulus region is effectively a do-
main wall between regions with a different type of gap. We therefore expected that the
quantum rings could support robust low-energy excitations whose properties depend on
the type of boundaries. First, we obtained the general solution in the BdG formalism
for the surface state in the presence of exchange and pairing potentials with circular
symmetry. Subsequently, we obtained the hard-wall boundary conditions at the edges of
the annulus and calculated the spectrum of the Andreev bound states. Because of the
π Berry phase inherited from the topological surface state, the angular boundary condi-
tion gaps the bound-state spectrum (half-integer j) and hence there are no zero-energy
bound states. However, the boundary condition can be shifted to integer j by threading
half a flux quantum through the inner region, for example with a single h/(2e) vortex
if the inner region is a type-II superconductor. Therefore, when half a flux quantum is
threaded through the inner disk, the bound states are spectrally shifted and Majorana
bound states (MBSs) appear. In case of the chiral annulus, we obtained a single MBS
while for the helical annuls we obtained a Kramers pair of MBSs.
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5
Graphene topological insulator
heterostructure

In the final chapter, we consider hybrid structures made from depositing a monolayer
of graphene on the surface of a topological insulator. First, we discuss the low-energy
model for the graphene and topological insulator heterostructures. Next, we investigate
the electronic transport through steps and barriers of the deposited graphene: We calcu-
late the transmission probability at zigzag and armchair edges of the deposited graphene
and we show that the longitudinal conductance through graphene nanoribbon barriers can
be understood from antiresonances in the transmission probability.

5.1 Motivation

It is desirable to tailor the properties of the topological surface states both for potential
applications and the possibility of new physics. For example, by modifying their dis-
persion relation, the kinetic energy near the Dirac point can be suppressed [102, 103] so
that the topological surface state becomes more susceptible towards interactions which
could lead to novel strongly correlated phases. One possibility consists of depositing
a thin film of a non-topological metal on the topological-insulator surface (TIS) which
effectively changes the boundary conditions at the surface [104–106]. The topological
surface state migrates to the new surface obtaining different properties depending on
the type of deposited thin film. In particular, graphene is a very interesting candidate
for several reasons. Graphene has been studied extensively in the last decade and its
properties are well known: It hosts four Dirac cones whose Dirac structure act on the
sublattice pseudospin of the honeycomb lattice [107]. When graphene is deposited on the
TIS, the interplay between the Dirac cones of graphene and the topological Dirac cone
drastically change the properties of the topological surface state [108, 109]. Moreover,
the lattice mismatch between graphene and the natural surface of several TIs is very
small, from a few percent to near perfect matching.
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mismatch (%) gap (eV) vt/vg

Bi2Se3 2.7 [120] 0.3 [28] 0.5 [28], 0.3 [118]

Sb2Te3 0.1 [121] 0.3 [121] 0.4 [121]

Bi2Te2Se 0.9 [120] 0.3 [122] 0.5 [122]

TlBiSe2 0.2 [119] 0.35 [116], 0.3 [117], 0.2 [118] 0.3 [116], 0.4 [117], 0.7 [118]

Table 5.1: Lattice mismatch of the graphene and TI heterostructure, band gap, and
Fermi velocity vt for some TIs with a single surface Dirac cone. Here, we have
taken a = 2.46 Å and vg = 106 m/s for the lattice constant and Fermi velocity
of graphene, respectively [107].

In this chapter, we investigate transmission in heterostructures made from deposit-
ing graphene on top of the (111) surface of a Bi2Se3-like TI. This setup was recently
experimentally realized [110–115]. The archetypal topological insulator, Bi2Se3, has a
layered crystal structure where each layer has trigonal symmetry and the layers are gen-
erally only weakly coupled by van der Waals-like bonding (see Figure 2.1). The (111)
surface is parallel to these layers and hosts a single Dirac cone at the center of the sur-
face Brillouin zone (BZ). If graphene is placed on the (111) surface in the commensurate√

3×
√

3 R30 stacking configuration, the graphene Dirac cones are folded onto the topo-
logical Dirac cone so that even weak coupling can strongly affect the low-energy physics
if the chemical potential difference is tuned accordingly [108]. In this configuration, the
trigonal lattice of graphene and the TIS are rotated by 30◦ with respect to each other
and the surface unit cell contains six carbon atoms from graphene and one atom from
the TIS.

The most promising currently known TIs for realizing such a heterostructure are
Sb2Te3, which has recently been fabricated [113], and TlBiSe2 [116–118]. The corre-
sponding lattice mismatch is only about 0.1% for both materials [118, 119]. Moreover,
while the interlayer coupling of Sb2Te3 is van der Waals-like, that of TlBiSe2 is more
covalent [116] and hence the coupling between graphene and the TIS is stronger in this
case. In Table 5.1, we show a list of potential TIs for the heterostructure together with
the lattice mismatch, the band gap, and the Fermi velocity of the topological Dirac cone.

5.2 Model

We consider the surface of a Bi2Se3-like time-reversal invariant strong topological insu-
lator on which a monolayer of graphene is deposited. The Hamiltonian reads

H = HG +HTIS + V, (5.1)
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where HG and HTIS are, respectively, the Hamiltonians of graphene and the topological-
insulator surface (TIS) and V is the coupling between them.

For commensurate
√

3×
√

3 R30 stacking, illustrated in Fig. 5.1 (a), the Dirac cones
at the K and K ′ point of graphene are folded onto the zone center Γ̄ of the TIS BZ which
harbors the topological Dirac cone. Hence, the low-energy Bloch Hamiltonian becomes

h(k) =

hK 0 V†,
0 hK′ V†,
V V hTIS

 , (5.2)

where V are the coupling matrix elements of V between the pz orbitals of graphene and
the TIS. More details and a derivation of Eq. (5.2) are given in Appendix 5.6.1. In the
coordinate system shown in Fig. 5.1 (a), we have

hK = ~vg [s0 ⊗ (σ · k)] , (5.3)

hK′ = ~vg [s0 ⊗ (−σ∗ · k)] , (5.4)

hTIS = ~vt (ẑ × s) · k − µs0, (5.5)

where vg and vt are respectively the Fermi velocity of graphene and the bare TIS, µ is
the chemical potential difference between graphene and the TIS, and σ and s are the
Pauli matrices corresponding to pseudospin and spin, respectively. In the remainder of
this chapter, we put ~ = 1 unless otherwise stated.

In our basis, the time-reversal operator becomes

T = (τx ⊗ isy ⊗ σ0)⊕ isyK, (5.6)

where K denotes complex conjugation and τx is the Pauli matrix in valley space. Time-
reversal symmetry, T h(−k)T −1 = h(k), constrains the coupling V :

V(k) =

(
tA(k) tB(k) λA(k) λB(k)

−λA(−k)∗ −λB(−k)∗ tA(−k)∗ tB(−k)∗

)
, (5.7)

where tA and tB correspond to couplings between the same spins, and λA and λB to
couplings between different spins. It is to be expected that the former is stronger than
the latter, which is due to spin-orbit effects, and hence we put λA = λB = 0. The
specific form of tA and tB depends on the stacking: In Fig. 5.1 (a), we show the three
most symmetric stacking configurations. Ab initio studies on graphene deposited on
thin films of Sb2Te3 show that the binding energy of these structures only differ by a
few meV with H the most stable configuration [123].

For the T and B structure, coupling is given by

V =

(
tA tB 0 0

0 0 tA tB

)
, (5.8)
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Figure 5.1: (a) Top view of symmetric commensurate
√

3×
√

3 R30 stackings of the
graphene (small red dots) and TIS (large gray dots) heterostructure. The
structures differ by the position of the TIS atom in the unit cell: (H) the
center of a graphene hexagon, (T) one sublattice on top, and (B) bond on
top. (b, c) Energy spectrum of the (b) H and (c) T structure for µ = 0 and
vt = vg/2. In both cases, the dashed curve is the original topological Dirac
cone of the TIS. For (b), the spectrum is shown for t′′ = 0.6 eV, while for
(c) t = tA = 0.3 eV, tB = 0, and the index n = 1, . . . , 5 labels the scattering
channel. The spectrum shown in (c) also corresponds to B stacking with
t′ = t/

√
2. (d) Momentum space of the commensurate

√
3×
√

3 R30 stacking
configurations shown in (a) in the extended zone scheme. The small gray
hexagons correspond to the TIS. The dots are reciprocal lattice points and
the large red hexagon is the first BZ of graphene; the K and K ′ point of
graphene are folded to the Γ̄ point of the surface BZ of the TI.
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where tA (tB) represents the coupling between the TIS and the A (B) sublattice. In
lowest order, we have tB = 0 for T stacking and tA = tB for B stacking. However,
for the H structure, the lowest-order coupling vanishes at k = 0 and the high-energy
graphene band at the origin cannot be neglected (see Appendix 5.6.1). Hence, in this
case, (5.2) does not describe the low-energy physics.

The energy spectrum of the T structure is shown in Fig. 5.1 (c) for µ = 0. A
similar energy spectrum is obtained for the B structure. For the H structure, shown in
Fig 5.1 (b), the topological Dirac cone is only shifted in energy and the Fermi velocity
is modified (see Appendix 5.6.1). The spectrum shown in Fig. 5.1 (c) is thus generic for
any
√

3×
√

3 R30 stacking configuration at low energies with the exception of H stacking
for which the lowest-order coupling to the TIS vanishes due to C3 symmetry. Since we
are interested in strong coupling between the Dirac cones of graphene and the TIS, we
restrict ourselves to the T structure with µ = 0. Thus, we put t ≡ tA and tB = 0 in the
remainder of the chapter.

5.2.1 Valley exchange

From the energy spectrum, shown in Fig. 5.1 (c), we observe that two of the four Dirac
cones of graphene do not couple at all with the TIS. This suggests that the graphene
Dirac cones partly decouple. The symmetry responsible is valley exchange: K ↔ K ′

such that states that are even under valley exchange couple to the TIS, while states that
are odd under valley exchange do not. Formally, we can write

UhU † = h+ ⊕ h−, (5.9)

where the unitary transformation U = Uk is explicitly given in Appendix 5.6.2. This is
illustrated in Fig. 5.2. For T stacking, the two blocks h+ and h− can be written as

h+ =



0 −vgk−
−vgk+ 0

√
2t√

2t 0 vtik−

−vtik+ 0
√

2t√
2t 0 vgk−

vgk+ 0


, (5.10)

h− = vg (σ · k ⊕−σ∗ · k) , (5.11)

with k± = kx ± iky. We find that h+ is equivalent to spinless ABC-stacked trilayer
graphene for which the middle layer is triaxially strained, while h− resembles the Hamil-
tonian of spinless graphene [124]. We can understand the decoupling as follows: The
matrix elements between the odd subspace and the topological surface state pick up a
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UhU † =

h+ : TIS× (+, ↑↓)

⊕

h− : (−, ↑↓)
Figure 5.2: Representation of the block diagonalization of h into subspaces that are even

(+, dashed blue cone) and odd (−, red cone) under valley exchange. The
spectra are shown for t = 0 and 2vt = vg. Only the even subspace couples
to the topological-insulator surface (green cone).

minus sign under time reversal, so that they have to be zero because the coupling is
time-reversal invariant.

In analogy with ABC trilayer graphene, the energy dispersion is cubic at low energies
(vk/t � 1) [124]. Moreover, we find that the topological surface state migrates to the
graphene. The effective low-energy Hamiltonian close to the Γ̄ point becomes

v2
gvt

2t2

(
0 k3

−
k3

+ 0

)
⊕ h−, (5.12)

with corresponding dispersion relations ±v2
gvt/(2t

2)k3 and ±vgk, respectively, where the
latter is spin degenerate. The basis of the first 2× 2 block of the effective Hamiltonian
is {i

∣∣ψ+
B ↑
〉
,
∣∣ψ+

B ↓
〉
}. Here, the + indicates that these states are symmetric-like super-

position of K and K ′. Note that these states correspond to the sublattice that does not
couple directly to the TIS in lowest order of vk/t. Accordingly, the low-energy physics is
understood in terms of an intermediate virtual process: In lowest order, the spin states
of the B+ sublattice couple to each other via the A+ sublattice and the original topolog-
ical surface state, leading to the cubic dispersion. Apart from the cubic dispersion, two
valley-odd cones from graphene remain uncoupled. The presence of boundaries, how-
ever, can induce coupling to these cones and they are not robust against time-reversal
invariant perturbations in general. Similarly, an AB-stacked graphene bilayer that is
suitably deposited on the TIS leads to a quintic dispersion at low energies, now localized
on a single sublattice of the top layer of the bilayer, together with two quadratic cones
corresponding to the odd subspace of the bilayer [108].

In Fig. 5.3, we show the two-dimensional bands obtained from h+ together with the
corresponding spin expectation values, which are shown as arrows. While the decoupled
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Dirac cones from h− remain sz eigenstates, the other bands inherit their spin structure
from the original topological surface state. Besides the cubic Dirac bands, there are two
bands originating from the valley-even states that have a Rashba-like dispersion with
opposite spin-momentum locking. These states arise from proximity-induced Rashba
coupling as reflection symmetry about the graphene plane is broken when it is deposited
on the TIS. By expanding the dispersion relation to second order in k, we find that the
Rashba momentum and energy splitting are approximately given by (2

√
2tvt)/(4v

2
g + v2

t )

and (tv2
t )/[
√

2
(
4v2

g + v2
t

)
].

5.3 Transmission

In this section, we consider elastic scattering of the topological surface state at the
graphene-topological insulator heterostructure for T stacking. First, we consider scat-
tering at a graphene step terminated by zigzag or armchair edges, where an incident wave
on the bare TIS coming in from the left (x < 0) is transmitted to the right (x > 0) into
a semi-infinite region of the heterostructure. Next, we consider transmission through
a graphene nanoribbon barrier of finite width. We work in the original basis in which
the Hamiltonian takes the form given in Eq. (5.2). In the basis where the Hamilto-
nian is block diagonal, the boundary conditions at a graphene edge can couple the two
blocks and we prefer to work in the original basis where the boundary conditions are
straightforward.

Since the y direction is translational invariant, the wave function can be written as
Ψ(x, y) = eikyyΦ(x). If we take the coordinate system shown in Fig. 5.4, the scattering
state for the bare TIS is given by an incident and reflected wave

ΦI(x) = φie
ikxx + rφre

−ikxx, (5.13)

where r is the reflection coefficient and

φi =

(
E/vt

ky − ikx

)
, φr =

(
E/vt

ky + ikx

)
, (5.14)

are the corresponding spinors with E the Fermi energy, measured relative to the Dirac
point. We have left out normalization constants because they are irrelevant for the
calculation. The longitudinal and transverse momentum are given by kx and ky, respec-
tively. The latter is conserved because of translation symmetry in the y direction. The
longitudinal momentum is given by

kx = sign(E)
√

(E/vt)2 − k2
y, (5.15)

where E = vtk for the Dirac cone of the TIS. The sign of kx makes sure that the incident
wave propagates to the right and the reflected wave propagates to the left.
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5 Graphene topological insulator heterostructure

Figure 5.3: Low-energy spectrum for T (or B) stacking where the corresponding spin
expectation values are shown as arrows. All bands except the two valley-odd
Dirac cones that are decoupled in the bulk heterostructure are shown. The
explicit expressions of the spectrum are given in Appendix 5.6.3.
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(a) zigzag

ZZ1 ZZ2

(b) armchair

A

B

AB

x

y

x

y

Figure 5.4: Edge geometries of graphene (red, small dots) on top of the TIS (gray, large
dots) for T stacking. The Roman numerals indicate different scattering re-
gions. (a) Zigzag edges: two types depending on whether the edge is termi-
nated by the A (ZZ1) or B (ZZ2) sublattice. (b) One of the three physically-
distinct armchair edges which the continuum model cannot distinguish.

5.3.1 Graphene step

Scattering states

In the semi-infinite T region, the wave function can be written as

ΦII(x) =
5∑

n=1

tnψne
iqnxx, (5.16)

where tn, ψn, qn = qnxx̂+ kyŷ are, respectively, the transmission coefficient, the spinor,
and the momentum of the nth scattering channel. The sign of qnx is chosen such that
the group velocity for scattering modes is positive and the wave propagates to the right,
while for evanescent modes it is chosen such that the imaginary part is positive since oth-
erwise the solution from Eq. (5.16) would blow up for x→∞. The bands corresponding
to the different transmission channels are shown in Fig. 5.1 (c): ψ1 corresponds to the
cubic dispersion, ψ2 and ψ3 to the Rashba-like bands, while ψ4 and ψ5 correspond to the
two decoupled Dirac cones. Transmission can occur only if qx is real since otherwise the
corresponding wave function is evanescent. Furthermore, we expect there is no trans-
mission to the channels ψ4 and ψ5 because they are decoupled from the TIS in the bulk
heterostructure. The presence of certain boundaries, however, allows for transmission
to ψ4 and ψ5, as we show below.
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The spinors ψ4 and ψ5 can be explicitly written as

ψ4 =
(
E/vg q4x + iky 0 0 −E/vg q4x − iky 0 0 0 0

)t
, (5.17)

ψ5 =
(

0 0 E/vg q5x + iky 0 0 −E/vg q5x − iky 0 0
)t
, (5.18)

with

q4x = q5x = sign(E)
√

(E/vg)2 − k2
y. (5.19)

It is clear that the spinors ψ4 and ψ5 are sz eigenstates and have odd valley parity since
they are antisymmetric superpositions of states at K and K ′. The remaining spinors are
given by ψ1, ψ2, and ψ3 and the corresponding wave vectors are found with the secular
equation |h+(qx, ky)− E| = 0 which yields two cubic equations:

2t2E +
(
E2 − v2

gq
2
)

(±vtq − E) = 0, (5.20)

where qx = (±)
√
q2 − k2

y with solutions

qm = ± E

3vt

(
1 + Cm +

∆0

Cm

)
, (5.21)

for m = 1, 2, 3 and where

∆0 = 1 + 3 (vt/vg)
2, (5.22)

∆1 = 1 + 9 (vt/vg)
2
[
3(t/E)2 − 1

]
, (5.23)

Cm = e
2miπ

3
3

√
∆1 +

√
∆2

1 −∆3
0. (5.24)

Again, for the graphene step, the sign (±) of qmx is chosen such that scattering modes
propagate towards positive x and evanescent modes decay inside the T region.

Boundary conditions

The boundary conditions at x = 0 are given by the continuity of the TIS spinor,

ΦI(0) = ΦII(0)|TIS , (5.25)

together with the appropriate open boundary conditions for the graphene components
depending on the type of edge [125, 126]. We consider three edge geometries, shown
in Fig. 5.4. For the T structure there are two distinct types of zigzag edges. One
is terminated by sublattice A (ZZ1) and the other one is terminated by sublattice B
(ZZ2). For the armchair edge (AC) there are three different edge configurations, but the
continuum model cannot distinguish any of them because the armchair edge contains
both sublattices. In case of B stacking, shown in Fig. 5.1 (a), there is also no distinction
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between the ZZ1 and ZZ2 edges within the continuum model. For the zigzag edge shown
in Fig. 5.4 (a), the boundary condition is satisfied if we put the component of the relevant
sublattice equal to zero at the edge for the two valleys separately [127]. For a zigzag
edge at x = 0, this gives

ΦII(0)|α↑(↓) = ΦII(0)|α′↑(↓) = 0, (5.26)

where α = A,B for the ZZ2 and ZZ1 boundary conditions, respectively. For the armchair
edge, shown in Fig. 5.4 (b), we can only obtain a nontrivial solution if the boundary
conditions couple the K and K ′ valleys of graphene because an armchair edge contains
both sublattices [127]. Thus, the boundary condition for the armchair edge is

ΨKe
iK·r + ΨK′e

iK′·r
∣∣∣
edge

= 0, (5.27)

where ΨK and ΨK′ are the graphene spinors. For the coordinates in Fig. 5.4 (b) and
K ′ = −K = 4π/(3a)x̂ where a is the graphene lattice constant, the spinors are

ΨK =

(
ψA

ψB

)
, ΨK′ =

(
ψA′

ψB′

)
, (5.28)

for both spin components. Note that we have chosen the Hamiltonian (5.2) in such a
way that no phase factors arise in the components. In the zigzag case, relative phase
factors between valleys drop out of the boundary condition. Hence, it does not matter
that we used rotated coordinates for the zigzag case, as shown in Fig. 5.4 (a). Thus, we
find that the armchair boundary condition at x = 0 is given by

ΦII(0)|α↑(↓) + ΦII(0)|α′↑(↓) = 0, α = A,B. (5.29)

In general, the combined boundary conditions from (5.25) and (5.26) or (5.29) result
in six equations that are solved numerically and yield the reflection coefficient r and the
five transmission coefficients tn.

Transmission channels

In the heterostructure region for the graphene step, there are five scattering channels
while there is only one reflection channel for the bare TIS. In order to obtain the transmis-
sion probability of the different scattering channels, we consider the probability current
in the x direction. The probability-current operator in the x direction is given by

j = (vgs0 ⊗ σx)⊕ (−vgs0 ⊗ σx)⊕ (−vtsy) . (5.30)

By definition, the transmission probability of the nth scattering channel is given by

Tn =
ψ†njψn

φ†ijφi
|tn|2 =

ψ†njψn
2Ekx

|tn|2 , (5.31)
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and the total transmission probability T =
∑5

n=1 Tn. For scattering modes of the
graphene Dirac cones with odd valley parity (E2 > v2

gk
2
y) (5.17) gives

T4 =
2q4x

kx
|t4|2 , T5 =

2q5x

kx
|t5|2 , (5.32)

while the transmission vanishes for evanescent modes (E2 < v2
gk

2
y). The reflection prob-

ability R is given by

R = −φ
†
rjφr

φ†ijφi
|r|2 = |r|2 , (5.33)

where conservation of the probability current density gives R+T = 1. This is guaranteed
by the boundary conditions. Before we discuss our results for the step geometry, we
consider the boundary conditions for the nanoribbon barrier.

5.3.2 Graphene nanoribbon barrier

Now we consider a barrier composed of a graphene nanoribbon deposited on the TIS in
the T stacking configuration. The ribbon is infinite along the y direction and finite in
the x direction with width W . This is illustrated for the zigzag barrier in Fig. 5.4 (a).

Scattering states

The scattering state of the TIS for x < 0 is again given by Eq. (5.13). In the barrier
region (0 < x < W ), the wave function can be written as

ΦII(x) =
5∑

n=1

anψn+e
iqnxx + bnψn−e

−iqnxx, (5.34)

where the wave vectors qnx are found from Eqs. (5.19) and (5.20). Note that we do not
need to worry about the correct sign of the wave vector because both are admissible in
the finite barrier. Behind the barrier (x > W ), the solution becomes

ΦIII(x) = tφte
ikxx, (5.35)

where t is the reflection coefficient, the spinor φt = φi is given in Eq. (5.14), and kx is
given in Eq. (5.15).

Boundary conditions

In case of the barrier, the boundary conditions consist of the continuity of the TIS spinor
components and the appropriate open boundary conditions for the graphene spinor com-
ponents at x = 0 and x = W . The former are

ΦI(0) = ΦII(0)|TIS , (5.36)

ΦIII(W ) = ΦII(W )|TIS . (5.37)
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Next, we discuss the open boundary conditions for the graphene components. For the
zigzag ribbon, we take the ZZ1 edge at x = 0 so that the edge at x = W is automatically
ZZ2. So the boundary conditions for the zigzag ribbon are given by

ΦII(0)|B↑(↓) = ΦII(0)|B′↑(↓) = 0, (5.38)

ΦII(W )|A↑(↓) = ΦII(W )|A′↑(↓) = 0. (5.39)

Analogous to the discussion on the armchair edge above, we find that the boundary
conditions for the armchair ribbon are given by

ΦII(0)|α↑(↓) + ΦII(0)|α′↑(↓) = 0, (5.40)

ΦII(W )|α↑(↓) + ei∆KW ΦII(W )|α′↑(↓) = 0, (5.41)

for α = A,B, where ∆K = 8π/(3a).

The boundary conditions for the graphene nanoribbon barrier give twelve equations
that are solved numerically and yield the reflection coefficient r, the ten barrier coeffi-
cients an and bn, and the transmission coefficient t.

Bound states

Solutions of the TIS for which E2 < v2
t k

2
y are evanescent and therefore there possibly

exist bound states, localized in the graphene nanoribbon. In this case, the wave functions
outside the ribbon can be written as

ΦI(x) = c

(
E/vt

ky − κ

)
eκx, ΦIII(x) = d

(
E/vt

ky + κ

)
e−κx, (5.42)

where κ =
√
k2
y − (E/vt)2. The wave function inside the ribbon is given by (5.34) and

the boundary conditions and the normalization give twelve independent equations for
the coefficients an, bn, c, and d.

5.4 Results

In this section, we discuss our results for transmission through a graphene step and
a nanoribbon barrier deposited on the TIS in the T stacking configuration. For the
parameters, we always take vt = vg/2 which is representative for the TIs listed in Table
5.1. Furthermore, we take t = 0.3 eV as a qualitative example which is of the same
order as the interlayer coupling in bilayer graphene [124], unless stated explicitly.
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5.4.1 Graphene step

Out of the three edges we have considered for the graphene step, only one of the zigzag
edges, ZZ1, shows interesting features in the transmission probability T (E, ky). Inter-
estingly, the result for the ZZ2 and AC edges is exactly the same and shows near perfect
transmission, even at oblique angles. As seen in Fig. 5.4, the terminated graphene edge
only couples directly to the TIS lattice for the ZZ1 boundary. Furthermore, we find that
only the ZZ1 edge induces coupling to the valley-odd cones that are decoupled in the
bulk heterostructure. The transmission probability of the different scattering channels
at the ZZ1 edge is shown in Fig. 5.5, together with the total transmission probability.
For E .

√
2t, the main transmission channel is T1, and the ZZ1 edge allows for some

transmission to channels 4 and 5, corresponding to the valley-odd cones. At higher
energies, the Rashba channels T2 and T3 become available and the transmission via T1

reduces inside the region E2 < v2
gk

2
y defined by the graphene Dirac cone. The transmit-

tance of the channels T4 and T5, which are sz eigenstates and completely localized in the
graphene for the bulk heterostructure, are mirrored with respect to ky = 0 which is due
to TR symmetry. Moreover, they show a preference for either left or right moving states
for both electrons and holes, creating a bulk spin-momentum locked state localized on
the deposited graphene. Note that only T1, and therefore also the total transmission
probability, is not symmetric with respect to zero energy. This asymmetry originates
from the fact that a step graphene-TIS system has only one interface which breaks the
symmetry of the lattice structure, resulting in an asymmetric transmission for electrons
and holes, in contrast to the graphene-TIS barrier structure discussed below.

5.4.2 Graphene nanoribbon barrier

Here, we discuss our results for the transmission across the graphene nanoribbon de-
posited on the TIS in the T stacking configuration. The results for the barrier are
symmetric with respect to zero energy and therefore we only show results for positive
energy. The width of the graphene ribbons, including dangling bonds, is given by

WZZ =
a

2
√

3
(3N + 2) , (5.43)

WAC =
a

2
(N + 1) , (5.44)

where a is the graphene lattice constant and N is the number of two-atom unit cells
along the finite x direction.

In Figs. 5.6 and 5.7, we show the transmission probability for the zigzag and armchair
barrier, respectively. The transmission probability is always equal to unity at normal
incidence for both zigzag and armchair ribbons, which is what we expect for a nonmag-
netic scatterer on the TIS. Moreover, we observe two resonances at low energies for the
zigzag ribbon and antiresonances for both zigzag and armchair ribbons. The low-energy
resonances for the zigzag ribbons, shown in Fig. 5.6, are caused by edge states, that are
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Figure 5.6: Transmission probability T (E, ky) for a zigzag ribbon with t = 0.3 eV, and
(a) N = 10 and (b) N = 20. The red curves are bound states and the density
corresponding to the states marked with an asterisk is shown in Fig. 5.9.

Figure 5.7: Transmission probability T (E, ky) for an armchair ribbon with t = 0.3 eV
and (a) N = 30 (insulating) and (b) N = 41 (metallic). The red lines outside
the cone are bound states.
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Figure 5.8: Transmission probability T (E, ky) for the nanoribbon barrier. (a)–(b) Zigzag
ribbon with N = 30 for (a) t = 0.1 eV and (b) t = 0.2 eV. (c)–(d) Armchair
ribbon with N = 30 for (c) t = 0.1 eV and (d) t = 0.2 eV. The red lines are
bound states, localized in the barrier, while the orange dashed lines in (a)
and (c) are the bound states of a bare graphene nanoribbon.
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Figure 5.9: Projected densities of the (a) upper and (b) lower branch of edge states for
the zigzag ribbon with N = 20 and t = 0.3 for ky = 0.7 nm−1 which are
marked with an asterisk in Fig. 5.6. Here, Pi (i = TIS, A,B) is the projection
operator on the TIS and the A/B sublattices of graphene. We see that the
edge state shown in (a) is mostly localized on the A sublattice (ZZ2 edge)
while (b) is mostly localized on the B sublattice (ZZ1 edge).

absent for an armchair ribbon. To understand the nature of these edge states and the
antiresonances, we consider the evolution of the transmission probability as a function
of the coupling t between graphene and the TIS. In Fig. 5.8, we show the transmission
probability for zigzag and armchair ribbons with t = 0.1 eV and t = 0.2 eV. We see
that the dispersion of the two branches of edge states of the zigzag ribbon split with
increasing t since the upper branch is localized on the ZZ1 edge which couples directly
to the TIS, while the lower branch is localized on the ZZ2 edge which has no direct
coupling to the TIS. The electron density of the edge states corresponding to Fig. 5.6 (b)
is shown in Fig. 5.9 for a fixed value of ky. Note that the upper branch is actually a
hybridized state of graphene and the TIS, localized near the ZZ1 edge. The cusp in the
projected density of the TIS is due to the fact that the boundary conditions only require
that the spinor components are continuous.

The energy splitting of the edge states is shown in Fig. 5.10 as a function of t for
N = 10 and N = 20. For N = 10, there is a confinement effect near t = 0 which
is absent for N = 20. However, the confinement splitting is lifted when t increases
because the energy difference of edge states localized at different edges increases, and
the lower branch returns to zero energy. The energy of the upper branch grows linearly
with t, as the coupling with the TIS splits the two edge states, that are originally sz
eigenstates, localized on the ZZ1 edge. Moreover, if the barrier is wide enough or the
coupling strong enough, there are bound states, delocalized over the ribbon, both in the
zigzag and armchair case, as is shown in Figs. 5.6, 5.7, and 5.8.

Furthermore, in Fig. 5.8 (a) and (c), we have superimposed the bound states of a
bare graphene ribbon on the transmission probability for t = 0.1 eV for both an armchair
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Figure 5.10: Energy of the zigzag edge states at ky = 2 nm−1 as a function of t for
N = 10 and N = 20. We only show one state for N = 20, since the other
state remains at zero energy for all t.

and zigzag barrier. In this case, the antiresonances are very sharp and coincide almost
perfectly with the bound states of the bare ribbon. These antiresonances are quasibound
states originating from both valley-even and valley-odd states. With increasing t, the
quasibound states split into two classes: Those that broaden and move in energy with
increasing t correspond to the Rashba-split bands while those that remain very sharp
and almost at the same energy correspond to the valley-odd cones. Indeed, the latter
are missing for the armchair barrier because the AC edge does not induce coupling to
these states. Note that due to the ZZ1 edge, some spin splitting is induced into the
quasibound states originating from the valley-odd states. At these energies, the wave
function is either strongly hybridized for the Rashba-like states, or completely localized
in the graphene for the valley-odd states. In the latter case, which only occurs for
zigzag ribbons, tunneling is impossible since the ribbon contains at least one edge that
does not allow tunneling to these states. On the other hand, the Rashba-like bound
states of the graphene ribbon, induced by the ribbon confinement, can only lead to more
possibilities for backscattering, and thus antiresonances. As a last remark, we see that
the antiresonances in Figs. 5.6 and 5.7 are broadened compared to Fig. 5.8 because the
coupling to the TIS is stronger in this case.

Conductance

Finally, we calculate the zero-temperature longitudinal conductance through a barrier
of width W and length L. It is given by

G(E) = G0
L

2π

∫ |E|
~vt

− |E|~vt

dky T (E, ky), (5.45)

115



5 Graphene topological insulator heterostructure

Figure 5.11: (a, b) Conductance for the (a) zigzag and (b) armchair barrier for several
widths with t = 0.3 eV as a function of the Fermi energy E. The widths
of the armchair ribbon are chosen so that it is insulating and matches the
corresponding widths in the zigzag case. (c, d) Conductance for the (c)
zigzag barrier with N = 20 and (d) armchair barrier with N = 34 for
several t, whose values are shown in eV.

where G0 = 2e2/h is the conductance quantum and where we have used dimensionful
units. The conductance through zigzag and armchair nanoribbons on the TIS in the T
stacking configuration are shown in Fig. 5.11 for several values of the width W and the
coupling t.

The plateaus in the conductance are caused by the antiresonances in the transmission
probability discussed above. They are more pronounced for the zigzag barrier than
the armchair barrier. With increasing N , the number of plateaus increase and they
move towards zero energy because of the reduced confinement. On the other hand, if
we increase t, more plateaus appear and the conductance is suppressed overall due to
increased backscattering at oblique angles.
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5.5 Summary

In Chapter 5, we studied electronic transport of the topological surface state through
heterostructures that consist of the surface of a topological insulator on which a mono-
layer of graphene is deposited. We investigated several commensurate stacking configu-
rations and derived a low-energy model. The topological surface state migrates to the
graphene layer and generically attains a cubic energy dispersion. We then focused on
a single stacking and studied transmission through a semi-infinite graphene step and
graphene nanoribbon barriers with both zigzag and armchair boundaries and we ob-
tained the transmission probability by imposing that the current density is continuous.
We found that the transmission depends strongly on the type of edge: for the ZZ1
graphene step, the transmission probability has many features and exhibits electron-
hole asymmetry, while the transmission for armchair and ZZ2 graphene steps is close to
unity independent of the angle of incidence. Moreover, our results show that the con-
ductance through a graphene nanoribbon exhibits plateaus as a function of the Fermi
energy, which are caused by antiresonances in the transmission probability correspond-
ing to quasibound states of the deposited nanoribbon. Furthermore, the stackings we
considered are commensurate by less than one percent with at least two well-known TIs,
Sb2Te3 and TlBiSe2. The proposed graphene and topological insulator hybrid structures
could for example be fabricated using a mechanical transfer method where the chemical
potential difference and electron density can be tuned by gate voltages. Further stud-
ies are required to address the effect of a difference in the chemical potential between
graphene and the TIS, an external magnetic field, and the number of deposited graphene
layers on the transport properties.

5.6 Appendix

5.6.1 Hamiltonian

Here, we derive the low-energy Bloch Hamiltonian of the graphene-topological insulator
heterostructure shown in Fig. 5.1. The Hamiltonian is given by

H = HG +HTIS + V, (5.46)

where HG and HTIS are, respectively, the Hamiltonians of graphene and the topological-
insulator surface (TIS) and V is the coupling between them. Now consider the basis of
Bloch states ∣∣Ψα,s

k+G

〉
=

1√
N1

∑
r1

ei(k+G)·r1 |r1;α, s〉 , (5.47)

|Φs
k〉 =

1√
N2

∑
r2

eik·r2 |r2; s〉 , (5.48)
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for graphene and the TIS, respectively, where α = A,B, s =↑, ↓, and r1 (r2) runs
over the graphene (TIS) unit cells. The wave vector k lies inside the folded Brillouin
zone (BZ) shown in Fig. 5.1 (d) and G are the reciprocal vectors of the heterostructure
contained in the graphene BZ. They are given by Γ̄ and the two inequivalent Dirac points
of graphene K ′ = −K = 4π/(3a)x̂. In this basis, the Hamiltonian becomes

Hk =


h

(g)
k 0 0 Vk

0 h
(g)
k+K 0 Vk+K

0 0 h
(g)
k+K′ Vk+K′

V †k V †k+K V †k+K′ h
(tis)
k

 , (5.49)

where, in the nearest-neighbor approximation, we have

h
(g)
k = γ

(
0 f(k)

f ∗(k) 0

)
, (5.50)

and
h

(tis)
k = ~vt (ẑ × s) · k. (5.51)

Here, the parameter γ ≈ 3.12 eV is the nearest-neighbor hopping parameter of graphene
and f(k) = 1 + eik·a1 + eik·a2 with a1,2 = a

2

(
±1,
√

3
)

the graphene lattice vectors, shown
in Fig. 5.1 (a). Up to first order in |k|, we have

f(k +K) '
√

3 a

2
(kx − iky) , (5.52)

f(k +K′) ' −
√

3 a

2
(kx + iky) , (5.53)

f(k) ' 3. (5.54)

On the other hand, the coupling matrix elements are

[Vk+G]α,ss′ = 〈Ψα,s
k+G|V |Φs′

k 〉 (5.55)

=
1√
3

∑
r1

e−i(k+G)·r1Vα,ss′(r1), (5.56)

with
Vα,ss′(r1) = 〈r1;α, s|V |0; s′〉, (5.57)

where we assumed that the matrix elements only depend on the separation r1 = |r1|.
Next we calculate the coupling matrix elements in lowest order for the three stacking

configurations shown in Fig. 5.1. Moreover, we ignore couplings between different spins
and drop the spin indices. For the T and B structure, we find

[V
(T )
k+G]α = δαAt, [V

(B)
k+G]α = t′, (5.58)
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where t = V
(T )
A (0)/

√
3 and t′ = V

(B)
α (0)/

√
3. In addition, the two high-energy graphene

bands at the origin of the unfolded BZ, also couple to the topological Dirac cone. How-
ever, because they have energy ±3γ at Γ̄, they can be neglected for T and B stacking
as long as the coupling to the TIS is much smaller than γ.

On the other hand, for the H structure, we obtain

[V
(H)
k+G]α = t′′

[
δαAe

−iq·a1f(q) + δαBe
iq·a2f ∗(q)

]
|q=k+G

, (5.59)

where t′′ = V
(H)
α (0)/

√
3. We see that the coupling to the high-energy graphene band in

the origin dominates for H stacking. In lowest order of |k| and t′′/γ, we find that the
spectrum for the H structure is given by the graphene Dirac cones superimposed on

εH(k) = −6t′′2

γ
± ~vt

(
1− 2t′′2

γ2

)
k, (5.60)

where γ = 2~vg/(
√

3a). Hence, for H stacking, the coupling to the parabolic bands of
graphene at the Γ̄ point cannot be neglected. This is because the lowest-order coupling
between the TIS and the graphene cones vanishes due to C3 symmetry. This results in
much weaker coupling for H stacking compared to T and B stacking: The topological
Dirac cone is only shifted in energy and the Fermi velocity is slightly modified.

5.6.2 Unitary transformation

Here, we give the expression for the unitary transformation Uk that transforms the
Hamiltonian (5.2) for the case tB = 0 (T structure) into the block diagonal form shown
in (5.9), (5.10), and (5.11). We find

Uk =

Ak Bk 0

Ak −Bk 0

0 0 1

 , (5.61)

with

Ak =
1√
2

diag
(
1,−e−2iTk , 1, 1

)
, (5.62)

Bk =
1√
2

diag
(
1, 1, 1,−e2iTk) , (5.63)

where Tk = arctan(ky/kx). The new basis states are∣∣ψA±↑(↓)〉 =
1√
2

(∣∣ψA↑(↓)〉± ∣∣ψA′↑(↓))〉 , (5.64)

|ψB±↑〉 =
1√
2

(
∓e−2iTk |ψB↑〉+ |ψB′↑〉

)
, (5.65)

|ψB±↓〉 =
1√
2

(
|ψB↓〉 ∓ e2iTk |ψB′↓〉

)
, (5.66)
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where ± corresponds to the even or the odd valley subspace. Under time reversal, the
new basis transforms as

T
∣∣ψA±↑(↓)〉 = ∓(±)

∣∣ψA±↓(↑)〉 , (5.67)

T
∣∣ψB±↑(↓)〉 = −(+)

∣∣ψB∓↓(↑)〉 . (5.68)

Moreover, if
∣∣φ↑(↓)〉 is a spin-up (down) basis state of the TIS, we find〈

ψA−↑(↓)
∣∣V ∣∣φ↑(↓)〉 =

〈
ψA−↑(↓)

∣∣ T −1V T
∣∣φ↑(↓)〉 (5.69)

= −
〈
ψA−↓(↑)

∣∣V ∣∣φ↓(↑)〉 (5.70)

= −
〈
ψA−↑(↓)

∣∣V ∣∣φ↑(↓)〉 , (5.71)

and the matrix elements between the odd subspace and the TIS vanish.

5.6.3 Spectrum for T stacking

The low-energy energy spectrum of the T-stacked heterostructure at µ = 0 is obtained
from the secular equation |h+(k)−E| = 0, where h+(k) is given in (5.10). Similarly to
Eq. (5.20), this yields two cubic equations,

2t2E +
(
E2 − v2

gk
2
)

(±vtk − E) = 0, (5.72)

where k = |k|. Note that, at t = 0, we obtain the low-energy spectrum of graphene
superimposed on the topological Dirac cone of the TIS. At finite t, the spectrum is
explicitly given by

Em(k) = ±vtk
3

∣∣∣∣1 + Cm(k) +
∆0(k)

Cm(k)

∣∣∣∣ , (5.73)

for m = 1, 2, 3, which matches the notation of Fig. 5.1 (c), and where

∆0(k) = 1 + 6 [t/ (vtk)]2 + 3 (vg/vt)
2 , (5.74)

∆1(k) = 1 + 9 [t/ (vtk)]2 − 9 (vg/vt)
2 , (5.75)

Cm(k) = e−
2miπ

3
3

√
∆1 +

√
∆2

1 −∆3
0. (5.76)

The low-energy spectrum for B stacking is obtained by substituting t→
√
t2A + t2B.
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6
Conclusion

In the last chapter of my doctoral thesis, I summarize my results that were extensively
discussed in the previous chapters and I present several proposals for future research.

6.1 Summary

In this doctoral thesis, I have studied the electronic properties of confined quantum sys-
tems in heterostructures made from time-reversal-invariant strong topological insulators
(TIs), magnetic films, superconductors, and graphene. In these studies, we used effective
continuum models to describe the low-energy physics of bulk TIs and the topological sur-
face state. Electron-electron interactions and proximity-induced superconductivity were
included with the configuration-interaction and BdG mean-field method, respectively.
My work consisted of three main parts:

(1) Topological crystalline states in junctions of TIs (Chapter 2);

(2) Quantum dots on the surface of TIs (Chapters 3 and 4);

(3) Tunneling in graphene – TI heterostructures (Chapter 5).

In Chapter 2, we first discussed the minimal continuum model for a three-dimensional
time-reversal-invariant strong topological insulator with inversion symmetry where we
used the well-studied case of Bi2Se3 as an example. We showed that the topological
regime is characterized by band inversion and protected by time-reversal symmetry by
invoking the bulk-boundary correspondence which relates the parity of the number of
Kramers pairs of surface states to the Z2 invariant. Next, we considered a semi-infinite
system with open boundary conditions and demonstrated the existence and robustness
of the topological surface state. For the Bi2Se3 family of TIs, the surface state consists
of a single Dirac cone located at the Γ̄ point of the surface Brillouin zone. We then
derived the effective surface Hamiltonian, both from perturbation theory and from sym-
metry principles. This effective surface Hamiltonian was used in all subsequent chapters
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to model the topological-insulator surface. In the last section, we considered junctions
between two TIs and explicitly calculated the dispersion and wave functions of gapless
interface states that are protected by mirror symmetry. We demonstrated that their
existence can be understood from the properties of the surface as the resolution of a
scattering paradox, or alternatively, from the bulk properties as the change of the mir-
ror Chern number across the junction. We explicitly showed that the interface states
are robust only when the helicity of the topological surface state is opposite for the two
TIs and demonstrated that they only occur when the Hamiltonian commutes with the
mirror operator. We then included cubic momentum terms to the Hamiltonian which
reduce the full rotation symmetry of the interface to the physical threefold rotation
symmetry and showed that the interface states survive as long as mirror symmetry is
present. Moreover, we considered rotational mismatch at the junction and calculated
the resulting energy gap in the interface spectrum. Furthermore, we proposed a possible
experimental realization in strained HgTexS1−x systems and a specific experiment to
find signatures of the interface states. Finally, we discussed the appearance of spurious
tachyonlike interface states in the continuum model and how they can be resolved.

In Chapter 3, we studied quantum dots on the surface of a topological insulator
where the surface state is confined with an insulating magnetic film that is deposited on
the surface or with a cylindrical array of magnets. Specifically, we considered a system
consisting of a disk of the bare surface surrounded by a magnetic field. This opens a
magnetic gap on the surface everywhere except in the disk region which confines par-
ticles in the disk. The surface state was modeled with the Dirac Hamiltonian where
the magnetic field acts as a local exchange potential. First, we derived the general
single-particle solution for a circular symmetric system and we obtained the hard-wall
boundary conditions which couple the spin components and break time reversal. We
then investigated the single-particle properties of the quantum dot as a function of the
magnetization direction of the surrounding film. We found that the single-particle spec-
trum is characterized by a spin-polarized branch which evolves to a zero-energy branch
when the magnetization direction lies in the surface plane. We also showed how the
properties of the spectrum can be understood in terms of symmetries. We proceeded by
including electron-electron interactions with the configuration-interaction method. Here,
we assumed that all negative-energy states were filled and only considered interactions
between positive-energy states. This approximation is justified as long as the interac-
tion energy scale is smaller than the confinement gap. Besides the many-body spectrum,
we calculated the spin-resolved densities and spin-resolved pair correlation functions of
the ground state for up to seven fermions in the dot. The latter were used to study the
crossover to a spin-polarized Wigner molecule with increasing interaction strength. Dur-
ing this crossover, the majority spin crystallizes in a regular N -polygon localized near
the edge while the minority spin remains liquidlike. This can be understood in terms
of the occupation of the spin-polarized branch in the single-particle spectrum since it
is energetically favorable for particles to occupy higher angular-momentum states. The
crossover is thus accompanied with transitions of the ground state towards higher angu-
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lar momentum.

In Chapter 4, we investigated two types of confined hybrid quantum systems on the
surface of a topological insulator consisting of deposited insulating magnetic films or
s-wave superconductors in an annulus geometry. Specifically, we considered an annulus
region of the clean surface bounded either by a magnetic region outside and a super-
conducting region inside (chiral annulus) or by superconducting regions both inside and
outside with a superconducting phase difference (helical annulus). Because these regions
are gapped, the surface state is confined within the annulus. The annulus region is effec-
tively a domain wall between regions with a different type of gap. We therefore expected
that the quantum rings could support robust low-energy excitations whose properties
depend on the type of boundaries. First, we obtained the general solution in the BdG
formalism for the surface state in the presence of exchange and pairing potentials with
circular symmetry. Subsequently, we obtained the hard-wall boundary conditions at the
edges of the annulus and calculated the spectrum of the Andreev bound states. Because
of the π Berry phase inherited from the surface state, the angular boundary condition
gaps the bound-state spectrum (half-integer j) and hence there are no zero-energy bound
states. However, the boundary condition can be shifted to integer j by threading half
a flux quantum through the inner region, for example with a single h/(2e) vortex if
the inner region is a type-II superconductor. Therefore, when half a flux quantum is
threaded through the inner disk, the bound states are spectrally shifted and Majorana
bound states (MBSs) appear. In case of the chiral annulus, we obtained a single MBS
while for the helical annuls we obtained a Kramers pair of MBSs.

In Chapter 5, we studied electronic transport of the topological surface state through
heterostructures that consist of the surface of a topological insulator on which a mono-
layer of graphene is deposited. We investigated several commensurate stacking configu-
rations and derived a low-energy model. The topological surface state migrates to the
graphene layer and generically attains a cubic energy dispersion. We then focused on
a single stacking and studied transmission through a semi-infinite graphene step and
graphene nanoribbon barriers with both zigzag and armchair boundaries and we ob-
tained the transmission probability by imposing that the current density is continuous.
We found that the transmission depends strongly on the type of edge: for the ZZ1
graphene step, the transmission probability has many features and exhibits electron-
hole asymmetry, while the transmission for armchair and ZZ2 graphene steps is close to
unity independent of the angle of incidence. Moreover, our results show that the con-
ductance through a graphene nanoribbon exhibits plateaus as a function of the Fermi
energy, which are caused by antiresonances in the transmission probability correspond-
ing to quasibound states of the deposited nanoribbon. Furthermore, the stackings we
considered are commensurate by less than one percent with at least two well-known TIs,
Sb2Te3 and TlBiSe2. The proposed graphene and topological insulator hybrid structures
could for example be fabricated using a mechanical transfer method where the chemical
potential difference and electron density can be tuned by gate voltages.
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6.2 Research prospects

In general, I would like to transition my research more towards subjects that are cur-
rently subject to intense study in the field of topological phases such as hybrid struc-
tures in Weyl semimetals [56, 128], symmetry-protected topological phases of interacting
fermions [129], or the recently discovered topological insulators with quantized electric
multipoles [130]. For example, it would be interesting to investigate hybrid quantum
systems on the surface of Weyl semimetals to engineer new topological states from the
Fermi surface arcs and to consider the implications of electron-electron interactions in
these systems. On the other hand, in the graphene–topological insulator heterostruc-
ture that we considered, the surface state attains a cubic dispersion which makes it
more susceptible to interactions since the kinetic energy is suppressed at low energies.
New strongly-correlated topological states could therefore emerge in these heterostruc-
tures. It could also be interesting to further investigate the effects of proximity-induced
superconductivity on the Wigner crystallization in quantum dots on the surface of a
topological insulator.
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6.3 Nederlandse versie

6.3.1 Samenvatting

In deze doctoraatsthesis heb ik de elektronische eigenschappen van ingeperkte kwan-
tumsystemen bestudeerd in heterostructuren gemaakt van tijdsomkeerinvariante sterke
topologische isolatoren (TIs), magnetische films, supergeleiders en grafeen. In dit onder-
zoek werden effectieve continuummodellen gebruikt om de lage-energie eigenschappen
van bulk TIs en de topologische oppervlaktetoestand te beschrijven. Elektron-elektron
interacties en nabijheid-gëınduceerde supergeleiding werden behandeld met respectieve-
lijk de configuratie-interactie en de BdG gemiddelde-veld methode. Mijn werk bestond
uit drie delen:

(1) Topologische kristallijne toestanden in juncties van TIs (Hoofdstuk 2);

(2) Kwantumstippen op het oppervlak van TIs (Hoofdstukken 3 en 4);

(3) Tunnelen in grafeen – TI heterostructuren (Hoofdstuk 5).

In Hoofdstuk 2 hebben we eerst het essentiële continuummodel voor een driedimensi-
onale tijdsomkeerinvariante sterke topologische isolator met inversiesymmetrie besproken
waar we het veelbestudeerde geval van Bi2Se3 gebruikt hebben als voorbeeld. We toon-
den aan dat het topologische regime gekarakteriseerd is door bandinversie en beschermd
door tijdsomkeersymmetrie door beroep te doen op de bulk-rand relatie dat de pariteit
van het aantal Kramersparen van oppervlaktetoestanden verbindt met de Z2 invari-
ant. Vervolgens beschouwden we een halfoneindig systeem met open randvoorwaarden
en toonde we het bestaan en de robuustheid van de topologische oppervlaktetoestand
aan. Voor de Bi2Se3 familie van TIs bestaat de topologische oppervlaktetoestand uit
een enkele Dirackegel in het Γ̄ punt van de oppervlakte Brillouin zone. Daarna hebben
we een effectieve oppervlakte-hamiltoniaan afgeleid, zowel met storingsrekening als met
symmetrieprincipes. Deze effectieve oppervlakte-hamiltoniaan werd gebruikt in de vol-
gende hoofdstukken om het oppervlak van een topologische isolator te beschrijven. In
de laatste sectie hebben we juncties tussen twee TIs beschouwd en de dispersie en golf-
functies van de kloofloze interfacetoestanden, die beschermd zijn door spiegelsymmetrie,
expliciet berekend. Hun bestaan kon begrepen worden uit de eigenschappen van het op-
pervlak als de oplossing van een verstrooiingsparadox of alternatief door de verandering
van het bulk spiegel-Cherngetal over de junctie. We toonden aan dat interfacetoestan-
den enkel robuust zijn wanneer de heliciteit van de topologische oppervlaktetoestand
tegengesteld is voor de twee TIs en demonstreerden dat ze enkel voorkomen wanneer
de Hamiltoniaan commuteert met de spiegeloperator. Daarna hebben we kubische ter-
men toegevoegd aan de Hamiltoniaan die de volledige rotatiesymmetrie van de interface
reduceren naar de fysische drievoudige rotatiesymmetrie en we toonden aan dat de in-
terfacetoestanden overleven zo lang als de spiegelsymmetrie behouden is. Ook hebben
we rotationele mismatch aan de junctie beschouwd en de resulterende energiekloof in het
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interfacespectrum berekend. Voorts hebben we een mogelijke experimentele realisatie
in vervormde HgTexS1−x systemen en een specifiek experiment om sporen van de inter-
facetoestanden te vinden, voorgesteld. Tenslotte hebben we de verschijning van valse
tachyonachtige interfacetoestanden in het continuummodel, en hoe deze kunnen worden
vermeden, besproken.

In Hoofdstuk 3 bestudeerden we kwantumstippen op het oppervlak van een topolo-
gische isolator waar de oppervlaktetoestand ingeperkt wordt door een isolerende mag-
netische film die op het oppervlak gelegd wordt of door een cilindervormige reeks van
magneten. Specifiek hebben we een systeem beschouwd dat bestaat uit een schijf van
het naakte oppervlak, omringd door een magnetische veld. Dit opent een magnetische
kloof op het oppervlak overal behalve in de schijf zodat de deeltjes ingeperkt worden
in de schijf. De oppervlaktetoestand werd beschreven met de Dirac-hamiltoniaan waar
het magnetische veld optreedt als een lokale uitwisselingspotentiaal. Allereerst hebben
we de ééndeeltjesoplossing voor een cirkelsymmetrisch systeem afgeleid waarmee we de
harde-muur randvoorwaarden, die de spin componenten koppelen en tijdsomkeersymme-
trie breken, verkregen hebben. Daarna hebben we de ééndeeltjeseigenschappen van de
kwantumstip bestudeerd als functie van de richting van de magnetisatie van de omlig-
gende film. We vonden dat het ééndeeltjesspectrum gekarakteriseerd is door een spinge-
polariseerde tak die naar een energie-nul tak evolueert wanneer de magnetisatierichting
in het vlak van het oppervlak ligt en dat de eigenschappen van het spectrum begrepen
kunnen worden met symmetrieën. Vervolgens hebben we elektron-elektron interacties
toegevoegd met de configuratie-interactie methode. Hier namen we aan dat alle toe-
standen met negatieve energie gevuld waren en we beschouwden enkel interacties tussen
toestanden met positieve energie. Deze benadering is verantwoord zolang als de inter-
actieschaal kleiner is dan de inperkingskloof. Naast het veeldeeltjesspectrum hebben
we ook de spindichtheden en spinpaarcorrelatiefuncties van de grondtoestand berekend
voor maximaal zeven fermionen in de stip. De laatstgenoemden werden gebruikt om de
crossover naar een spingepolariseerde Wigner molecule te karakteriseren naarmate de
interactiesterkte toeneemt. Tijdens deze crossover kristalliseert de meerderheidspin in
een regelmatige N -hoek in de buurt van de rand, terwijl de minderheidspin vloeistof-
achtig blijft. Dit kon begrepen worden als de bezetting van de spingepolariseerde tak
in het ééndeeltjesspectrum aangezien het energetisch gunstig is voor de deeltjes om toe-
standen te bezetten met een hoger draaimoment. Vandaar dat de crossover samengaat
met overgangen van de grondtoestand naar hoger draaimoment.

In Hoofdstuk 4 hebben we twee types van ingeperkte hybride kwantumsystemen op
het oppervlak van een topologische isolator onderzocht. De heterostructuren bestaan uit
gedeponeerde isolerende magnetische films of s-golf supergeleiders in een ringvormige op-
stelling. We beschouwden een ringvormig gebied van het schone oppervlak begrensd door
ofwel een magnetisch gebied buiten en een supergeleidend gebied binnen de ring (chirale
ring) of supergeleidende gebieden binnen en buiten de ring met een verschillende super-
geleidende fase (helische ring). Omdat deze gebieden een energiekloof hebben, wordt de
oppervlaktetoestand ingeperkt in de ring. Het ringvormig gebied is effectief een domein-
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muur tussen gebieden met een verschillend soort kloof. We verwachtten daarom dat
deze kwantumringen robuuste laagenergetische excitaties kunnen ondersteunen waarvan
de eigenschappen afhangen van de randen. Eerst hebben we de algemene oplossing voor
de oppervlaktetoestand in het BdG formalisme afgeleid in de nabijheid van paar- en uit-
wisselingspotentialen met cirkelvormige symmetrie. Hiermee hebben we de harde-muur
randvoorwaarden aan de binnen- en buitenkant van de ring verkregen en hebben we
het spectrum van de Andreev gebonden toestanden berekend. Echter omwille van de
π Berry fase van de oppervlaktetoestand, zorgt de randvoorwaarde in de hoekrichting
voor een kloof in het spectrum van de gebonden toestanden (halftallige j) en daarom
zijn er geen toestanden met energie gelijk aan nul. De randvoorwaarden kunnen echter
verschoven worden naar gehele j door een half flux kwantum door het binnenste van
de ring te sturen, bv. met een h/(2e) vortex als het binnenste een type-II supergeleider
is. In dit geval worden de gebonden toestanden spectraal verschoven en verschijnen er
Majorana gebonden toestanden (MGTs). Voor de chirale ring geeft dit één MGT, terwijl
we voor de helische ring een Kramers paar MGTs bekomen.

In Hoofdstuk 5 beschouwden we het elektronisch transport van de topologische op-
pervlaktetoestanden doorheen heterostructuren die bestaan uit het oppervlak van een
topologische isolator waarop een monolaag grafeen gelegd is. We onderzochten ver-
schillende commensurabele stapelconfiguraties en we hebben een laagenergetisch model
afgeleid. De topologische oppervlaktetoestand migreert naar het grafeen en verkrijgt in
het algemeen een kubische dispersie. Daarna beschouwden we een specifieke stapeling
en bestuurden we transmissie doorheen een halfoneindige grafeenstap en een grafeen-
nanostrookbarrière met zowel zigzag als armstoel randen. Vervolgens verkregen we de
transmissiewaarschijnlijkheid door continüıteit van de stroomdichtheid te eisen. We
vonden dat de transmissie sterk afhing van het type van rand: voor de ZZ1 grafeen-
stap vertoont de transmissie elektron-holte asymmetrie terwijl voor ZZ2 en armstoel
stappen de transmissie steeds perfect is onafhankelijk van de invalshoek. Bovendien
toonden onze resultaten aan dat de conductantie door grafeennanostroken, plateaus ver-
toont als functie van de Fermi-energie die veroorzaakt worden door antiresonanties in de
transmissiewaarschijnlijkheid die overeenkomen met quasigebonden toestanden van de
gedeponeerde nanostrook. Daarenboven zijn de stapelconfiguraties die we beschouwden
commensurabel tot minder dan één percent voor minstens twee bekende topologische iso-
latoren, Sb2Te3 and TlBiSe2. De voorgestelde grafeen en topologische-isolator hybride
structuren kunnen bijvoorbeeld gemaakt worden met een mechanische transfermethode
waar het verschil in chemische potentiaal en de elektronendichtheid afgestemd kunnen
worden met poortvoltages.
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6 Conclusion

6.3.2 Onderzoeksvooruitzichten

In het algemeen zou ik graag de overgang maken naar meer actuele onderzoeksgebieden
binnen het gebied van topologische toestanden zoals hybride structuren in Weyl semi-
metalen [56, 128], symmetriebeschermde topologische fasen van interagerende fermionen
[129] of de recent ontdekte topologische isolatoren met gekwantiseerde elektrische mul-
tipolen. Het zou bijvoorbeeld interessant zijn om hybride kwantumsystemen op het
oppervlak van Weyl semimetalen te bestuderen om zo nieuwe topologische toestanden
op te bouwen uit de oppervlakte Fermiboog en de gevolgen van elektron-elektron inter-
acties in deze systemen te beschouwen. Anderzijds, in de grafeen–topologische isolator
heterostructuren die we beschouwd hebben, verkrijgt de oppervlaktetoestand een kubi-
sche dispersie wat het meer vatbaar maakt voor elektron-elektron interacties aangezien
de kinetische energie onderdrukt wordt bij lage energieën. Er zouden dus nieuwe sterk
gecorreleerde topologische toestanden kunnen opduiken in deze heterostructuren. Het
kan ook interessant zijn om verder de effecten van nabijheid-gëınduceerde supergeleiding
op de Wigner kristallisatie in kwantumstippen op het oppervlak van een topologische
isolator te onderzoeken.
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[58] N. N. Berchenko and M. V. Pashkovskǐi, Mercury telluride–a zero-gap semicon-
ductor, Phys. Usp. 19, 462 (1976). doi:10.1070/PU1976v019n06ABEH005265.

[59] L. Fu and C. L. Kane, Time reversal polarization and a Z2 adiabatic spin pump,
Phys. Rev.B 74, 195312 (2006). doi:10.1103/PhysRevB.74.195312.

[60] J. Zak, Berry’s phase for energy bands in solids, Phys. Rev. Lett. 62, 2747 (1989).
doi:10.1103/PhysRevLett.62.2747.

133

http://dx.doi.org/10.1103/PhysRevB.23.5632
http://dx.doi.org/10.1103/RevModPhys.71.863
http://dx.doi.org/10.1103/PhysRevB.14.2239
http://dx.doi.org/10.1103/PhysRevB.14.2239
http://dx.doi.org/10.1103/PhysRev.134.A1602
http://dx.doi.org/10.1103/PhysRev.134.A1602
http://dx.doi.org/10.1103/PhysRevLett.49.405
http://dx.doi.org/10.1103/PhysRevD.13.3398
http://dx.doi.org/10.1088/1367-2630/9/9/356
http://dx.doi.org/10.1088/1367-2630/9/9/356
http://dx.doi.org/10.1103/PhysRevB.76.205304
http://dx.doi.org/10.1070/PU1976v019n06ABEH005265
http://dx.doi.org/10.1103/PhysRevB.74.195312
http://dx.doi.org/10.1103/PhysRevLett.62.2747


Bibliography

[61] L. A. Wray, S.-Y. Xu, Y. Xia, D. Hsieh, A. V. Fedorov, Y. S. Hor, R. J. Cava,
A. Bansil, H. Lin, and M. Z. Hasan, A topological insulator surface under strong
Coulomb, magnetic and disorder perturbations, Nat. Phys. 7, 32 (2011). doi:10.
1038/nphys1838.

[62] M.-X. Wang, C. Liu, J.-P. Xu, F. Yang, L. Miao, M.-Y. Yao, C. L. Gao, C. Shen,
X. Ma, X. Chen, Z.-A. Xu, Y. Liu, S.-C. Zhang, D. Qian, J.-F. Jia, and Q.-K.
Xue, The Coexistence of Superconductivity and Topological Order in the Bi2Se3

Thin Films, Science 336, 52 (2012). doi:10.1126/science.1216466.

[63] V. M. Apalkov and T. Chakraborty, Superluminal tachyon-like excitations of Dirac
fermions in a topological insulator junction, EPL 100, 17002 (2012). doi:10.1209/
0295-5075/100/17002.

[64] C.-X. Liu, X.-L. Qi, H. Zhang, X. Dai, Z. Fang, and S.-C. Zhang, Model
Hamiltonian for topological insulators, Phys. Rev. B 82, 045122 (2010). doi:
10.1103/PhysRevB.82.045122.

[65] P. G. Silvestrov, P. W. Brouwer, and E. G. Mishchenko, Spin and charge structure
of the surface states in topological insulators, Phys. Rev. B 86, 1 (2012). doi:
10.1103/PhysRevB.86.075302.

[66] L. Fu, Hexagonal Warping Effects in the Surface States of the Topological Insula-
tor Bi2Te3, Phys. Rev. Lett. 103, 266801 (2009). doi:10.1103/PhysRevLett.103.
266801.

[67] Y. L. Chen, J. G. Analytis, J.-H. Chu, Z. K. Liu, S.-K. Mo, X. L. Qi, H. J. Zhang,
D. H. Lu, X. Dai, Z. Fang, S. C. Zhang, I. R. Fisher, Z. Hussain, and Z.-X. Shen,
Experimental Realization of a Three-Dimensional Topological Insulator, Bi2Te3,
Science 325, 178 (2009). doi:10.1126/science.1173034.

[68] W.-Y. Shan, H.-Z. Lu, and S.-Q. Shen, Effective continuous model for surface
states and thin films of three-dimensional topological insulators, New J. Phys. 12,
043048 (2010). doi:10.1088/1367-2630/12/4/043048.

[69] R. Takahashi and S. Murakami, Gapless Interface States between Topological In-
sulators with Opposite Dirac Velocities, Phys. Rev. Lett. 107, 166805 (2011). doi:
10.1103/PhysRevLett.107.166805.

[70] C. De Beule and B. Partoens, Gapless interface states at the junction between two
topological insulators, Phys. Rev. B 87 (2013). doi:10.1103/PhysRevB.87.115113.

[71] T. Habe and Y. Asano, Robustness of gapless interface states in a junction of two
topological insulators, Phys. Rev. B 88, 155442 (2013). doi:10.1103/PhysRevB.88.
155442.

134

http://dx.doi.org/10.1038/nphys1838
http://dx.doi.org/10.1038/nphys1838
http://dx.doi.org/10.1126/science.1216466
http://dx.doi.org/10.1209/0295-5075/100/17002
http://dx.doi.org/10.1209/0295-5075/100/17002
http://dx.doi.org/10.1103/PhysRevB.82.045122
http://dx.doi.org/10.1103/PhysRevB.82.045122
http://dx.doi.org/10.1103/PhysRevB.86.075302
http://dx.doi.org/10.1103/PhysRevB.86.075302
http://dx.doi.org/10.1103/PhysRevLett.103.266801
http://dx.doi.org/10.1103/PhysRevLett.103.266801
http://dx.doi.org/10.1126/science.1173034
http://dx.doi.org/10.1088/1367-2630/12/4/043048
http://dx.doi.org/10.1103/PhysRevLett.107.166805
http://dx.doi.org/10.1103/PhysRevLett.107.166805
http://dx.doi.org/10.1103/PhysRevB.87.115113
http://dx.doi.org/10.1103/PhysRevB.88.155442
http://dx.doi.org/10.1103/PhysRevB.88.155442


Bibliography

[72] T. Rauch, M. Flieger, J. Henk, I. Mertig, and A. Ernst, Dual Topological Character
of Chalcogenides: Theory for Bi2Te3, Phys. Rev. Lett. 112, 016802 (2014). doi:
10.1103/PhysRevLett.112.016802.

[73] C. De Beule, R. Saniz, and B. Partoens, Crystalline topological states at a topolog-
ical insulator junction, Invited paper submitted to J. Phys. Chem. Solids (2017).
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