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Samenvatting

Deze thesis stelt onderzoek voor naar de plasmon eigenschappen van grafeen en gere-
lateerde materialen. Plasmonen zijn collectieve dichtheidsoscillaties van de elektron-
vloeistof dat aanwezig is in deze twee-dimensionele materialen. Binnen de zogenaamde
“Willekeurige Fase Benadering” (“Random Phase Approximation”) worden vijf verschil-
lende platformen onderzocht op hun plasmon eigenschappen: sterk gedoteerd grafeen, een
grafeen-hexagonaal boor-nitride heterostructuur met ongebalanceerde valleien, siliceen
in de nabijheid van externe velden, grafeen onder de invloed van een sterke elektrische
stroom, en een rooster van grafeen nanostrips.

Voor het sterk gedoteerd grafeen is er gevonden dat hoewel de energie dispersie van de
afzonderlijke elektronen driehoekig vervormd is, de plasmonen nog steeds isotroop zijn.
Dit is het gevolg van de hexagonale symmetrie van het grafeen kristal.

Het grafeen neergelegd op hexagonaal boor-nitride toont onder bepaalde omstandighe-
den twee nieuwe soorten plasmon modi. Één van hen is een akoestische mode die lad-
ingsneutraal is in de lange golflengte limiet, maar die licht gedempt is. De andere is een
ongedempte mode die voor korte golflengten bestaat en deels ladingsneutraal is.

Ook in siliceen kunnen plasmonen voorkomen als golven in het elektron fluïdum.
Bovendien is aangetoond dat deze plasmonen beïnvloed kunnen worden door externe
elektrische- en uitwisselingsvelden door hun levensduur te veranderen met het in- en
uitschakelen van mogelijke enkele-deeltjes excitaties van een bepaald spin- en vallei type.

Wanneer men een sterke elektrische stroom doorheen grafeen laat vloeien, veranderen
ook de optische eigenschappen van het kristal. De optische absorptie wordt dubbelbrekend
als een functie van de hoek tussen de richting van de stroom en de polarisatie richting van
het licht. Verder worden de plasmonen in grafeen gecollimeerd in de richting van de
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stroom en krijgen ze een niet-reciproke energie dispersie.
De excitatie van plasmonen in grafeen nanostrips is tot slot beschreven met een semik-

lassieke theorie. Aangezien de plasmonen lokaal de dichtheid en snelheid van de elek-
tronen in de elektronvloeistof beïnvloeden, veranderen ze ook de optische absorptie die
bij gevolg oscilleert met de dubbele frequentie van de geëxciteerde plasmonen. Deze op-
stelling bewijst dat het mogelijk is om met grafeen een plasmon-gestimuleerde optische
modulator te creëren.

Deze thesis presenteert nieuwe inzichten in het veld van plasmonica in grafeen en
gerelateerde materialen. De resultaten kunnen helpen het ultieme doel van plasmonica te
bereiken, namelijk het gebruik ervan in de fotonica.



Abstract

This thesis presents an inquiry into the plasmonic properties of graphene and related two-
dimensional materials. Plasmons, or high frequency collective density oscillations of the
electron liquid, are treated in a linear response framework within the “Random Phase
Approximation”. In this thesis, the plasmonic response of five distinct platforms is scruti-
nised: strongly doped graphene, a graphene-hexagonal boron nitride heterostructure with
valley imbalance, silicene in the presence of external fields, graphene with a strong electric
current, and an array of graphene nanostripes.

For the strongly doped graphene sheet, it is found that even though the single-particle
energy dispersion is trigonally warped, the plasmon dispersion remains isotropic. This is
attributed to the hexagonal symmetry of the graphene crystal.

In the case of a graphene sheet deposited on hexagonal boron nitride, it is shown
that under specific circumstances, valley polarisation induces two new kinds of plasmon
modes. One of them is an acoustic mode that is charge neutral in the long-wavelength
limit and is slightly damped. The other one is an undamped mode that exists for short
wavelengths and is partly charge neutral.

It is shown that silicene also hosts plasmons in its electron liquid. In the case of
silicene, it is, furthermore, shown that external electric and exchange fields can be used
to change the plasmon damping by switching single-particle excitations of a specific spin
and valley type on and off.

When graphene is subjected to a strong electric current, its optical properties are af-
fected. The optical absorption acquires a birefringent character with respect to the direc-
tion of the current flow and the plasmon modes are shown to become collimated in the
downstream direction. It is demonstrated that the plasmon modes acquire a non-reciprocal
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dispersion as well.
The excitation of plasmons in graphene nanostripes is finally considered in a semiclas-

sical framework. The plasmons change the local density and velocity of the electron liquid.
As a result, it is shown that the absorption of the nanoribbons oscillate with twice the fre-
quency of the excited plasmons. This is used as a proof of concept for a high-frequency
plasmon-assisted optical modulator.

This thesis provides new insights into the field of plasmonics of graphene and related
materials. The results could help to achieve the main goal of plasmonics in 2D materials,
i.e. the use of their plasmons in photonic applications.
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CHAPTER 1

Introduction

1.1 Plasmons in graphene

1.1.1 A history of plasmons

The history of plasmonics starts very early with creative craftsmen from ancient times that
made beautiful colourful glass goblets by mixing metallic (gold and silver) particles with
glass, creating stained-glass. A very famous, still remaining, artefact, the Lycurgus cup,
is shown in Fig. 1.1. This cup has a greenish colour when light reflects on its surface.
However, when a white light source is placed inside the cup, it turns red. The physical rea-
son being that the electronic liquid in the metallic particles in the glass absorb and scatter
light for short wavelengths in the visible part of the electro-magnetic (EM) spectrum (blue
and green). Therefore, when observing the cup in reflected light, it looks greenish. In he
same way these colours are filtered from the light passing through it which makes the cup
look red [1]. The microscopic phenomenon that causes the metallic particles to absorb
and scatter light in a specific frequency range is the excitation of a plasmon, a collective
oscillation of the electron liquid.

Scientific research on plasmons started at the beginning of last century when Wood
reported the results of an uneven distribution of light in a diffraction grating spectrum
[2]. Lord Rayleigh tried to explain Wood’s experimental results, but failed in his attempt
[3]. After about 40 years, Fano [4] theoretically explained the so-called Wood’s anoma-
lies by using Sommerfeld’s theory. This theory was developed in 1899 in the context of



4 Introduction

Figure 1.1: Picture of the Lycurgus cup, an fourth-century Roman cup. Left: If light shines on the
outside of the cup, it looks green. Right: If a white light source is put inside the cup, it looks red.
This is due to the gold and silver nanoparticles in the glass that feature plasmon resonances in the
blue-green spectral range. Image courtesy of the British Museum.

radio waves propagating along the surface of a conductor of finite conductivity [5]. Fano
managed to extend it to the visible range of the EM spectrum in order to explain the obser-
vations made by Woods. An important result of this study was that the EM waves could
propagate tangential to the surface of a conductor, but are very strongly damped in the
transversal direction. Therefore, these modes are bound to the surface of the conductive
material.

In parallel with the search for the explication of Wood’s anomalies, also the research
on the fourth fundamental state of matter, started by Crookes in 1879 [6], was important
for the field of plasmonics. Langmuir and Tonks studied the behaviour of ionized gasses,
called plasmas, and showed that plasmas can sustain ion and electron oscillations that are
formed as waves in the electron density, so-called plasma waves [7, 8]. These waves are
the same as the ones found by Fano, but in Fano’s case they can be quantized and are,
therefore, called plasmons.

Later on, Bohm and Pines found that electrons passing through foils experience energy
losses. They attributed these to the excitation of plasmons in the bulk of the material and
identified it as a collective phenomenon of the electron liquid [9–11]. However, this could
not account for all losses that were observed in experiments and Ritchie [12], Powell and
Swan [13] suggested that this was related to a phenomenon occurring at the interface of
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the material with the environment. The study of Stern and Ferrell [14] on the plasma
oscillations of a degenerate electron gas at a material’s surface explained the phenomenon
theoretically and they called it a surface plasmon (SP).

When exciting SPs with light, the EM radiation couples to the electron density os-
cillation and forms a hybrid mixture of electrons and light, a so-called surface plasmon
polariton (SPP) [15]. The wavelength of this SPP is much shorter than that of the free-
space photon that excited the SPP. In that way, the SPP in noble metals have been shown
to compress the incident light over ten times, leading to a very high energy density [16].

Since the first observations by Wood in the beginning of last century, the scientific
understanding of plasmons has improved drastically and researchers began to understand
that they could use these waves in the electron liquid to their advantage. At the end of last
century, this understanding led to the birth of a new subfield, called plasmonics.

1.1.2 Plasmonics

Plasmonics [17] aims to exploit the peculiar properties of plasmons in a various range
of applications. Over the last decade, the field has been very successful in integrating
plasmons in applications as diverse as nano-biosensing, where researchers were able to
detect a single hemoglobin molecule [18], and the enhancement of photovoltaic devices
[19]. Furthermore, it was integrated in nanophotonic systems [20], it was used to make
metamaterials that can optically cloak objects [21], to make single photon transistors for
quantum computations [22, 23] and to enhance Raman spectroscopy [24, 25]. Notice that
all these applications are active in the visible range of the EM spectrum.

As explained in the previous section, SPPs can be considered as light waves that are
confined to the interface between a conductor and a dielectric because of their interaction
with the electrons of the conductor [26]. Because they are trapped at the surface of the
conductor, the SPPs can be used to concentrate and channel light in any direction by
engineering the surface using subwavelength structures. Doing so, one could make optical
circuits, rather than electronical circuits, to process light by logic elements before being
converted back into free-space light [26]. In order to achieve this, one needs to have
plasmons that are long lived and strongly confined. However, this is often a contradiction
since the stronger the light is confined, the more it interacts with the metallic substrate and
the shorter its life time will be [27].

Another issue that needs to be overcome is the lack of tunability plasmonic systems.
Because of the momentum mismatch between free-space photons and plasmons, one needs
to engineer special subwavelength structures for plasmons to be excited. Several mecha-
nisms have been developed to ensure that light couples to the electron liquid, e.g. using
prism coupling [28, 29], scattering from topological defects [30] or putting a periodic cor-
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rugation of the conductor’s surface [31]. It has been noticed that for all of these it is hard
to change the frequency of the plasmon within the same set-up.

In order to overcome the limitations of SPPs at the surface of metals, a new candidate
has risen to the attention of plasmonic researchers since 2004. The name of this material
is graphene.

1.1.3 The advent of graphene

Graphene, a single layer of graphite, was the first truly two-dimensional (2D) material
ever synthesised [32–34]. Since its separation from a bulk graphite crystal with the fa-
mous scotch-tape method in 2004, it is arguably the most intensively studied material
ever. Together with the intense scientific effort, also the understanding of the material’s
properties surges at a tremendous pace.

One of the reasons that graphene research progresses so fast is that graphene is living
up to the theoretical expectations of its extraordinary properties [35]. Some of the well
known successes are: a very high room-temperature electron mobility [36] that matched
theoretical expectations [37], an exceptionally large thermal conductivity [38], an opti-
cal absorption that is exactly 2.3% over a wide spectral range [39] and only depends on
fundamental physical constants, and the ability to sustain extremely high electric current
densities (106 times larger than copper) [40]. The main reason for the exceptionally good
match between theory and experiment is the availability of high-quality graphene samples
[35]. These are still made mainly by mechanical exfoliation [32] although different tech-
niques for creating graphene, like chemical vapour deposition, are being perfectionised at
a rapid pace [35].

In the wake of ongoing graphene research, also other 2D materials were synthesised.
These materials can be made up from graphene, like graphene multilayers [41, 42] or
chemically functionalised graphene [43] or have completely different constituents like the
transition metal dichalcogenides (such as MoS2 [44]), hexagonal boron nitride [45] or
silicene [46]. The physical properties of these 2D materials all differ from each other and
are interesting in their own respect. Furthermore, because there is now an entire portfolio
of different building blocks available, it is possible to device so-called van der Waals
heterostructures that consist of different materials stacked on top of each other allowing
to tailor the physical properties of the structure at will [47].

Graphene and a lot of its related 2D materials are electrically conductive. The electrons
in these materials form an electron liquid that is also two-dimensional since the material
itself is two-dimensional. In the same way as the 2D electronic liquid at the surface of
a conductor is capable of supporting plasmon modes, the electrons in graphene can be
excited in a collective fashion. This forms the basis of graphene plasmonics.
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1.1.4 Introducing: graphene plasmonics

Soon after graphene was synthesised, plasmons in the 2D electron liquid were observed by
means of electron energy-loss spectroscopy (EELS) [48, 49]. These experiments proved
the existence of plasmons in graphene and the first proof of one of the major advantages of
graphene plasmons over plasmonic excitations in other materials, i.e. their easy tunability
over a wide frequency range. Indeed, the frequency of plasmons in graphene scales with
the electron concentration nc as ωpl ∝ n

1/4
c [50]. Because the carrier concentration in

graphene is known to be easily tunable from a hole-doped system to an electron-doped
system by the use of electrostatic gating [34, 51], this allows one to adjust the plasmon
frequency continuously.

In the EELS experiments, the necessary momentum for the excitation of plasmons was
delivered by the electrons. However, the use of light as a means to excite plasmons and
make SPPs was hindered by the fact that the usual plasmonic excitation methods, like
prisms and corrugation, cannot be applied to graphene [52]. Therefore, researchers have
developed a wide range of different techniques to overcome the momentum mismatch by
using for example sub-wavelength nanoribbon structures or disk arrays [53, 54]. This cre-
ated localised plasmons of which the frequency depends on the size of the nanostructure.
The experiments showed the existence of plasmons in the terahertz to infra-red (IR) range
of the EM spectrum. This introduced a new advantage of graphene plasmons, namely
the fact that they can reside outside the visible part of the spectrum. Therefore, graphene
plasmons are very promising for applications that use this part of the spectrum [54–56].

Another way to overcome the momentum mismatch is to use the tip of an atomic
force microscope (AFM) to couple light to the electron liquid [57, 58]. This allowed re-
searchers to measure propagating plasmons in graphene. It has been found that graphene
plasmons are confined much stronger than plasmons in metallic structures and that plas-
mon wavelengths can be over 150 times shorter than the corresponding free-space photon
wavelength. Furthermore, these plasmons can have very long lifetimes of up to 500 fs
[59]. The fact that graphene plasmons feature such a large confinement of EM radiation
also make them an ideal platform for strong light-matter interaction and nonlinear optics
[60, 61].

The field of plasmonics in graphene and related materials is evolving rapidly with a
plethora of experiments and theoretical proposals appearing in literature every week. In
this thesis, more details about experimental progress that is related to the studied topics
will be provided. Further background on graphene plasmonics can be found in the reviews
Refs. [50, 52, 62–67].
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1.2 Goal and structure of the thesis

The goal of the thesis is to investigate the plasmonic properties of graphene and related
materials and how plasmons respond to changes in the environment or in the electronic
properties of the crystal. In particular, it is investigated how one can engineer set-ups that
host plasmons with longer lifetimes and whether plasmons can be used for the basis of
light modulation set-ups.

The thesis is structured as follows:

In chapter 2 the electronic properties of graphene are briefly reviewed. In this chapter
the necessary mathematical concepts that will be used throughout the thesis are introduced,
the peculiar electronic properties of graphene are refreshed and some comments on exper-
imentally achievable parameter ranges are made. As an example of an electronic graphene
peculiarity, the chiral tunnelling characteristics of a graphene multilayer are elaborated
upon.

In chapter 3 the optical response of graphene is scrutinised. This forms the basis of the
linear response scheme used in the thesis to model how light couples to the electrons in a
two-dimensional material. The chapter also presents an examination of the experimental
challenges that need to be overcome in order to observe plasmons in graphene. The chap-
ter ends with a discussion on plasmarons in monolayer, bilayer and trilayer graphene as an
example of how plasmons affect the electronic properties of 2D materials.

In chapter 4 the framework developed in the previous chapters is applied to the case of
a strongly doped graphene flake. In the chapter the following question is answered: How
are graphene plasmons affected by the hexagonal symmetry of the lattice?

In chapter 5 a graphene sample that is encapsulated by hexagonal boron nitride is
considered. After revisiting the effect of the hBN crystal on the graphene plasmons, the
graphene system is valley polarised and the effect of the polarisation is investigated. In
the chapter the following question is answered: How can one excite charge neutral plas-
mons by valley polarising a graphene flake?

In chapter 6 the focus is shifted to a new kind of 2D material, called silicene. This ma-
terial has the same structure as graphene, but here the carbon atoms are replaced by silicon
atoms. In contrast to graphene, the system has a band gap that can be tuned by applying
external fields. In the chapter the following question is answered: How do external fields
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influence the lifetime of plasmons in silicene?

In chapter 7 a graphene system is, again, considered, but now the fact that it can sup-
port very large current densities is exploited. This chapter investigates how the optical and
plasmonic properties of graphene change when a large current flows through the sample.
In the chapter the following question is answered: How does an electric current influ-
ence the optical properties of graphene and can it be used to enhance the lifetime of
plasmons in graphene?

In chapter 8 the results obtained in the previous chapter are used to model the effect of
plasmons in graphene nanostripes on the optical properties of the nanostripe itself. In the
chapter the following question is answered: Can plasmons excited by a mid-infrared
laser be used to modulate the amplitude of a telecom laser?

1.3 Collaborations and publications
The research presented in this thesis is the fruit of several collaborations. The thesis is
inspired by many discussions, research notes and joint publications.

The research was supervised by Prof. Dr. François Peeters from the University of
Antwerp and co-supervised by Prof. Dr. Marco Polini from Istituto Italiano di Tecnologia,
Genova. For the particular chapters the research was performed in collaboration with:

• Chapter 3: for the part about plasmarons in trilayer graphene: Dr. Predrag Krstajić
(University of Belgrade, Serbia).

• Chapter 4: Dr. Francesco Pellegrino (Scuola Normale Superiore, Pisa, Italy).

• Chapter 5: Dr. Andrea Tomadin (Istituto Italiano di Tecnologia, Genova, Italy).

• Chapter 6: Prof. Dr. Panagiotis Vasilopoulos (Concordia University, Canada).

• Chapter 7: Dr. Andrea Tomadin (Istituto Italiano di Tecnologia, Genova, Italy) and
Prof. Dr. Alexander Grigorenko (University of Manchester, UK).

• Chapter 8: Iacopo Torre (Scuola Normale Superiore, Pisa, Italy), Dr. Andrea Tomadin
(Istituto Italiano di Tecnologia, Genova, Italy) and Prof. Dr. Alexander Grigorenko
(University of Manchester, UK).

The work presented in this thesis has been published in scientific journals or is cur-
rently being prepared as a manuscript. This concerns the following chapters:
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• Chapter 2: A manuscript about chiral tunnelling in graphene multilayers was pub-
lished in Europhysics Letters [68].

• Chapter 3: The part about plasmarons in trilayer graphene was published in Physical
Review B [69].

• Chapter 4: A manuscript is in preparation.

• Chapter 5: This research is a part of a manuscript about plasmons in graphene su-
perlattices that is in preparation.

• Chapter 6: A manuscript about plasmons in silicene was published in Physical Re-
view B [70].

• Chapter 7: A manuscript about the effect of a finite current on graphene optics and
plasmonics was published in 2D Materials [71].

• Chapter 8: A theoretical and an experimental manuscript are being prepared.

All works published during the course of the PhD research period can be found in the
CV attached at the end of the thesis.



CHAPTER 2

Electronic properties of graphene

In this chapter the single-particle electronic properties of graphene are reviewed. First
the energy band spectrum of the charge carriers in graphene is derived from its hexag-
onal atomic structure. It is shown that the conduction and valence bands have peculiar
band crossings in two points in the Brillouin zone. Around these points all the interesting
physics happens since there the electrons have a linear dispersion and, therefore, acquire
a chiral character as will be explained below. To elucidate the effect of chirality of charge
carriers, tunnelling through potential barriers is briefly discussed and it is shown that for
graphene multilayers the chirality of the charge carriers strongly determines the tunnelling
characteristics.

This chapter briefly reviews the theoretical concepts that are common to graphene
electronics and is mainly meant to introduce the readers that are unfamiliar with graphene
physics. Secondly, it also determines the notation for the succeeding chapters. The chapter
ends with an analysis of the range of experimentally achievable doping and their relation
to the graphene Fermi level and chemical potential. The latter allows to make an estimate
of which phenomena are experimentally accessible.

The study of the relation between the chirality of the charge carriers and the tunnelling
characteristics of multilayer graphene was published in Europhysics Letters [68].
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2.1 Electrons in a carbon chicken wire

2.1.1 Formation of the chicken wire

Carbon atoms posses six electrons that form a ground state in the configuration 1s22s22p2.
This means that two electrons fill the lowest energy 1s-orbital, two electrons fill the next
2s-orbital and the remaining two live in the 2p-orbitals. As the 2s-orbital has an energy
that is about 4 eV smaller than the 2p-orbital [72], it is energetically more favourable to put
two electrons in the 2s-state. In the presence of other atoms, however, the four electrons
are redistributed equally among the 2s- and three 2p-orbitals by exciting one electron from
the 2s-state into a 2p-orbital. This allows the carbon atom to form covalent bonds with up
to four partners and is the basis of carbon chemistry.

Upon formation of the crystal, the number of bonds formed with the carbon’s neigh-
bours depends on the hybridisation of the s- and p-orbitals. The concept of hybridisation
is necessary since in the excited state, the four electrons occupy the four quantum me-
chanically equivalent states |2s〉, |2px〉, |2py〉 and |2pz〉. Because they are equivalent, they
cannot be distinguished anymore and the electron will occupy a superposition of these
states. The superposition of one s-orbital with n p-orbitals is called an spn hybridised
orbital. The uniqueness of carbon lies in the fact that it can form different hybridisations
and, as a consequence, feature different crystallographic configurations. If the carbon is
sp3 hybridised, it can form four covalent bonds. This leads to the formation of diamond
with an C-C bond length of 1.54 [73]. If the carbon is sp2 hybridised, it forms layers of
carbon organized in hexagons that are stacked on top of each other in a material known as
graphite. The in-plane bond length is 1.42 and makes the sp2 bond, therefore, stronger
than that of diamond. However, the inter-plane bond is a weak van der Waals bond and the
inter-plane distance is about 3.35 . An sp1 hybridised carbon atom cannot form a carbon
allotrope, but can be found in hydrocarbons like acetylene [74].

In this work, the sp2 hybridised carbon atoms are the main interest. As shown in
Figs. 2.1 and 2.2, this means that each carbon atom can form a covalent bond with three
other atoms and that the angle in between the bonds measures 120◦. The first organic
molecule that has these sp2 hybridised bonds, benzene, was found by Kekulé in 1865 [76].
It consists six carbon atoms forming a hexagon. Each carbon atom has a covalent bond
(called a σ-bond) with two other carbon atoms and with a hydrogen atom as shown in Fig.
2.2. Because the s- and two of the p-orbitals are involved in the sp2 hybridised orbital,
there is one occupied p-orbital left for each carbon atom. These orbitals form a so-called
π-bond with one of the neighbouring atoms as shown in Fig. 2.2. Symmetry considerations
require all bonds in benzene to be equivalent. Indeed if one rotates the hexagon over an
angle of 60◦, the system is mapped on itself, but the π-bonds have switched partners.
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Figure 2.1: Electronic orbital hybridisation to form an sp2 hybridised state. The s-, px- and py-
orbitals merge into the hybridised state while the pz-orbital remains unaffected. The three different
lobs of the sp2 hybridised state are positioned under an angle of 120◦ with respect to each other.
Figure taken from Ref. [75].

Figure 2.2: Formation of the σ and π bands by combining two sp2 hybridised orbitals. Figure taken
from Ref. [75].
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This observation led Linus Pauling [77] in 1931 to conclude that the quantum mechanical
ground state of the benzene molecule is a superposition of the two forms presented in
Fig.2.3(a). This means that the π-bond is smeared out above the entire benzene ring.

Graphene can be considered as a tiling of benzene rings next to each other filling a
2D plane and forming a honeycomb lattice as shown in Fig. 2.3(b). Each carbon atom is
sp2 hybridised and forms σ-bonds with three of its neighbours. The π-bond formed by the
remaining p-orbital is delocalized over the entire plane. It are the electrons in the π-bond
that are of interest since their delocalization over the entire graphene crystal allows them
to move freely around and form the electron liquid that is of interest for the study of this
thesis.

2.1.2 Crystallographic structure
The honeycomb lattice formed by the carbon atoms is not a Bravais lattice since two
neighbouring atoms are crystallographically inequivalent. Indeed, it is not possible to form
a honeycomb lattice with only one atom in the crystalographic unit cell [78]. Therefore,
one can consider the hexagonal lattice as the combination of two trigonal sublattices that
are usually labeled as A and B sublattices [79] as shown in Fig. 2.3(b).

The distance between the carbon atoms of different sublattices is a0 = 0.142 nm [79].
Three vectors, denoted by δi, connect each site on the A sublattice with one on the B
lattice. Following the notation by Goerbig [72], these vectors are in the basis ei with
i = x, y:

δ1 =
a0

2

(√
3ex + ey

)
,

δ2 =
a0

2

(
−
√

3ex + ey

)
,

δ3 = −a0ey. (2.1)

The triangular Bravais lattice is then generated by the basis vectors

a1 =
√

3a0ex,

a2 =

√
3a0

2

(
ex +

√
3ey

)
. (2.2)

Correspondingly, the reciprocal lattice is spanned by the reciprocal basis vectors

b1 =
2π√
3a0

(
ex −

ey√
3

)
,

b2 =
4π

3a0

ey. (2.3)
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Figure 2.3: (a) Delocalisation of the π-bond in a benzene molecule. The blue dashes lines cor-
respond to coupling to hydrogen atoms. (b) A graphene flake can be considered as a tiling of
benzene rings where the bonds with hydrogen atoms are replaced by carbon atoms. The π-bond is
delocalised over the entire graphene plane. The blue atoms correspond to the A sublattice while
the red atoms denote the B trigonal sublattice. The vectors a1 and a2 are the basis vectors of the
crystal, while the vectors δi are defined in Eq. (2.1). (c) First Brillouin zone of graphene. The vec-
tors bi are the respective reciprocal basis vectors. The first Brillouin zone is indicated as a shaded
hexagon. On top of the hexagon, the high symmetry points Γ, M , K and K ′ are indicated.
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The first Brioullin zone (BZ) of the corresponding reciprocal lattice also has a hexagonal
form as shown in Fig. 2.3(c). The center of the hexagon is usually referred to as the Γ
point. Long wave-length excitations are situated near the Γ point. The corners of the
BZ are other crystallographic high symmetry points and are called the K and K ′ points.
Notice that the six corners of the BZ represent only two inequivalent points since the other
are connected by the reciprocal basis vectors from Eq. (2.3). The K and K ′ points are
situated at

K(′) = ± 4π

3
√

3a0

ex. (2.4)

In this equation, the +(−) refers to the K (K ′) point.
Finally there are high symmetry point on the middle of the edge connecting the K

points. These points are called the M points. There are three distinct M points in a
hexagonal lattice [80]. As will be shown in the next section, the crystallographic high
symmetry points are of prime importance to the electronic properties of graphene.

Eq. (2.2) allows to calculate the concentration of carbon atoms in a graphene flake
[72]. The surface area of the unit cell spanned by the basis vectors in Eq. (2.2) is AUC =
3
√

3a2
0/2 = 0.052 nm2. This means that the carbon atom concentration is nC = 2/A UC =

3.8 × 1015 cm−2. This concentration also equals the number of electrons in the π-bond
of undoped graphene. It is interesting to compare the here quoted concentrations to the
carrier concentrations induced by doping as discussed in the following chapters.

2.2 Electronic band structure
Already in the fourties, Wallace [81] derived the electronic band structure of π electrons
for a honeycomb lattice within the tight-binding (TB) approximation. Wallace was mainly
interested in the description of electrons in graphite, but, along the way, also described
the electronic properties of a single graphite sheet. Here the formalism will be briefly
refreshed to set the notation and to be served as future reference [72].

In the tight-binding formalism, the total wave function is written as a superposition
of atomic orbital wave functions. Because there are two atoms per unit cell, the electron
wave function will have the form

ψk (r) = akψ
(A)
k (r) + bkψ

(B)
k (r) . (2.5)

Here, ψ(A,B)
k (r) are the Bloch wave functions of the appropriate sublattice and ak and bk

are the respective weights. Invoking lattice periodicity, these Bloch wave functions can be
written as

ψ
(j)
k (r) =

∑
Rj

eik.Rjφ(j) (r + δj −Rj) . (2.6)
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In Eq. (2.6), the φ(j) (r) denote the atomic orbitals of the atom of sublattice j = A,B at
position r.

With the help of Eq. (2.5), now the Schrödinger equation, H |ψk〉 = εk |ψk〉, can be
solved as a matrix equation by projecting on 〈ψk| such that one finds the matrix relations

(a∗k, b
∗
k)Hk

(
ak
bk

)
= εk (a∗k, b

∗
k)Sk

(
ak
bk

)
. (2.7)

Here the Hamiltonian matrix Hk and the overlap matrix Sk are hermitian and defined as

Hk =

 〈
ψ

(A)
k |H|ψ

(A)
k

〉 〈
ψ

(A)
k |H|ψ

(B)
k

〉〈
ψ

(B)
k |H|ψ

(A)
k

〉 〈
ψ

(B)
k |H|ψ

(B)
k

〉  , (2.8)

Sk =

 〈
ψ

(A)
k |ψ

(A)
k

〉 〈
ψ

(A)
k |ψ

(B)
k

〉〈
ψ

(B)
k |ψ

(A)
k

〉 〈
ψ

(B)
k |ψ

(B)
k

〉  . (2.9)

If one assumes that the atomic orbitals are orthonormal, i.e. Sk = I2, the 2× 2 unit matix,
the electronic energy bands ελk are obtained from the eigenvalues of Eq. (2.8).

Since the A and B sublattices are chemically equivalent, their on-site energy is the
same and equal to the energy of the π orbital. This will only cause a shift of the energy
bands, which is physically irrelevant and will be omitted [82]. Assuming only nearest-
neighbour (NN) atomic orbital overlap, the TB Hamiltonian from Eq.(2.8) has a vanishing
diagonal. The off-diagonal elements can be cast into the form〈

ψ
(j)
k |H|ψ

(j′)
k

〉
=

∫
drφ∗,(j) (r)Hφ(j′) (r + δ1)

∑
Rl∈V

(j)
NN

eik.Rl = (−t) f jj
′

k . (2.10)

In this equation, V(j)
NN is the set of vectors connecting sublattice j with its NN and −t

represents the integral in the second part of the equation and is the called the hopping
amplitude. The function fABk sums over all atoms of the sublattice B around sublattice A.
As seen in Fig. 2.3(b) this corresponds to a sum over the vectors δl and gives

fABk =
3∑
l=1

e−ik.δl =
(
fBAk

)∗
. (2.11)

Eq. (2.11) finally yields the well known TB graphene Hamiltonian

Hk = −t
(

0 fABk(
fABk

)∗
0

)
. (2.12)
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The eigenstates of the Hamiltonian are

Ψλk =
1√
2

(
1

λeiϕk

)
, (2.13)

where
ϕk = arg

(
fABk

)
, (2.14)

denotes the relative phase between the two sublattice componentes and λ = ±1 indicates
the conduction (valence) band. Eq. (2.13) shows that both spinor components are occu-
pied with the same probability. This reflects the fact that the two sublattices are equivalent
from a physical point of view; they are both carbon atoms with the same on-site potential
(that is taken to be zero in this case). The eigenstate in Eq. (2.13) is shown in the sublat-
tice representation. The position representation will add an additional plane wave phase
factor. The physical interpretation of the function ϕk is given in the following section. The
corresponding eigenvalues are

ελk = λt
∣∣fABk ∣∣ = λt

√√√√1 + 4 cos

(√
3

2
kxa0

)2

+ 4 cos

(√
3

2
kxa0

)
cos

(
3

2
kya0

)
.

(2.15)
The energy scale of the bands is set by the hopping amplitude t. This is obtained by fitting
Eq. (2.15) to spectroscopic measurements [82–84]. The hopping amplitude is found to be
−t = 2.8 eV.

Fig. 2.4 shows the energy band structure from Eq. (2.15) in the reciprocal plane. The
earlier defined high symmetry points play an important role. At the Γ point the energy
band is extremal reaching an energy of ±3t while at the K and K ′ points the energy
vanishes and the conduction and valence bands touch each other. In between the K and
K ′ points, the energy reaches a saddle point at the M point for an energy ±t. As shown
in Fig. 2.4(c), the energy spectrum is linear near the K and K ′ points. This linearity is
the consequence of the hexagonal symmetry of the crystal and gives rise the the many
unconventional electronic properties of the charge carriers in graphene.

The above reasoning neglects inter-atomic hoppings beyond nearest-neighbour. How-
ever, if next-nearest-neighbour (NNN) hopping is included, this will contribute as an ad-
ditional term proportional to (ελk/t)

2 that needs to be added to the energy dispersion in
Eq. (2.15) [72]. The strength of this additional term is measured as tNNN ' 0.1t and is
the same for the electrons and holes. Therefore, NNN hopping breaks electron-hole sym-
metry. This effect is shown in Fig. 2.4(c). Because the effect is negligible for low-energy
excitations, the NNN hoppings will be neglected in the rest of this work and the system is
always considered particle-hole symmetric.
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Figure 2.4: Energy bands of graphene in reciprocal space. (a) Shows the 3D valence (blue) and
conduction (orange) bands. (b) Shows a contour plot of the conduction band. On top of the contour
plot, the high symmetry points Γ, M , K and K ′ are indicated in white. The first Brillouin zone
is indicated by black dashed lines. (c) Shows a slice of the energy bands along a path connecting
the high symmetry points. The linear crossing at the K point is clearly visible. In (c) also the
next nearest neighbour hopping has been introduced with a value of tNNN = 0.1t such that the
electron-hole symmetry is broken.

Fig. 2.4(b) also shows that around the K and K ′ points the energy spectrum has a
trigonal shape for energies εk < t. This is the consequence of the trigonal symmetry of
the lattice and is called the trigonal warping of the energy spectrum.

Since for undoped graphene, the valence band is completely occupied and the conduc-
tion band is empty, the Fermi level will cross the energy spectrum in exactly these points
of contact. Furthermore, the corresponding Fermi surface is a set of points, rather than
curves as is usual for 2D systems. If the system is doped up to a Fermi level EF < t,
the Fermi surface consists of circles around the K and K ′ points that become trigonally
warped if the Fermi level increases. Since these points are relatively far away from each
other in reciprocal space, only scattering processes that are short ranged (in real space),
i.e. ∆k ∼ 1/a0, and high in energy (of the order of t) are able to scatter carriers over the
energy barrier at the M point and in between the Fermi circles. Because these processes
are not frequent away from the edges of the graphene flake, usually one can consider the
charge carriers living near the K and K ′ points as independent from each other. This no-
tion is expressed by the valley degeneracy of the charge carriers. Indeed, one can consider
carriers residing near theK orK ′ points are being in a separate energy valley. The fact that
graphene charge carriers carry an additional valley quantum number has been investigated
in many studies that aim to use it for logic operations, the so-called valleytronics [85, 86].
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2.2.1 Derivation of the Dirac-Weyl Hamiltonian
In order to describe the charge carriers near the K and K ′ point, the Hamiltonian in Eq.
(2.12) can be expanded up to first order in the deviation q from the position of theK points
defined in Eq. (2.4), i.e by k = K(′) + q whereK(′) was defined in Eq. (2.4) as :

Hξ
q = ξ~vF

(
0 qx − iξqy

qx + iξqy 0

)
. (2.16)

In Eq. (2.16), ξ = 1 (−1) denotes that the expansion is performed around the K (K ′)
point and

~vF = 3a0t/2, (2.17)

where vF ∼ 106 m/s is the graphene Fermi velocity. This allows to write the ξ = +1
Hamiltonian in its famous form

H+1
q = HD (q) = ~vFσ · q, (2.18)

where σ = (σx, σy), is a vector of Pauli matrices.
The Hamiltonian in Eq. (2.18) is the 2D form of the famous Dirac Hamiltonian [87]

that describes relativistic particles. The difference between this Hamiltonian and that of
Dirac is that the mass m is set to zero and the speed of light c is replaced by the Fermi
velocity vF ∼ c/300. Furthermore, the two components of the spinor that describes the
eigenstates of this equation refer to the sublatticesA andB instead of the spin-up and spin-
down states. This is called sublattice pseudospin [34]. The equivalence between the low
energy graphene Hamiltonian and the Dirac Hamiltonian is the basis of the comparison of
graphene carrier dynamics with that of relativistic particles. The use of this equivalence
has resulted in e.g. the observation of Klein tunnelling in graphene [88, 89] as discussed
in the following section.

The energy eigenvalue corresponding with the Hamiltonian in Eq. (2.16) can be easily
inferred as

εξλq = λ~vF |q| , (2.19)

and is indeed linear in q as proposed earlier. Notice that the energy spectrum is independent
from ξ as λ = ±1 denotes the conduction (valence) band. Finally, also the eigenstates of
the Hamiltonian in Eq. (2.16) can be obtained as

Ψξ
λq =

1√
2

(
1

ξλeiϕq

)
. (2.20)

Here, ϕq = arctan (qy/qx) is the angle of the vector q with the kx axis.
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The expansion up to first order in q implies that |q| � |K| ∼ 1/a0, this is called the
continuum limit [72]. Using the expression for the energy from Eq. (2.19), the condition
for the continuum limit yields

∣∣∣εξλq∣∣∣ = 3a0t |q| /2� t. This condition is equivalent to the
separation of the two energy valleys. Therefore, in the continuum limit, the two valleys
are disconnected and the total system can be described by the effective Hamiltonian in the
basis given by the four spinor

ΨT =
(
ψAK , ψ

B
K , ψ

B
K′ , ψ

A
K′

)
, (2.21)

as the 4× 4 matrix

Heff (q) =

(
HD (q) 0

0 −HD (q)

)
. (2.22)

In the basis, Eq. (2.21), theA andB components near theK ′ valley are exchanged in order
to identify the Dirac Hamiltonian in Eq. (2.22). The effective Hamiltonian is diagonal in
the two valleys and describes the graphene charge carriers as independent from the other
valley. Therefore, one often only incorporates the other valley as a degeneracy factor
gv = 2.

Up to now, the real electron spin has always been disregarded. Because spin-orbit
coupling in graphene is very small (∆SO ' 2.4 K = 0.2 meV) [90], the spin of the
electrons and holes in the system will only contribute as an additional degeneracy factor
of gs = 2. In other materials, such as silicene, both the spin and valley degeneracy is lifted
and the system consists of four flavours of fermions that each have their own dispersion.
This system will be considered in chapter 6.

2.2.2 Experimental verification of the energy spectrum
The simple model presented in the previous section describes with remarkable accuracy
the band structure of graphene. This was experimentally verified by angle resolved pho-
toemession spectroscopy (ARPES) [91]. In these kinds of experiments, X-rays are shot at
the crystal and the electrons that are excited from the crystal are subsequently collected
while keeping track of their propagation direction. The energy difference and momentum
difference between the incident photon and exciting electron caries the information about
the valence electrons in the system. As a consequence the band structure of the crystal can
be found.

In Fig. 2.5 the results of ARPES experiments are shown [91]. The band structure of
the π-bands from Eq. (2.15) completely fits the obtained results as shown in Fig. 2.4(c).
The valence band is linear near the K and K ′ points at the corners of the first Brillouin
zone as shown in Fig. 2.5(a). Fig. 2.5(b) shows that around the K and K ′ points the
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Figure 2.5: ARPES measurement of the energy dispersion of epitaxial graphene (Figure taken from
Ref. [91].

energy spectrum is isotropic. This is the case for an energy up to about 1 eV. Therefore,
the conic approximation is indeed valid. Note that in the results of Fig. 2.5 the Dirac point
energy, ED, is not at exactly zero energy because of residual doping in the system.

2.3 Chirality of the charge carriers
One of the most peculiar properties of the graphene charge carriers is the fact that they are
chiral particles. If one defines the helicity operator as the projection of the pseudospin on
the direction of motion,

ηq =
σ · q
|q|

, (2.23)

then one can express the Hamiltonian in Eq. (2.16) as Hξ
q = ξ~vF |q| ηq. Therefore, in

the absence of inter-valley scattering, helicity is a conserved quantity, i.e. [Hξ
q, ηq] = 0.

Eq. (2.23) shows that the helicity of two oppositely propagating particles is opposite.
As a consequence, back-scattering within the same valley is prohibited. Therefore, if
particles are incident perpendicularly on a potential barrier, they have to tunnel with unit
probability using the hole states in the barrier as shown in Fig. 2.6(a). This tunnelling
effect is independent from the height or width of the barrier and is called Klein tunnelling
as it was first predicted by Klein for relativistic electrons [92]. In graphene, this effect was
experimentally observed [89].

These kinds of peculiar tunnelling properties are not only limited to graphene. Also
its derivatives like multilayer graphene and silicene show a degree of chirality assisted
tunnelling. Recently, it was shown that the tunnelling through pn junctions in graphene
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Figure 2.6: Chirally assisted tunnelling for electrons impinging perpendicularly on a potential
barrier in (a) single layer graphene and (b) bilayer graphene. E0 denotes the Fermi energy, V0 the
height of the potential, vg the group velocity and the energy bands are coloured according to the
direction of their pseudospin with blue bands having a pseudospin pointing right and red bands
pointing left. Illustration taken from Ref. [93].

multilayers with an arbitrary number of layers is chirally assisted or suppressed depending
on the interplay between the pseudospin and the direction of propagation [68]. In a rhom-
bohedrally (ABC) stacked graphene multilayer the Hamiltonian of the two lowest lying
energy bands can be written as

Hn ∼ qn(cos(nϕq)σx + sin(nϕq)σy) . (2.24)

Here, n denotes the number of layers, ϕq the angle of charge carrier with the x-axis and
σx,y are the respective Pauli matrices that correspond to the sub-lattice pseudospin. Notice
that in the case of a graphene multilayer the two components of the spinor are the sites at
the two outer graphene layers that have no atom underneath them [68]. As can be easily
infered from Eq. (2.24), the energy dispersion for low energy follows a power law εq ∼ qn.
It was found that there are so-called magic angles [94] at which chirally suppressed of
assisted tunnelling occurred that follow the simple relation

φmn =
mπ

2n
, for m ∈ {1− n, . . . , 0, . . . , n− 1} , (2.25)

The tunnelling is chirally suppressed if the difference ∆m
n = n − m is even, while it

is chirally enhanced when ∆m
n is odd [68]. While the chirally enhanced transmission is

labelled Klein tunnelling, the chirally suppressed tunnelling is called anti-Klein tunnelling.
Inserting the angles from Eq. (2.25) in the Hamiltonian from Eq. (2.24), one notices
that the sublattice pseudospin operator σx or σy commute with the Hamiltonian for this
particular angle. The conservation of pseudospin in the x- or y-direction at these angles is
the origin of the chirally enhanced or suppressed tunnelling.
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Figure 2.7: Schematic picture of the pseudospin matching for (a) bilayer graphene and (b) rhom-
bohedral trilayer graphene at the boundary between an n-doped and a p-doped region. The small
red arrows show the direction of the pseudospin at the corresponding point in reciprocal space.
The blue arrows pointing to the right mark the possible angles for which tunnelling is chirally en-
hanced. The blue arrows pointing to the left mark the chirally supported back scattering events.
Figure taken from Ref. [68].

As explained before, the chiral enhancement of tunnelling is peculiar. However, also
the chiral suppression is unexpected. For example, in bilayer graphene, tunnelling at nor-
mal incidence is suppressed, indeed ∆m

n = 2−0. However, bilayer graphene is gapless, so
there are hole states that could carry the current through the pn-junction just as for single
layer graphene. The reason for this is that at normal incidence the hole states inside the po-
tential barrier are disconnected from the electron states outside the junction because they
have an opposite pseudospin. This chirally assisted disconnection of electron and hole
states at the same energy can be considered as a cloaking of the states inside the junction
from the outside world [95].

Fig. 2.7 shows, schematically, the conservation of pseudospin in multilayers at the
boundary between a p- and n-doped region. This figure shows that the angles where
Klein tunnelling is expected are exactly the angles where pseudospin is conserved in the
boundary crossing, while for the anti-Klein tunnelling the counter propagating states have
the same pseudospin. In Fig. 2.8 a numerical calculation of the transmission at a pn-
junction is shown. The results confirm the existence of the magic angles.

2.4 Carrier concentration and the density of states
The carrier concentration in doped graphene is the sum of the hole concentration nh and the
electron concentration ne which are found by integrating the Fermi-Dirac (FD) distribution
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Figure 2.8: Transmission probability through a pn junction in multilayer graphene for n = 1, . . . , 4
layers. The top row shows the angle-dependent transmission for electrons with EF = V/2 , where
V is the potential difference between the two regions. The bottom row gives countour plots of the
angle and energy dependence of the transmission. Figure taken from Ref. [68].

function over reciprocal space as

ne(µ, T ) = Nf

∫
dk

(2π)2fD (ε+k, µ, T ) , (2.26)

nh(µ, T ) = Nf

∫
dk

(2π)2 (1− fD (ε−k, µ, T )) . (2.27)

where Nf = gsgv = 4 counts the number of fermion flavours. The total carrier concen-
tration is the sum of these two quantities, i.e. nc(µ, T ) = ne(µ, T ) + nh(µ, T ). The FD
distribution function is

fD (ε, µ, T ) =
1

1 + exp
(
ε−µ
kBT

) . (2.28)

In Eq. (2.28), kB is the Boltzmann constant, µ is the chemical potential and T is the
(electron) temperature. If the chemical potential µ is considered to be positive, then at
T = 0 the valence band is fully occupied and the hole concentration is zero. In that case
the FD distribution reduces to a step function running up to the Fermi level defined as
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EF ≡ µ (T = 0) and the carrier density is

nc (EF, 0) =

∫ EF

0

dεD (ε) =
NfE

2
F

4π (~vF)2 . (2.29)

In the second equation of Eq. (2.29) the graphene density of states (DOS) [79] was intro-
duced

D (ε) =
Nf |ε|

2π (~vF)2 . (2.30)

From Eq. (2.29) one can obtain the expression for the Fermi level as

EF = ~vF

√
4π

Nf
nc . (2.31)

At finite temperature, the carrier concentration nc can be analytically calculated as
well. The necessary integral is∫ ∞

0

dx
x

exp(x− x0) + 1
= −Li2 (− exp(x0)) , (2.32)

where Li2(x) is the dilogarithm function [96]. Therefore, the carrier concentration at finite
temperature becomes

nc (µ, T ) =
Nf(kBT )2

2π(~vF)2

[
−Li2

(
−eµ/(kBT )

)
− Li2

(
−e−µ/(kBT )

)]
. (2.33)

Eq. (2.33) reduces in the T = 0 limit to Eq. (2.29).
In a closed system, the total number of particles does not change. However, it is

possible that due to thermal excitation, electrons from the valence band are excited to
the conduction band. This affects the electron and hole concentration and increases the
total carrier concentration. In a closed system, one can define the dopant concentration,
nd(µ, T ) = ne(µ, T ) − nh(µ, T ), that does not change due to thermal excitation and,
therefore, corresponds to the number of carriers in the system at zero Kelvin. The dopant
concentration is given by

nd (µ, T ) =
Nf(kBT )2

2π(~vF)2

[
−Li2

(
−eµ/(kBT )

)
+ Li2

(
−e−µ/(kBT )

)]
. (2.34)

To find the chemical potential as a function of dopant concentration and temperature, the
inverse of Eq. (2.34) needs to be calculated numerically. This is shown in Fig. 2.9 in
terms of the dimensionless quantities µ/EF and kBT/EF. The result shows that for a
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Figure 2.9: Temperature dependence of the chemical potential for a doped graphene sample with
Fermi level EF.

fixed dopant concentration, the chemical potential decreases with increasing temperature
in order to compensate for the thermally excited carriers from the valence band.

In Fig. 2.10 the carrier concentration is shown as a function of the chemical potential
µ. The possible doping levels in graphene depend on the way doping is achieved. The
most common way is to use electrostatic gating. An electrostatic gate changes locally the
potential above the flake such that electrons or holes are accumulated in the sample and
the carrier concentration is affected. In this way the gate voltage induces a surface charge
density given by neg = ε0εVg/(te) , where ε0ε is the dielectric constant of the dielectric
between the gate and the graphene flake, e is the elementary charge, t is the thickness of
the dielectric and Vg is the gate voltage[32]. The biggest advantage of electrostatic doping
is that it is gate-tunable. Indeed, by reversing the polarisation of the gate, the graphene
flake can be continuously changed from a hole-doped to an electron-doped sample. The
highest possible carrier concentration obtained by electrostatic gating is of the order of
neg = 1013 cm−2 [97].

Graphene flakes are, however, never perfectly clean and charged impurities positioned
on the sample can modify the carrier density. Furthermore, the electron density is also
locally varied and at low carrier concentration, so-called electron-hole puddles are formed
[98]. These puddles are local regions that are electron or hole doped. The local concentra-
tion can range up to nehp ' 3.9× 1010 cm−2 which corresponds to EF ' 23 meV [98]. At
finite temperature there is also a finite concentration of thermally excited carriers, which
is for room temperature of the order of the thermal energy, i.e. EF ' 25 meV at room
temperature. These limit the lowest possible doping in graphene as well.
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Figure 2.10: Doping levels of graphene as a function of the chemical potential µ. The left plot
shows the relation between chemical potential and carrier concentration at zero (dashed blue curve)
and room temperature (solid orange curve). The highest recorded chemical doping ncd [100] and
the typical concentration of electron-hole puddles nehp are indicated by horizontal black dashed
lines. The blue shaded region is the region of interest of this thesis. The right panel shows schemat-
ically the different doping levels of the Dirac cone as indicated by the numbers (1), (2) and (3) in
the left panel.

External atoms can be used to intentionally dope the graphene flake. This can be done
by replacing some of the carbon atoms by for example nitrogen (ncd ' 1013 cm−2) [99].
Other researchers have found that by intercalating graphite with FeCl3, a doping of up to
ncd ' 3 × 1014 cm−2 can be established [100]. Subsequently, a gate can be used to vary
the chemical potential around the new doping level.

Accounting for the above mentioned limitations, in this thesis doping levels in the
range nc ∼ 1011 − 1013 cm−2 will be used since they are readily achievable by gating in
exfoliated graphene samples [101]. In Fig. 2.10 this region is shaded in blue.



CHAPTER 3

Optical response of a graphene flake

In this chapter the optical response of graphene is reviewed. This requires introducing
all fundamental concepts from linear response theory (LRT) that are necessary for future
understanding of how the chiral electron liquid in a graphene flake responds to an incident
photon.

First, the general framework of LRT is introduced and then applied to graphene to cal-
culate the response to external scalar potentials in the absence of electron-electron interac-
tions. This will turn out to be a very accurate description of graphene photon absorption.

Secondly, electron-electron (e-e) interactions are accounted for on the level of the ran-
dom phase approximation (RPA) and the crystals optical response is re-evaluated at this
level. Electron-electron interactions introduce a new sort of collective mode in the system,
the plasmon. The properties of the graphene plasmon are then briefly reviewed. Fur-
thermore, the current state of the experimental progress concerning graphene plasmons is
reviewed. This forms a strong motivation for the investigation of plasmons in 2D materials
in the next chapters.

Finally, as an example of the effect of plasmons to the electronic properties of graphene
plasmarons in monolayer, bilayer and trilayer graphene are considered. The existence of
plasmarons in graphene was shown to be measurable with ARPES techniques and, also,
proves the existence of graphene plasmons. In this section, the plasmaron dispersion for
trilayer graphene is shown. The work on plasmarons in trilayer graphene was published in
Physical Review B [69].
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3.1 Linear response to external fields
The response of an electron liquid to an exteral perturbation can be can be calculated in the
LRT framework if the external perturbation is small [102, 103]. Therefore, the measured
response will contain only information of the unperturbed system and not of the system
with perturbation.

In the LRT the effect of the external probe is calculated to linear order in the strength
of the probing field (e.g. the amplitude of the electric field). The proportionality constant
relating the measurement to the probing field only depends on the properties of the unper-
turbed system. In LRT this proportionality constant is called a linear response function
(LRF). The study of the properties of these LRFs is the central goal of most of the work
presented in this thesis.

In the remainder of this section the framework of the LRT and the formal definition
of LRFs is presented. This presentation will be along the lines presented in the book by
Giuliani and Vignale, Ref. [102].

3.1.1 Linear response functions

Consider a system described by a time-independent Hamiltonian Ĥ and a probe that acts
on this system with the operator B̂ and the time-dependent external field F (t). The total
Hamiltonian can then be written as

ĤF (t) = Ĥ + F (t) B̂. (3.1)

The external field is applied at a certain moment in time, denoted by t0, such that for
t < t0 the system is in the ground state of Ĥ . This state is given by the occupation of the
eigenstates of the system |ψn〉 where the occupation of each eigenstate is given by

Pn =
e−βEn

Z
, (3.2)

where β = (kBT )−1 with T the temperature and kB Boltzmann’s constant,En is the energy
of the nth eigenstate and Z =

∑
n e
−βEn is the canonical partition sum.

In order to measure the effect of the external field on the system, one needs to measure
the effect on the expectation value of operator Â, associated to an observable of the system,
at time t > t0. This quantity is expressed as〈

Â
〉
F

(t) =
∑
n

Pn 〈ψn (t) |A|ψn (t)〉 . (3.3)
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In Eq. (3.3) the notation 〈. . .〉F denotes calculation of the expectation value with respect
to the perturbed state. To find the quantity expressed in Eq. (3.3), one needs to find the
time evolution of each eigenstate under the influence of the external field F (t). This time
evolution is determined by the Schrödinger equation

i~
∂

∂t
|ψn (t)〉 = ĤF (t) |ψn (t)〉 , (3.4)

where the initial condition |ψn (t0)〉 = |ψn〉 must be satisfied. It is well known that for-
mally this leads to the equation [104]

|ψn (t)〉 = Û (t, t0) |ψn (t0)〉 , (3.5)

where Û (t, t0) is the unitary time-evolution operator. In the absence of a perturbation this
operator becomes

Û0 (t, t0) ≡ Û (t, t0)
∣∣∣
F=0

= e−iĤ(t−t0). (3.6)

In order to find the time evolution presented in Eq. (3.5) in the presence of a pertur-
bation, the problem has been reduced to the determination of the operator Û (t, t0). This
determination shall be performed up to first order in F and hence will constitute the lin-
ear approximation. In the presence of the external perturbation, the total time-evolution
operator can be written as

Û (t, t0) = Û0 (t, t0) ÛF (t, t0) , (3.7)

where Û0 (t, t0) is defined in Eq. (3.6) and describes the time evolution of the ground
state. The effect of the external field is now combined in the operator ÛF (t, t0). Eq. (3.7)
transforms the Schrödinger equation (3.4) into

i~
∂

∂t
ÛF (t, t0) = F (t) B̂ (t− t0) ÛF (t, t0) , (3.8)

where B̂ (t) ≡ Û †0 (t, t0) B̂Û0 (t, t0) is the time evolution of the operator B̂ in the Heisen-
berg picture [104]. Note that the initial condition for this equation is ÛF (t0, t0) = 1.
Therefore, if one expands the operator ÛF (t, t0) to first order in F (t), i.e. ÛF (t, t0) =
1 + F (t) ÛF,1 (t, t0), the Eq. (3.8) can be solved for ÛF,1 (t, t0) as

ÛF,1 (t, t0) = − i
~

∫ t

t0

dt′B̂ (t′ − t0)F (t′) +O
[
F 2
]
, (3.9)

so the total time-evolution operator to first order in F is given by

Û (t, t0) ≈ Û0 (t, t0)

[
1− i

~

∫ t

t0

dt′B̂ (t′ − t0)F (t′)

]
. (3.10)
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Eq. (3.10) is the crucial approximation made in LRT. Using this expression, one can
calculate the expectation value from Eq. (3.3) as〈

ψn (t)
∣∣∣Â∣∣∣ψn (t)

〉
=

〈
ψn (t0)

∣∣∣Û †0 (t, t0) ÂÛ0 (t, t0)
∣∣∣ψn (t0)

〉
+
i

~

∫ t

t0

dt′F ∗ (t′)
〈
ψn (t0)

∣∣∣B̂† (t′ − t0) Â (t− t0)
∣∣∣ψn (t0)

〉
− i
~

∫ t

t0

dt′F (t′)
〈
ψn (t0)

∣∣∣Â (t− t0) B̂ (t′ − t0)
∣∣∣ψn (t0)

〉
〈
Â
〉
F

(t)−
〈
Â
〉

0
= − i

~

∫ t

t0

dt′
〈[
Â (t) , B (t′)

]〉
0
F (t′) , (3.11)

here, 〈. . .〉0 denotes the ensemble average of the thermal equilibrium, i.e.〈
Â
〉

0
=
∑
n

Pn

〈
ψn (t0)

∣∣∣Â∣∣∣ψn (t0)
〉
. (3.12)

Eq. (3.11) is the main result of this derivation. This equation expresses that the deviation of
the expectation value of Â from the unperturbed result, under the influence of the external
field that couples to B̂ with strength F , is determined by the commutator

[
Â, B̂

]
integrated

over the amount of time passed since the start of the perturbation at t0. This equation ex-
presses exactly what one wants to obtain: a measure for the deviation from the unperturbed
result due to the external perturbation. Denoting this as

〈
Â
〉

1
(t) ≡

〈
Â
〉
F

(t) −
〈
Â
〉

0
,

one can rewrite Eq. (3.11) as〈
Â
〉

1
(t) =

∫ ∞
0

dτχAB (τ)F (t− τ) , (3.13)

where the retarded linear response function χAB (τ) is introduced. Its definition is

χAB (τ) ≡ − i
~

Θ (τ)
〈[
Â (τ) , B̂

]〉
0
. (3.14)

Here, the assumption has been made that the perturbing field tends to zero as t→ −∞ in
order to replace the upper boundary of the integral in Eq. (3.13) [102].

3.1.2 Response function of a non-interacting electron liquid
In the absence of electron-electron interaction, the linear response function can be derived
in a basis where only single-particle states and single particle energies are necessary. For
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this, the operators Â and B̂ can be written in second quantisation as [104]

Â =
∑
αβ

Aαβâ
†
αâβ, (3.15)

B̂ =
∑
αβ

Bαβâ
†
αâβ. (3.16)

Here â†α and âα are the creation and annihilation operators of an electron in a state α
respectively. These operators diagonalize the non-interacting Hamiltonian exactly

Ĥ0 =
∑
α

εαâ
†
αâα, (3.17)

where εα is the energy of state α. If the perturbation is included in the Hamiltonian,

ĤF0 = Ĥ0 + F (t) B̂, (3.18)

one can determine the response function χ(0)
AB (τ). The superscript (0) denotes the fact

that interactions are turned off and, therefore, it is the non-interacting response function.
Using Eq. (3.14) one finds

χ
(0)
AB (τ) = − i

~
Θ (τ)

∑
αβγδ

AαβBγδe
i(εα−εβ)τ/~ 〈[â†αâβ, â†γ âδ]〉0

= − i
~

Θ (τ)
∑
αβ

AαβBβαe
i(εα−εβ)τ/~ (nα − nβ) . (3.19)

Eq. (3.19) is obtained by noticing that the number operator is n̂α = â†αâα and that the com-
mutator of the Fermionic creation and annihilation operators can be calculated as follows:[

â†αâβ, â
†
γ âδ
]

= δβγ â
†
αâδ − δαδâ†γ âβ . (3.20)

Usually if the external perturbation is periodic in time with angular frequency ω, i.e.
F e−iωt, one is interested in the time Fourier transform. This yields for Eq. (3.19)

χ
(0)
AB (ω) = lim

η→0+

∫ ∞
−∞

dτχ
(0)
AB(τ)ei(ω+iη)τ = lim

η→0+

∑
αβ

nα − nβ
~ω + εα − εβ + i~η

AαβBβα.

(3.21)
Here, nα is the occupation probability of the eigenstate α of the non-interacting Hamilto-
nian. Notice that in the formula above, only single-particle properties of the system are
considered. The limit of η needs to be considered for positive values only which is the
consequence of causality. It can be easily seen that if η < 0, the response of the system
would exponentially grow in time instead of decreasing after being excited. This is not
physical.



34 Optical response of a graphene flake

3.1.3 Density-density response function of graphene

Using the formalism explained in the previous section, a very important quantity, the
density-density response function of graphene, can now be calculated. This quantity de-
scribes the response of the chiral electron liquid in graphene to an external scalar potential.
Later it will be shown that the response to a longitudinal electric field is the same as the
response to a scalar field.

The non-interacting Hamiltonian is in second quantisation given by

Ĥ0 =
∑
λk

ελkĉ
†
λkĉλk . (3.22)

Here, ĉ†α and ĉα are, respectively, creation and annihilation operators of a particle in state
α and ελk is the energy dispersion given by Eq. (2.15). In the absence of e-e interaction,
all states can be labeled by α = λk, the band index and momentum as was shown in Eq.
(2.20). Note that no approximation near the Dirac points has been made yet. In order
to find the density response function, the density operator in second quantisation can be
written as [105]

n̂q =
∑
kλλ′

Dλλ′ (k,k + q) ĉ†λkĉλ′k+q. (3.23)

In Eq. (3.23) the function Dλλ′ comes from the evaluation of the density operator in the
single-particle states. This quantity is called the density vertex and is given by the projec-
tion of the non-interacting eigenstates Eq. (2.13) onto each other:

Dλλ′ (k,k′) = 〈Ψλk|Ψλ′k′〉 =
1 + λλ′ei(ϕk′−ϕk)

2
. (3.24)

Notice that the angle ϕk in the low energy limit around the Dirac points reduces to the an-
gle ϕk between the vector k and the x-axis as discussed in Sec. 2.2.1. The density vertex
carries the chirality of the Dirac particles in the system and decouples oppositely propa-
gating charge carriers of the same band. Indeed, if two particles have opposite momentum
k′ = −k, the angle between them is ϕ−k − ϕk = π and then the density vertex reduces to

Dλλ′ (k,−k) =
1

2
(1− δλλ′) . (3.25)

This means that if they belong to the same energy band, the density vertex is zero and they
decouple. Furthermore, if they have the same direction, inter-band coupling is zero.
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Now one can determine the density-density response function of graphene as

χ(0)
nn (q, ω) =

1

L2
χ(0)
nqn−q

(ω) =
1

L2

∑
λk,λ′k′

nλk − nλ′k′
~ω + ελk − ελ′k′ + i~η

∣∣∣(nq)λk,λ′k′∣∣∣2
=

1

L2

∑
λλ′k

|Dλλ′ (k,k + q)|2 nλk − nλ′k+q

~ω + ελk − ελ′k+q + i~η
. (3.26)

Because electrons and holes are considered, the occupation probability nλk is given by the
Fermi Dirac distribution function

nλk ≡ fD (ελk, µ, T ) =

(
1 + exp

(
ελk − µ
kBT

))−1

. (3.27)

Furthermore, the chirality factor becomes

|Dλλ′ (k,k + q)|2 =
1 + λλ′ cos (ϕk − ϕk+q)

2
. (3.28)

If inter-valley scattering processes are disregarded, |q| � |K|, it suffices to only con-
sider the system near the Dirac points. In the continuum limit around the two Dirac points,
the system will obtain the same single-particle properties in both valleys and therefore the
response of the valley resolved electron liquid will be formally the same as Eq. (3.26)
but with an additional valley degeneracy factor gv = 2. Furthermore, up to now the spin
degeneracy has been disregarded. Because there are no spin symmetry breaking processes
involved, also the spin degree of freedom of the charge carriers will only contribute as a
degeneracy factor gs = 2. Therefore, in the continuum limit, the density-density response
function is

χ(0)
nn (q, ω) =

Nf

Ld

∑
λλ′k

|Dλλ′ (k,k + q)|2 nλk − nλ′k+q

~ω + ελk − ελ′k+q + i~η
. (3.29)

Now the energy ελk is given by the linear Dirac cone approximation, Eq. (2.19). The
next section will be devoted to a calculation of the density response of the chiral liquid
in graphene at zero Kelvin. As before, Nf = gvgs corresponds to the number of Fermion
species in the system.

3.1.4 Calculation of the density response function in graphene at T=0
The derivation of the calculation of the density-density response function outlined here
follows the one presented by Wunsch et al. [106]. Without loss of generality, the chemical



36 Optical response of a graphene flake

potential µ is considered positive, µ ≥ 0, such that the system is electron doped. Hole
doping can be obtained by making use of the particle-hole symmetry of the system.

At T = 0, the Fermi-Dirac distribution function, Eq. (3.27), becomes

nλk = Θ (EF − λ~vFk) , (3.30)

where the Fermi level is EF ≡ µ(T = 0) and Θ(. . .) is the Heaviside step function. From
Eq. (3.30) it follows that intra-valence band transition are suppressed since in that case the
two occupation functions appearing in the numerator of the response function, Eq. (3.29),
cancel each other for all vectors k. This is a consequence of the Pauli exclusion principle
because the valence band is considered to be completely filled. Next, one can notice that
because the chirality factor only depends on the product of λ and λ′, the sum over the band
indices can be used to regroup the terms according to inter-band and intra-band transitions
as follows:

χ(0)
nn (q, ω) = −χ−Λ (q, ω) + χ−EF

(q, ω) + χ+
EF

(q, ω) . (3.31)

Here the function χ±A (q, ω) is given by

χ±A (q, ω) = gsgv

∫
k<A

dk

(2π)2

∑
α=±1

α |D± (k,k + q)|2

~ω + α (εk ∓ εk+q) + i~η
(3.32)

=
D (EF)

2π

∫
k<A

dk̄
∑
α=±1

α
∣∣D± (k̄, k̄ + q̄

)∣∣2
ω̄ + α

(
k̄ ∓

∣∣k̄ + q̄
∣∣)+ iη̄

. (3.33)

For notational convenience, in this formula the subscript ± of D± denotes the product of
λ and λ′, the energy is defined as εk ≡ ε+k, and the wave vectors are made dimensionless
as

k̄ ≡ k/kF , q̄ ≡ q/kF , ω̄ ≡ ~ω/EF . (3.34)

Here kF ≡ EF/ (~vF) is the Fermi wave vector. The procedure to make the equation
dimensionless introduces the graphene density of statesD (EF) from Eq. (2.30), evaluated
at the Fermi level EF.

In Eq. (3.31) the response is expressed as a sum of three contributions. The first
one describes inter-band processes that excite electrons from the valence band into the
conduction band and is present even in the absence of electron doping. This term is non-
zero due to the presence of a continuum of filled electrons in the valence band and can
be thought of as excitations from the vacuum constituted by a filled valence band and
empty conduction band. Therefore this term is usually called the vacuum contribution.
The second and third terms correspond to inter- and intra-band contributions respectively.
These terms are only finite if the system is doped.

In the next two paragraphs the different response function are calculated and their
analytical solutions are presented.
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Imaginary part

The imaginary part of the response function from Eq. (3.33) can be easily obtained if one
uses the theorem by Sokhotskii - Plemelj [107]

lim
η→0+

∫ b

a

dx
f (x)

x± iη
= ∓iπ

∫ b

a

dxf (x) δ (x) + P
∫ b

a

dx
f (x)

x
, (3.35)

where δ (x) is the delta function and P denotes the prime value of the integral. As a
consequence, the imaginary part of the integral from Eq. (3.33) is (the barred notation is
suppressed for clarity)

Imχ±A (q, ω) = − D (EF)

2

∑
α=±1

α

∫ A

0

dkk

×
∫ 2π

0

dθ |D± (k,k + q)|2 δ (ω + α (k ∓ |k + q|)) . (3.36)

The angular part of this integral runs over the angle θ which can be chosen to be the
angle between k and q. However, the vertex factor from Eq. (3.28) depends on the angle
between k and k + q. This can be accounted for by rewriting the vertex factor as

|D± (k,k + q)|2 =
1

2

(
1± k + q cos (θ)

|k + q|

)
. (3.37)

Notice that because of the isotropy of the Dirac cone, the response function does not
depend on the angle of q. Therefore, from now on only the dependence on its magnitude
q will be considered. The angular integral can be performed. Replacing the integral over
θ by one over y = |k + q| =

√
k2 + 2kq cos(θ) + q2, one finds

Iαβang = 2

∫ π

0

dθ
1

2

(
1 + β

k + q cos (θ)

|k + q|

)
δ (ω + α (k − β |k + q|))

=

∫ k+q

k−q

dy

k

2yk + β (y2 + k2 − q2)√
(2kq)2 − (y2 − k2 − q2)2

δ (y − β (αω + k)) (3.38)

Here, Iαβang is the angular integral of Eq. (3.36) and β = ±1. This intermediate result shows
that the integral only contributes if the argument of the δ function vanishes for a y in the
range [k − q, k + q]. The result is

Iαβang =
1

k

√
(2αk + ω)2 − q2

q2 − ω2
Fαβ

Im (k, q, ω) , (3.39)
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where the function Fαβ
Im (k, q, ω) is given by

Fαβ
Im (k, q, ω) = Θ (β) Θ (q − ω) Θ

(
k − q − αω

2

)
+ Θ (−β) Θ (−α) Θ (ω − q)

[
Θ

(
ω + q

2
− k
)
−Θ

(
ω − q

2
− k
)]

.

(3.40)

This function divides the (q, ω) plane in different parts where intra-band contributions are
only possible if q > ω and inter-band contributions if q < ω.

The imaginary part of the vacuum contribution is subsequently inferred as

Imχ−Λ (q, ω) =
D (EF)

2

qΘ (ω − q)√
ω2 − q2

∫ ω+q
2

ω−q
2

dk

√
1−

(
ω − 2k

q

)2

=
πD (EF)

8

Θ (ω − q)√
ω2 − q2

q2. (3.41)

For the intra-band term, the integral yields

Imχ+
EF

(q, ω) = −D (EF)

2

Θ (q − ω) q2√
q2 − ω2

∑
α

α

∫ 1

q−αω
2

dk

√(
2k + αω

q

)2

− 1

=
D (EF)

8

Θ (q − ω) q2√
q2 − ω2

×
[
Θ

(
1− q + ω

2

)
G>

(
2 + ω

q

)
−Θ

(
1− q − ω

2

)
G>

(
2 + ω

q

)]
.

(3.42)

Similarly, the imaginary part of the inter-band contribution is

Imχ−EF
(q, ω) =

D (EF)

8

Θ (ω − q) q2√
ω2 − q2

[
Θ

(
1− ω − q

2

)
π

−Θ

(
ω + q

2
− 1

)
Θ

(
1− ω − q

2

)
G<

(
−2 + ω

q

)]
.

(3.43)

Here, G< (x) is defined as

G< (x) = x
√

1− x2 − arccos (x) . (3.44)
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Figure 3.1: Imaginary part of the non-interacting density-density response function χ(0)
nn(q, ω). In

the left plot the function is shown in the (q, ω) plane where the intra- and inter-band continua are
shown by dashed white lines. The right figure shows a cut of the function at different values of ω
as indicated. The quantities are expressed in the dimensionless units defined in Eq. (3.34).

In Fig. 3.1 the imaginary part of the non-interacting response function χ
(0)
nn(q, ω) is

calculated. Notice that the function vanishes in a triangle in the left lower corner of the
(q̄, ω̄) plane and that the function diverges towards the q̄ = ω̄ line. The physical origin of
this will be discussed in a following section.

Real part

The real part can now be found by making use of the Kramers-Kronig relation [102, 108,
109] that connects the real and imaginary part of the response function as:

ReχAB (ω) = P
∫ ∞
−∞

dν

π

ImχAB (ν)

ν − ω
. (3.45)

Applying this to the expression for the vacuum response function yields

Reχ−Λ (q, ω) =
D (EF) q2

8
P
∫ ∞

0

dν ′
1

ν ′ + q − ω
1√

ν ′
√
ν ′ + 2q

. (3.46)

One can use the following identity [110]∫ ∞
0

xλ−1f (x) dx =
2πi

1− e2πiλ

∑
poles of f(x)

Res
(
zλ−1f (z)

)
, (3.47)
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which can be used for λ = 1/2 such that

Reχ−Λ (q, ω) =
πD (EF) q2

8
i lim
z→ω−q

1√
z
√
z + 2q

=
πD (EF)

8

Θ (q − ω) q2√
q2 − ω2

. (3.48)

The real part of the intra- and inter-band contributions can be calculated directly by
combining them as

ReχEF (q, ω) = Reχ−EF
(q, ω) + Reχ+

EF
(q, ω) (3.49)

=
D (EF)

2π
P
∫
k<1

dk
∑

α,β=±1

|Dβ (k,k + q)|2 α

ω + α (k − β |k + q|)

=
D (EF)

2π

∑
α=±1

P
∫ 1

0

dkk

∫ 2π

0

dθ
2k + αω + q cos (θ)

(k + αω)2 − |k + q|
. (3.50)

The angular integral of Eq. (3.50) can be evaluated as

ReχEF (q, ω) =
D (EF)

2

∑
α=±1

−1 + P
∫ 1

0

dk

√
(2k + αω)2 − q2

ω2 − q2
Fα

Re (k, q, ω) , (3.51)

where the function Fα
Re (k, q, ω) is

Fα
Re (k, q, ω) = Θ (q − ω) Θ

(
q − αω

2
− k
)

(3.52)

+ Θ (ω − q)
[
Θ (α)

+Θ (−α)

(
Θ

(
ω − q

2
− k
)
−Θ

(
k − ω + q

2

))]
,

which provides the final expression for the real part of χEF (q, ω):

ReχEF (q, ω)

D (EF)
= −1 +

q2

8
√
|ω2 − q2|

(Θ (ω − q)Hinter(q, ω) + Θ (q − ω)Hintra(q, ω)) .

(3.53)
In Eq. (3.53), the functions describing the inter- and intra-band response are

Hintra(q, ω) = πΘ

(
1− q + ω

2

)
+
∑
γ=±1

γΘ

(
q − γω

2
− 1

)
G<

(
2γ + ω

q

)
, (3.54)

Hinter(q, ω) = G>

(
2 + ω

q

)
−
∑
γ=±1

Θ

(
γ

(
ω − γq

2
− 1

))
G>

(
γ
ω − 2

q

)
. (3.55)
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Figure 3.2: Real part of the non-interacting density-density response function χ(0)
nn(q, ω). In the left

plot the function is shown in the (q, ω) plane where the intra- and inter-band continua are shown by
dashed white lines. The right figure shows a cut of the function at different values of ω as indicated.
The quantities are expressed in the dimensionless units defined in Eq. (3.34).

Here, the function G> (x) is defined as

G> (x) = x
√
x2 − 1− arcosh (x) . (3.56)

The real part of the response function is shown in the (q, ω) plane in Fig. 3.2. Also this
function divergences near the q̄ = ω̄ line.

3.1.5 Finite temperature response function
In the previous sections, an analytical expression was derived for the density response
function at zero Kelvin. As seen in Eq. (3.29), the temperature enters the response func-
tion through the Fermi Dirac distribution function. There is an elegant identity, proposed
by Maldague [111], that relates the finite temperature response function to the zero tem-
perature form. If the latter can be found analytically, the former is related by a simple
integration. The relation comes from the integral identity [102]

1

ex + 1
=

∫ ∞
−∞

Θ (y − x)

4 cosh2
(
y
2

)dy. (3.57)

At T = 0 the Fermi Dirac distribution is given by Eq. (3.30), and, using the above
expression, it can be written as

fD (ε, µ, T ) =

∫ ∞
−∞

Θ(y − ελk)

4kBT cosh2
(
y−µ
2kBT

)dy . (3.58)
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Therefore, the distribution functions from the definition of the response function, Eq.
(3.29) can be replaced by this integral identity. Because the response function is linear
in the Fermi Dirac distribution functions, the order of integration can be reversed such that
the finite temperature response function can be written as

χ(0)
nn (q, ω;T ) =

∫ ∞
−∞

χ
(0)
nn (q, ω; 0)

∣∣∣
EF→y

4kBT cosh2
(
y−µ
2kBT

)dy. (3.59)

This relation shows that the finite temperature response function is a weighted average of
the zero-temperature form over the chemical potential µ. In Fig. 3.3 the effect of finite
temperature on the response function is shown. Notice that the divergence of the real
and imaginary parts are not very much affected as shown in Figs. 3.3(a) and (c). This is
because a finite temperature smears the function over a range of chemical potential values
around the Fermi energy. However, on the line vFq = ω, the response functions diverge no
matter what is the value of the Fermi energy. Therefore, all contributions of the response
function on this line still give a diverging contribution. Figs. 3.3(b) and (d) show the static
limit of the response function, i.e. ω → 0 for a closed system. For small q̄, the response
function first drops and then increases again as a function of temperature. This is because
of the renormalisation of the chemical potential µ(T ) as discussed in Sec. 2.4.

3.1.6 Response function and the particle-hole excitation spectrum
The response function calculated in the previous section contains information of the chi-
ral liquid in the absence of inter-particle interaction. More specifically it expresses how
the density responds to an external potential with frequency ω and wave vector q. This
function can be used to calculate the energy dissipated in the system due to the external
potential [102]. If one considers a periodic perturbation that couples to the density, such
that the total Hamiltonian becomes

ĤF (t) = Ĥ + n̂−qFωe
−i(ω+iη)t + c.c. , (3.60)

where c.c. denotes the Hermitian conjugate of the previous term. The total power W
delivered by the external field over the course of one period T is

W =
1

T

∫ T

0

∂

∂t

〈
ψ (t)

∣∣∣ĤF (t)
∣∣∣ψ (t)

〉
dt . (3.61)

The integrand of this expression corresponds to the instantaneous power that is averaged
by the integration. Using the Hellmann-Feynmann theorem [113] W can be calculated as

W =
1

T

∫ T

0

−iωFωe−iωt 〈n̂−q〉1 (t) dt+ c.c. . (3.62)
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Figure 3.3: Density response function of graphene at different temperatures. Panels (a) and (c)
show respectively the real and imaginary part for ω̄ = 1 at different temperatures as indicated by
the legend as a function of q̄ = ~vFq/EF. In these panels, the system is assumed to be in contact
with the environment such that the chemical potential does not depend on the temperature. Notice
that the divergence at q̄ = ω̄ is not tempered by the finite temperature. Panels (b) and (d) show
the static response function as a function of q̄ and temperature respectiveley. In these two panels,
the system is considered to be isolated from the enivronment and, therefore, the chemical potential
does adapt itself to temperature. This is the origin of the difference in behaviour between small and
large temperature. Notice that the results are exactly the same as those obtained in Ref. [112], but
using a different approach.
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In Eq. (3.62) 〈n̂−q〉1 denotes the expectation value, up to linear order, of the density oper-
ator n̂−q, that was defined in Eq. (3.13). According to LRT this quantity is determined by
the density-density response function as

〈n̂q〉1 (t) = χnqn−q (ω)Fωe
−iωt + c.c. . (3.63)

Inserting this expression in Eq. (3.62), one finds that only terms that compensate the time
dependent phase factor exp(−ωt) survive. Therefore, the dissipated power is

W =
1

T

∫ T

0

−iω |Fω|2 χ∗n−qnq
(−ω) dt+ c.c. ,

= −2 |Fω|2 ωImχnqn−q (ω) ,

= −2 |Fω|2 ωL2Imχnn (q, ω) . (3.64)

In the last equation, the surface area of the sample, L2 , shows up. This was introduced in
the definition of χnn (q, ω) in Eq. (3.26). Eq. (3.64) shows that the power dissipated in
the system is determined by the imaginary part of the response function. Therefore, if an
external perturbation acts on the system with energy ~ω and wave vector q, the amount of
absorbed energy is determined by the imaginary part of the response function. Eq. (3.64)
holds in general for every periodic perturbation that couples to the system. In this section
the focus will be on a scalar perturbation that couples to the electron density.

In the absence of interactions, energy can be absorbed form an external perturbation by
exciting single carriers in the Dirac cone. A non zero imaginary part of χ(0)

nn (q, ω) means
that the electron liquid can absorb energy by single-particle excitations that can occur as
an intra-band transition or as an inter-band transition as shown in Fig. 3.4. In graphene the
band structure is linear and, therefore, the intra-band transitions are only possible outside
the graphene light-cone which is defined as

~ω = ~vFq . (3.65)

On the other hand, inter-band transitions can occur solely inside the light-cone. Inspecting
the imaginary part of the response function shown in Fig. 3.1 shows that the imaginary
part is non-zero in two regions separated by the light-cone. In these regions, inter- and
intra-band transitions, as shown in the right panel of Fig. 3.4, are possible. These regions
in the (q, ω) plane are called the particle-hole excitation spectra (PHES).

From a simple geometrical analysis, it can be inferred that the intra-band PHES occu-
pies the region between the light-cone Eq. (3.65) and the boundary

~ω = ~vF (q − 2kF) . (3.66)
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Figure 3.4: Left: Possible single-particle transitions in the Dirac cone. The shading displays the
occupied states. The green arrow illustrates an intra-band transition, the orange arrow displays
an inter-band transition with corresponding ω and q indicated. The purple arrow corresponds to
a Pauli-blocked inter-band transition. Right: regions in the (q, ω) plane where the single-particle
processes are possible. These regions are called the particle-hole excitation spectra.

This follows because intra-band transitions along the cone follow Eq. (3.65) while the
intra-band transition with the largest possible wave vector follows Eq. (3.66).

The inter-band PHES occupies the region above the light-cone Eq. (3.65), but is also
bound by the boundary

~ω = ~vF (2kF − q) . (3.67)

This is a consequence of Pauli blocking and is shown in the left panel of Fig. 3.4. For
small wave vector q, the only possible inter-band transition occurs if the energy is large
enough to be able to excite an electron from deep in the valence band to just above the
Fermi level. For transitions that happen at q = 0 this condition yields that an inter-band
transition is only possible if the energy is

~ω > 2EF. (3.68)

Comparing the inter-band PHES with the imaginary part of the response function, one
observes that in the region where Pauli blocking is active, the imaginary part indeed van-
ishes. Because single-particle processes are not present in the Pauli blocked region, it is
an interesting region in the (q, ω) plane to observe collective phenomena as there will be
no particle-hole excitations processes that could be responsible for damping.



46 Optical response of a graphene flake

3.1.7 Spectral weight distribution and sum rules
From the definition of the response function, Eq. (3.21), it follows that the following
symmetry relations for the parity in ω hold:

Reχnn (q, ω) = Reχnn (q,−ω) , (3.69)
−Imχnn (q, ω) = −Imχnn (q,−ω) . (3.70)

This allows one to write the real part as a series for large ω as

Reχnn (q, ω) = −
∞∑
j=0

∫∞
−∞ dνν

2j+1Imχnn (q, ν)

πω2j+2
. (3.71)

Here, the even parts of the expansion are zero because of the anti-symmetry of the imag-
inary part from Eq. (3.70). On the other hand, invoking the original definition of the
response function from Eq. (3.14), it is possible to Taylor expand it around ω →∞:

χAB(ω) =
1

~

∞∑
j=0

ij

ωj+1

〈
[Â(j), B̂]

〉
0
, (3.72)

whereA(j) is the jth derivative with respect to the the time. This is given in the Heisenberg
picture as [104]

A(j) =

(
i

~

)j [
Ĥ, . . . [Ĥ, Â] . . .

]
. (3.73)

Focussing on the j = 1 term, this leads for the density-density response function to the
relations [102]:

− 2

π

∫ ∞
0

dωωImχnn (q, ω) =
〈[[

n̂q, Ĥ
]
, n̂−q

]〉
0
. (3.74)

This expression relates the first moment of the distribution Imχnn in the ω range to a
quantity that only depends on the density and is called the f-sum rule [102]. Using the
expressions from before, this quantity can be calculated in the long wavelength limit, i.e.
q → 0 as [114] ∫ Λ

0

dωωImχ(0)
nn (q, ω) = −q

2NfΛ

16~
. (3.75)

In Eq. (3.75) a cut-off Λ was introduced. This cut-off is important because the occupation
of the sea of valence electrons is in principle infinite. The fact that this result depends on
a cut-off is peculiar since for crystals the f-sum rule should be cut-off independent [103].
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However, as before, this is a consequence of the Dirac cone approximation. Indeed, since
the result depends on the behaviour of the response function for large ω, it is no longer
allowed to approximate the system by a Dirac cone, but the full energy spectrum, Eq.
(2.15), should be used. Upon restoring the periodicity of the crystal, the f-sum divergence
is removed and the sum is proportional to the total number of Fermions in the system.
A similar cut-off also occurs in a three-dimensional (3D) relativistic problem where the
sum corresponds to the number of Fermions contained in the vacuum, which is clearly a
divergent quantity [115].

Even with the ultra-violet cut-off, it is useful to consider the f-sum rules since they
only rely on the total number of particles of the system and, therefore, do not change when
electron-electron interaction is switched on. This statement remains true also if the number
of particles depends on the cut-off because in general the commutator of the interaction
part and the density vanishes. Similarly it can be used to determine the spectral weight
transfer when the system is being doped because in that case, the Hamiltonian needs to be
extended with a term∼ µN̂ where µ is the chemical potential and N̂ the number operator.
Also this term does not contribute to the commutator from Eq. (3.74).

In the undoped and non-interacting case, the imaginary part of the response function
χ

(0)
nn (q, ω) is given by Eq. (3.41) and one finds∫ Λ

0

dωωIm [χvac
nn (q, ω)] = −q

2Nf

16~

∫ Λ

0

dωω
Θ (ω − vFq)√
ω2 − (vFq)

2

≈ −q
2Nf

16~

∫ Λ

vFq

dω

(
1 +O

[(vFq

ω

)2
])

= −q
2NfΛ

16~
+O

[
q3
]

(3.76)

However, upon doping of the sample, the response function acquires an additional intra-
band and inter-band part as defined in Eqs. (3.42) and (3.43) respectively. The intra-band
part contributes as∫ Λ

0

dωωIm
[
χ+
EF

(q, ω)
]

= − NfEF

2π (~vF)2

∫ vFq

0

dω
ω2√

(vFq)
2 − ω2

= −q
2NfΛF

8~
, (3.77)

where ΛF ≡ EF/~. In this case, the cut-off is chosen such that Λ � ΛF. In the first
equation the upper boundary is replaced by the light cone because the inter-band part is
explicitly considered. However, the total inter-band response function of the doped system
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also acquires an additional term. As seen before, this term leads to Pauli blocking of the
vacuum response function for energies up to 2EF. Therefore, the inter-band contribution
of a doped system is zero up to 2EF and the sum-rule has the form∫ Λ

2EF

dωωIm
[
χ−EF

(q, ω)
]

= −q
2NfΛ

16~
+
q2NfΛF

8~
. (3.78)

This equation shows that the total weight is indeed conserved and that Pauli blocking
redistributes the weight from the inter-band transitions to intra-band processes.

3.1.8 Current response in graphene
An incident electro-magnetic (EM) field can be written as an electric and magnetic field
propagating perpendicular to each other and to the direction of motion of the wave. The
electric field E (r, t) and magnetic field B (r, t) are related to each other via the scalar
potential φ (r, t) and the vector potentialA (r, t) as [116]

E (r, t) = −∇φ (r, t)− 1

c

∂A (r, t)

∂t
, (3.79)

B (r, t) = ∇×A (r, t) . (3.80)

Here, c denotes the speed of light. These relations are invariant under the gauge transfor-
mation[102]

φ (r, t) → φ (r, t)− 1

c

∂Λ (r, t)

∂t
, (3.81)

A (r, t) → A (r, t) + ∇Λ (r, t) , (3.82)

where Λ (r, t) is differentiable but an arbitrary function of r and t. This means that a scalar
potential V (r, t) = −eφ (r, t) that couples to the density can be eliminated by a suitable
gauge transformation given by

Λ (r, t) = −c
e

∫ t

0

dt′V (r, t′) . (3.83)

This on the other hand introduces a vector potential that has the form

A (r, t) = −c
e

∫ t

0

dt′∇V (r, t′) . (3.84)

Because of gauge invariance, the response of the system to a scalar potential V (r, t) or
a vector potential A (r, t) from Eq. (3.84) is the same and therefore the corresponding
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response functions should also be related. Notice that this only holds for a specific type
of vector potentials, namely the ones that can be written as a gradient of a scalar function.
These are called longitudinal vector potentials because their spacial Fourier transform is
proportional to q.

A vector potential perturbing the non-interacting electron liquid couples to the current-
density j. In the case of graphene however, the current-density operator ĵq, which is
defined as de derivative of the Hamiltonian with respect to q, has the form [117]

ĵq =
∂Ĥ0

∂q
= vF

∑
αβk

Dσλλ′ (k,k + q) ĉ†λkĉλ′k+q, (3.85)

where the current-density vertex is given by

Dσλλ′ (k,k′) = 〈Ψλk |σ|Ψλ′k′〉 , (3.86)

for σ = (σx, σy) a vector of Pauli matrices. This form of the current-density operator is
enforced by the continuity equation [118]

i~
∂n̂q
∂t

=
[
n̂q, Ĥ0

]
= ~q · ĵq. (3.87)

The peculiar current-density vertex from Eq. (3.86) allows to relate the current-current
response function to the pseudospin-pseudospin response function as

χ
(0)
jj (q, ω) = v2

Fχ
(0)
σσ (q, ω) . (3.88)

Because of the continuity equation (3.87), one can also relate the density-density response
function to the pseudospin-pseudospin response function as [118]

χ(0)
nn (q, ω) =

vFq

ω2
〈[σ̂q,x, n̂−q]〉0 +

v2
Fq

2

ω2
χ(0)
σxσx (qex, ω) . (3.89)

Note that in Eq. (3.89) there appears an anomalous commutator as first term and that
the density response is related to the longitudinal response pseudospin response, i.e. the
response in the direction of the wave vector q. Therefore in the pseudospin-pseudospin
response function the wave vector is fixed along the x-axis1.

The appearance of the anomalous commuator in Eq. (3.89) is a direct consequence of
the fact that the graphene charge carriers are non-Galilean invariant. In a Galilean invariant
system this commutator is zero and Eq. (3.89) reduces to the well-known relation between
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Figure 3.5: Galilean boost in a system with a pseudospin texture. (a) Displays the Fermi circle (in
reciprocal space) in the absence of a pseudospin texture. Upon a boost of the Fermi circle to the
right (Fig. (c)), the two situations are indistinguishable for a co-moving observer. Fig. (b) and (d)
display the situation for when the carriers do have pseudospin. Now it is clear that the co-moving
observer can distinguish between the two systems. The figure is inspired by Ref. [119].

the longitudinal current-current response function and the density-density response func-
tion. [102]

Because, as seen before, the charge carriers in graphene have a pseudospin degree-of-
freedom that is oriented parallel to the direction of motion, a Galilean boost of the system
will be visible by the relative orientation of the pseudospin of the charge carriers with
respect to the center of momentum space as shown in Fig. 3.5. In the boosted system,
the charge carriers behave as if they are subject to a pseudomagnetic field that tilts the
pseudospin in the direction along the boost [119]. The appearance of the pseudomagnetic
field clearly breaks Galilean invariance. If the charge carriers are only described by their
momentum, then a Galilean boost will keep the system invariant2.

In order to calculate the anomalous commutator, one needs to take care of the infinite
sea of electrons occupying the valence band, therefore the commutator will depend on an
ultra-violet cut off vector kmax. Calculating within the non-interacting limit it becomes
[114]

〈[σ̂q,x, n̂−q]〉0 =
∑
|k|<kmax

cos (ϕk)n−,k − cos (ϕk−q)n−,k−q. (3.90)

Here n−,k are the occupation numbers of the non-interacting valence band as defined in
Eq. (3.27). Eq. (3.90) makes clear that the commutator depends on the difference between

1 Notice that Eq. (3.89) is only valid in the non-interacting limit. This is why the average 〈. . .〉0 has to be
taken with respect to the non-interacting ground state. If interactions are taken into account, the continuity
equation (3.87) is no longer satisfied and additional terms need to be taken into account [119].

2Notice that in a crystal Galilean invariance is always broken because of the absence of translational
invariance. However, this is usually overcome in the continuum approximation that reduces the background
formed by the crystal atoms to an effective band-mass mb in the k.p Hamiltonian.
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the states in a circle around the origin and those around the origin shifted by the vector
q. This exemplifies how the lack of Galilean invariance, induces a non-zero commutator.
Furthermore, only the states deep in the Dirac sea contribute to the sum. In the long
wavelength limit the commutator is calculated as[114]

〈[σ̂q,x, n̂−q]〉0 =
qNfεmax

4π~vF
, (3.91)

where εmax = ~vFkmax.
Thanks to the relation between the current response function and the pseudospin re-

sponse function Eq. (3.88), the longitudinal current response function is related to the
density response through Eq. (3.89). More specifically, because the anomalous commu-
tator discussed in the previous paragraph is real, the imaginary part of the two response
functions can be related with each other as

Imχ(0)
nn (q, ω) =

q2

ω2
ImχJL (q, ω) , (3.92)

where χJL (q, ω) ≡ χ
(0)
jxjx

(qex, ω) is the longitudinal part of the response function which
describes the response of the system parallel to the wave vector q.

In general, the current-current response function for homogeneous and isotropic sys-
tems can always be decomposed in components parallel and perpendicular to the wave
vector q as [102]

χJjαjβ (q, ω) = χJL (q, ω)
qαqβ
q2

+ χJT (q, ω)

(
δαβ −

qαqβ
q2

)
. (3.93)

Here the transverse response function is defined as χJT (q, ω) ≡ χjxjx (qey, ω). This ex-
pression makes it explicit that the response function depends on the direction of the wave
vector q according to only two components. As a consequence, the longitudinal (trans-
verse) component of the current induced by the vector potential depends only on the lon-
gitudinal (transverse) component ofA, i.e.

jL(T ) (q, ω) =
e

c
χJL(T ) (q, ω)AL(T ) (q, ω) , (3.94)

where UL(T ) denotes the longitudinal (transverse) component of vector U .

3.1.9 Graphene conductivity and absorption
Having found an expression for the current-current response function allows to define the
graphene conductivity. Indeed, the electrical conductivity tensor σαβ (ω) is defined through
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Ohm’s law as [116]
− ejα (0, ω) =

∑
β

σαβ (ω)Eβ (ω) . (3.95)

Remember that the addition of −e is because the current density is defined as a particle
current density. Eq. (3.95) expresses the response of an electron liquid to the application
of an electric field E (ω). Because of Eq. (3.79) this is related to the vector potential
as A (ω) = − ic

ω
E (ω). The current-current response function also determines a relation

between the induced current and a vector potential for q = 0 as

− ejα (0, ω) =
e

c

∑
β

χJαβ (0, ω)Aβ (ω) . (3.96)

Comparing Eq. (3.95) with Eq. (3.96) yields an expression for the conductivity tensor
[102]

σαβ (ω) =
ie2

ω
χJαβ (0, ω) . (3.97)

If an external electric field Eext (r, ω) is incident on the graphene plane, then one can
find the total absorbed power as the power dissipated in the system by the induced current
density jind (r, ω). The average dissipated power over one cycle of the oscillation is given
by

Pabs (ω) =

∫
dr

1

2
Re [E∗ext (r, ω) · (−e) jind (r, ω)] , (3.98)

The induced current density jind (ω) is related to the external field by the conductivity as
stated in Eq. (3.95). Therefore, the absorbed power becomes

Pabs (ω) =
1

2
Re [σL (ω)]

∫
dr |Eext (r, ω)|2 . (3.99)

Because the induced current density is projected on the external electric field, only the
longitudinal part of the conductivity, σL (ω), remains. On the other hand, the total incident
power is [116]

Pin (ω) =
c

8π

∫
dr |Eext (r, ω)|2 , (3.100)

which shows that the absorption is given by

A (ω) =
Pabs (ω)

Pin (ω)
=

4π

c
Re [σL (ω)] . (3.101)
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Inserting subsequently the relation between the current response function and the conduc-
tivity, Eq. (3.97), and between the density response and the longitudinal part of the current
response function, Eq. (3.92) yields the final expression for the absorption

A (ω) = −4πe2

c
lim
q→0

ωImχnn (q, ω)

q2
. (3.102)

Note that because, as seen before, the imaginary part of the density-density response func-
tion is negative, the minus sign in front of the formula will be compensated for and the
absorption is positive.

Eq. (3.102) provides a new important use for the response function: the q → 0 limit
of its imaginary part determines the optical absorption of the electron liquid. Now one
can investigate this limit for the analytical solutions presented in Sec. 3.1.4. Because
~vFq < ~ω, only the inter-band processes are non zero

Imχ(0)
nn (q, ω)→ −D (EF)

8

(~vFq)
2

EF

√
(~ω)2 − (~vFq)

2
Θ (~ω − 2EF) π, (3.103)

where the dimensions have been restored for clarity. Using this expression, the real part of
the longitudinal conductivity can be calculated as

Reσxx(ω) = NfσuniΘ(~ω − EF). (3.104)

In this expression the universal optical conductivity is introduced

σuni =
e2

4~
. (3.105)

The graphene optical conductivity is therefore equal to σuni times the number of fermion
flavours in the system. Inserting it into the expression for the absorption yields

A (ω) = παQED
Nf

4
Θ (~ω − 2EF) . (3.106)

In Eq. (3.106), αQED = e2/ (~c) ≈ 1/137 is the quantum electrodynamics (QED) fine-
structure constant [120]. Because the number of fermions in the system, Nf = 4, the
absorption is maximum παQED = 2.3%.

This result is very remarkable. To begin with, notice that apart from the Θ-function,
the absorption is independent from any material parameter, just as the optical conductiv-
ity. The absorption reaches a universal value of παQED that only depends on fundamental
constants. Furthermore, the Θ-function is zero if ~ω < 2EF. This is a consequence of
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Figure 3.6: (a) Picture of an optical microscope that identifies a single layer and a bilayer of
graphene by its light transmittance. Figure taken from [39]. (b) Light absorption of graphene as a
function of the incident photon energy for different values of the temperature.

Pauli blocking since it is necessary for the incident photons to have an energy that is large
enough to bridge the gap set by the Fermi level. Finally the value of 2.3% absorption is
also remarkably large bearing in mind that this is the absorption by only a single layer of
atoms. As a comparison, note that a GaAs heterostructure has an absorption that is about
50 times smaller for the same thickness [39, 121, 122]. The peculiar absorption properties
of graphene were noticed early on and were used to identify the number of layers of a
graphite sample by optical microscopy [39, 121] as shown in Fig. 3.6.

Finally, one can also find the finite temperature absorption by considering the finite
temperature response function as defined in Eq. 3.59 :

A (ω, T ) = παQED
Nf

4

∫ ∞
−∞

Θ (~ω − 2y)

4kBT cosh2
(
y−µ(T )

2kBT

)dy
= παQED

Nf

8

(
1− tanh

(
2µ (T )− ~ω

kBT

))
(3.107)

In Fig. 3.6(b) the finite temperature absorption is shown for different temperatures and
different graphene doping.
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3.1.10 Graphene fine structure constant

In the previous section, it was shown that the absorption of graphene is determined solely
by fundamental quantities, more specifically the QED fine structure constant:

αQED =
e2

~c
≈ 1

137
. (3.108)

This constant characterises the strength of the electromagnetic interaction between ele-
mentary charge particles in vacuum [120]. For charge carriers in graphene however, one
can define an analogous quantity that characterises the strength of the inter-particle inter-
action. This quantity can be inferred by considering the continuum Hamiltonian for the
Dirac 2D electron gas:

Ĥ = vF

∑
i

σ · p̂i +
1

2

∑
i 6=j

e2

ε |r̂i − r̂j|
. (3.109)

Here the first part measures the total kinetic energy of all the particles in the electron gas
while the second term measures the Coulomb interaction energy of the system. In Eq.
(3.109) , −e is the electron’s charge and ε is the environmental dielectric constant that
screens the inter-particle interaction. The importance of the electron-electron interactions
is determined by the ratio of the contribution of the second term with respect to the first
term of Eq. (3.109). For a doped graphene sheet, the typical distance between the electrons
is determined by the inverse Fermi wave vector k−1

F . Therefore, the energetic contribution
of the interaction term is ECoulomb = e2kF/ε. Furthermore, the first term contributes as the
kinetic energy of the particles, i.e. Ekin = ~vFkF. Therefore, the ratio of the two is

αee ≡
ECoulomb

EKin

=
e2

ε~vF
≈ 2.2

ε
. (3.110)

Eq. (3.110) shows that the importance of the Coulomb interaction is determined by the
dimensionless parameter αee. Notice that αee has the same structure as the QED fine
structure constant αQED, but where the speed of light c is replaced by the Fermi velocity
vF ' c/300 and where the screening due to the dielectric environment of the graphene
flake is accounted for through ε. Because of the similarity, αee is commonly known as
the graphene fine structure constant [50]. When discussing electron-electron interactions
in graphene, this parameter can be used to “turn on” and “turn off” interactions and its
strength quantifies the importance of interactions.



56 Optical response of a graphene flake

3.2 Plasmons in graphene
Plasmons are collective density oscillations that arise due to the electron-electron interac-
tion [50]. As explained in the introduction, they exist in many metals and semiconductors.
Here, however, the focus will be on plasmons in graphene and other two-dimensional
materials. Plasmons can be described using the LRT framework set up in the previous
section. However, one needs to take one step further and consider interaction between the
electrons. This will be done on the level of the random phase approximation (RPA).

From a classical point of view, one can think of plasmons as the response of an inter-
acting electron liquid to an external electric field that causes a disturbance in the density
distribution. Suppose that an electric field impinges on a graphene sample, then the elec-
tron liquid will redistribute itself in order to screen the electric field. This can be written
as a time and space dependent density profile

n (r, t) = n0 + n1 (r, t) , (3.111)

where n0 is the equilibrium electron concentration and n1 (r, t) the density disturbance.
In trying to screen the electric field, the electron liquid will, however, overshoot and there
will be a finite restoring force acting on the electron liquid that aims at reinstating the
equilibrium distribution. The subsequent restoring of the electric field induced by the
density redistribution corresponds to a density oscillation, a plasma wave. If the wave is
quantised, it is called a plasmon.

In the long-wavelength limit, i.e. q � kF, the plasmon can be found on the grounds
of hydrodynamics. According to hydrodynamic theory, the electron liquid is described
by two variables, namely the density disturbance n1 (r, t) and the associated induced cur-
rent density j1 (r, t). If |n1/n0| � 1, these relations can be linearised. The linearised
quantities are related to each other through the continuity equation

∂

∂t
[n1 (r, t)] + ∇ · j1 (r, t) = 0, (3.112)

and the Euler equation of motion

∂

∂t
[j1 (r, t)] = − D

πe2
∇
[∫

dr′
e2

ε |r − r′|
n1 (r′, t)

]
. (3.113)

In Eq. (3.113), the Drude weight D determines the relation between the induced current
density and the restoring force, ε describes the dielectric response of the environment,
and −e is the electron charge. The term in square brackets in Eq. (3.113) is the total
potential energy at position r due to the interaction with electrons distributed according to
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the density distribution n1 (r′, t). In order to solve the set of coupled differential equations,
one can easily write them in their Fourier transformed form:

ωn1 (q, ω) = q · j1 (q, ω) , (3.114)

ωj1 (q, ω) =
D
πe2

qvqn1 (q, ω) . (3.115)

Here, vq = 2πe2/ (εq) is the 2D Fourier transform of the bare Coulomb interaction that is
screened by the environmental dielectric constant ε [102]. These two equations finally can
be combined into (

ω2 − D
πe2

vqq
2

)
n1 (q, ω) = 0. (3.116)

Eq. (3.116) shows that it is possible to excite a density wave with dispersion

ωpl (q) =

√
2D
ε
q. (3.117)

This density wave represents the sought-after plasmon. The plasmon appearing in graphene
is often called a Dirac plasmon [50], referring to the nature of the electrons in the system.
Notice that in contrast to 3D systems, the graphene plasmon has an energy dispersion
ωpl (q) ∝ √q, this is a property directly related to the 2D nature of the electron system
[102, 123]. As a consequence, the long-wavelength limit also implies small plasmon fre-
quency and for q → 0 the plasmon eventually vanishes.

3.2.1 The random phase approximation
In order to find plasmons in a quantum mechanical framework, one needs to include
electron-electron interactions. If one calculates the density-density response function in-
cluding interactions, plasmons will appear as its poles. A simple framework to include
electron-electron interactions is called the random phase approximation (RPA) [102] that
was originally introduced by Gell-Mann and Brückner [124] and Bohm and Pines [10] in
two seemingly different ways.

If the interacting electron liquid is perturbed by an external potential Vext (r, ω), then,
due to the electron redistribution, this potential is screened as

Vsc (r, ω) = Vext (r, ω) + Vind (r, ω) , (3.118)

where

Vind (r, ω) =

∫
dr′

e2

ε |r − r′|
n1 (r′, ω) . (3.119)
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Note that the induced potential Vind (r, t) is exactly the potential that appeared in the square
brackets of Eq. (3.113) that determined the restoring force in the classical picture. The
RPA states that the electron liquid responds to the screened potential Vsc (r, ω) as if it was
a non-interacting liquid, i.e.

n1 (r, ω) =

∫
dr′χ(0)

nn (r, r′, ω)Vsc (r′, ω) . (3.120)

On the other hand, the density perturbation that created the induced potential in the first
place responds to the external potential as Vext (r, ω)

n1 (r, ω) =

∫
dr′χRPA

nn (r, r′, ω)Vext (r′, ω) . (3.121)

Upon spatial Fourier transforming these two equations, one can relate the response func-
tions, in the homogeneous, case as

χ(0)
nn (q, ω)

[
1 + vqχ

RPA
nn (q, ω)

]
= χRPA

nn (q, ω) . (3.122)

Therefore, the RPA density-density response function can be calculated as

χRPA
nn (q, ω) =

χ
(0)
nn (q, ω)

1− vqχ(0)
nn (q, ω)

. (3.123)

Notice that this response function can be calculated once the non-interacting response
function χ(0)

nn (q, ω) is known.
The density response function in the RPA shares the analytical structure with the non-

interacting response function with the addition that the denominator in Eq. (3.123) can also
contribute to poles of the response function. These poles are identified as the collective
modes of the system [102] and are defined as the zeroes of the so-called RPA dielectric
function εRPA (q, ω):

εRPA (q, ω) = 1− vqχ(0)
nn (q, ω) . (3.124)

In general, the collective mode will appear as a pole of the density response function at the
complex frequency ω = Re ω+ iIm ω with Im ω < 0. They signal a collective mode with
energy ~Re ω that decays in time with the decay rate Im ω. Intuitively, this description
is justified since a pole in the response function signals an infinitely strong response at a
finite external field perturbing the system. The poles of the RPA density-density response
function are the (RPA) plasmons [102].
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3.2.2 Electron energy loss and the dielectric function
Previously, the imaginary part of the response function was shown to determine the amount
of energy absorbed by a graphene flake when an electro-magnetic wave is incident on the
sample. Also the imaginary part of the dielectric function determines the response of
the system to an external field, but now the one created by an incident electron. This is
the central idea of electron energy-loss spectroscopy (EELS). In these experiments, one
launches a particle with charge e and velocity v on the crystal. Consequently, the electric
displacement field is given as [80]

D (r, t) = −∇
[

e

|r − vt|

]
. (3.125)

If the system is isotropic, such that the dielectric function is a scalar rather than a tensor,
then the electric field is related to the displacement field as

D (q, ω) = ε (q, ω)E (q, ω) . (3.126)

Here the equation is readily Fourier transformed in time and space. The total power dis-
sipated in the system due to the electron associated with this Fourier component then is
given by [116]

P (q, ω) =
1

4π
E (q, ω) · ∂D (q, ω)

∂t

= − 1

4πT
(D (q, ω))2

×
∫ T

0

dt
(
Re
[
ε−1 (q, ω)

]
cosωt+ Im

[
ε−1 (q, ω)

]
sinωt

)
ω sinωt

= − 1

8π
(D (q, ω))2 ωIm

[
ε−1 (q, ω)

]
=

1

8π
(D (q, ω))2 ωL (q, ω) , (3.127)

in the last line the so-called loss function L (q, ω) is defined. This function measures the
amount of energy dissipated in the system at a given frequency ω and wave vector q due
to a fast electron interacting with the electron liquid in the material. Therefore, the loss
function can be directly measured in experiments.

EELS was the one of the first techniques to be applied to graphene for the investi-
gation of the dielectric function. The use of this technique revealed Dirac plasmons in
free-standing graphene [48] and graphene on SiO2 [49]. It also revealed that a SiC sub-
strate couples to the graphene plasmons and hybridises them with the SiC surface optical
phonons [125]. The following section will be devoted to the study of Dirac plasmons in
the RPA.
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Figure 3.7: RPA density-density response function in the (q, ω) plane. The left panel shows the
real part, the right panel the imaginary part. The inter- and intra-band PHES are indicated by white
dashed lines. The plasmon dispersion is indicated in the plot of the imaginary part as a solid white
curve. Along this line, the imaginary part is a delta function. The dielectric constant in this plot is
ε = (1 + εSiO2)/2 = 2.45 which corresponds to graphene on a SiO2 substrate.

3.2.3 Dirac plasmons in the RPA
In Fig. 3.7 the real and imaginary part of the RPA density-density response function are
shown in the (q, ω) plane. Compared with the non-interacting response function shown
in Figs. 3.1 and 3.2, the real part now has a divergent feature for small ω and vFq < ω.
In this region the imaginary parts of both the non-interacting and RPA response functions
are zero. Therefore, as a pole of the response function, this feature describes a collective
mode of the system.

The dispersion ωpl (q) of this collective mode can be obtained by finding the roots
of the RPA dielectric function from Eq. (3.124). In Fig. 3.7 the dispersion is shown
in the (q, ω) plane as a numerical solution in the panel of the dielectric function. In the
following sections it will be demonstrated how the dispersion can be inferred analytically
in the limit ~vFq < ~ω � EF up to lowest order to make the connection with the plasmon
introduced on hydrodynamic grounds. Next will be a discussion about the leading order
correction due to inter-band processes. In the light of this discussion, a misconception in
the literature will be pointed out. Finally the total, numerical, solution of the dispersion
will be discussed and the lifetime and strength of the plasmon will be derived.

Analytical approximation: leading order

Using the analytical result derived in Sec. 3.1.4 in the limit ~vFq < ~ω � EF, the
dispersion ωpl (q) of the collective plasmon can be found analytically. First notice that
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the density-density response function has the same dimension as the density of states Eq.
(2.30). Therefore, one can rewrite the product as

vqD (EF) =
2πe2

qε

NfEF

2π (~vF)2

=
αeeNf

q̄
. (3.128)

Here the graphene fine structure constant αee from Eq. (3.110) has been identified. In the
region of interest, the analytical solution of the response function reduces to

χ(0)
nn (q, ω) = D (EF)

[
−1 +

1

8

q̄2√
ω̄2 − q̄2

(
G>

(
2 + ω̄

q̄

)
−G>

(
2− ω̄
q̄

))]
. (3.129)

Because the interest lies in the small q̄ limit, the analytical function G> (x) defined in Eq.
(3.56) needs to be expanded around x =∞. Up to order x−4 the two functions become

x
√
x2 − 1 ≈ x2 − 1

2
− 1

8x2
− 1

16x4
+O

[
x−6
]
, (3.130)

arcosh (x) ≈ log (2) + log (x)− 1

4x2
− 3

32x4
+O

[
x−6
]
. (3.131)

Therefore, the term in brackets in Eq. (3.129) reduces to

G>

(
2 + ω̄

q̄

)
−G>

(
2− ω̄
q̄

)
=

8ω̄

q̄2
+ log

(
2− ω̄
2 + ω̄

)
− 8ω̄

(4− ω̄2)2

q̄2

8
− 4ω̄ + ω̄2

(4− ω̄2)2

q̄4

2
+O

[
q̄6
]
. (3.132)

In Eq. (3.132) the leading order in q̄ comes from the intra-band contribution to the response
function while the inter-band contribution only appears as a zeroth order correction with
the log-term. Up to the leading order in q̄, the response function becomes

χ
(0)
nn (q, ω)

D (EF)
= −1 +

1

8

q̄2

ω̄

(
1 +

q̄2

2ω̄2

)(
8ω̄

q̄2
+ log

(
2− ω̄
2 + ω̄

))
=

1

2

q̄2

ω̄2
+

1

8

q̄2

ω̄
log

(
2− ω̄
2 + ω̄

)
+O

[
q̄4
]
. (3.133)

The plasmon appears in the small ω̄ limit. If one assures that q̄ < ω̄ also the second term
needs to be dropped. Indeed, for small ω̄, the term with the log function reduces to

1

8

q̄2

ω̄
log

(
2− ω̄
2 + ω̄

)
≈ −1

8
q̄2. (3.134)
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In this approximate limit, the plasmon dispersion equation becomes

1 = vqχ
(0)
nn (q, ωpl (q))

=

(
1

2

1

ω̄2
pl
− 1

8

)
αeeNfq̄ (3.135)

Therefore, the plasmon dispersion can be found as

ω̄2
pl(q̄) =

αeeNfq̄/2

1 + αeeNfq̄/8
. (3.136)

The denominator of this expression, however, introduces terms of the same order in q̄ as
were dropped before and, therefore they also need to be suppressed. The solution for the
plasmon dispersion finally is

ω
(0)
pl (q) =

√
αeeNfvFEF

2~
q. (3.137)

Notice that in this result the contribution of the inter-band transitions, corresponding to the
log-terms in Eq. (3.133), was suppressed because it only affects the dispersion at higher
order q̄.

Apart from the
√
q-dependence of the plasmon frequency, Eq. (3.137) also shows that

it depends on the Fermi level as ωpl ∼
√
EF. Because the Fermi level depends on the

carrier concentration as given in Eq. (2.29), i.e. EF ∼
√
nc, the plasmon frequency scales

with the carrier concentration as
ωpl ∼ n1/4

c . (3.138)

This result is peculiar for graphene since in a normal 2D electron gas (2DEG) the relation
between the plasmon frequency and the carrier density is ωpl ∼ n

1/2
c [126].

The result from Eq. (3.137) coincides with the Dirac plasmon observed before using
the hydrodynamic approach, Eq. (3.117), but where the Drude weight D is given as[50]

DMDF = Nf
EF

~
σuni. (3.139)

Here, the Drude weight is labelled DMDF, referring to the character of the charge carri-
ers, namely massless Dirac Fermions (MDF). The Drude weight is defined in terms of
the universal optical conductivity σuni that was shown before to be the graphene optical
conductivity. In Fig. 3.8 the long wavelength limit, Eq. (3.137), is plotted and shown that
the result indeed matches the plasmon branch in the long wavelength limit. However, as
the frequency increases, the solution fails to account for inter-band transitions and diverges
from the numerical root of εRPA (q, ω). In order to account for inter-band contributions, the
first sub-leading term needs to be considered as well. This will be done in the following
section.



3.2 Plasmons in graphene 63

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

Figure 3.8: Plasmon dispersion in the (q, ω) plane for free-standing graphene (left) and graphene
on SiO2. The solid curve is the plasmon dispersion corresponding to the zeroes of the dielectric
function. The dashed blue curve is the solution for the zero of the real part of εRPA(qω). The
yellow dashed curve is ω(0)

pl (q) and the green dashed curve is the dispersion with the first sub-

leading term, ω(1)
pl (q). The inter- and intra-band continua are indicated by red and green shading

respectively.

Analytical approximation: first sub-leading term

Following the analysis from the previous section, it is possible to account for the first sub-
leading term in the plasmon dispersion if Eq. (3.132) is kept up to second order in q̄ [118].
One then gets

χ
(0)
nn (q, ω)

D (EF)
= −1 +

1

8

q̄2

ω̄

(
1 +

q̄2

2ω̄2
+

3q̄4

8ω̄4

)(
8ω̄

q̄2
+ log

(
2− ω̄
2 + ω̄

))
=

1

8

q̄2

ω̄
log

(
2− ω̄
2 + ω̄

)
+

q̄2

2ω̄2
+

1

8

q̄4

2ω̄3
log

(
2− ω̄
2 + ω̄

)
+

3q̄4

8ω̄4
+O

[
q̄6
]
.

(3.140)

Approximating the log functions for small ω̄, one gets with Eq. (3.134):

χ
(0)
nn (q, ω)

D (EF)
=

q̄2

2ω̄2
− q̄2

8
− 1

8

q̄4

2ω̄2
+

3q̄4

8ω̄4
+O

[
q̄6
]
. (3.141)
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Therefore, the plasmon equation becomes up to second order in q̄

1 =
αeeNf

2
q̄

[
1

ω̄2
pl
− 1

4
+

3q̄2

4ω̄4
pl
− 1

8

q̄2

ω̄2
pl

]
. (3.142)

This equation is equivalent to the quartic equation

ω̄4
pl =

αeeNf

2
q̄

[
ω̄2

pl −
ω̄4

pl

4
− 1

8
q̄2ω̄2

pl +
3q̄2

4

]
, (3.143)

which can be subsequently solved with keeping the terms up to q3/2 resulting in

ω
(1)
pl (q) = ω

(0)
pl (q)

[
1 +

12− (αeeNf)
2

16

q

kTF

]
, (3.144)

here ω(0)
pl (q) is the regular square root plasmon dispersion from Eq. (3.137) and kTF is

the Thomas-Fermi screening wave vector kTF = αeeNfkF [102]. The inverse of this wave
vector is a measure for the length over which a point charge is screened. This result
was derived in Ref. [118] and there it was noted that the sub-leading term can change
sign depending on the dielectric environment which enters the problem through αee. Note
however that there was a typographical error in the denominator in Eq. (3.144) in Ref.
[118].

In Fig. 3.8 the green dashed curves show the plasmon dispersion with the first sub-
leading term taken into account. For free-standing graphene the result matches the com-
plete solution up to higher frequencies as expected. However, for increasing wave vector
the dispersion deviates again from the full numerical result. For graphene on SiO2 the three
dispersions match much better. In that case the factor accompanying the sub-leading term
is parametrically small since now αee = 2.2/2.45 = 0.897, such that 12− (αeeNf)

2 ≈ 0.

3.2.4 Lifetime of the plasmon
The Dirac plasmons in the RPA are up to now considered as exact solutions of the RPA di-
electric function Eq. (3.124) with real frequency. This means that they can only exist if the
imaginary part of the dielectric function vanishes and, therefore, when the imaginary part
of the non-interacting density-density response function χ(0)

nn (q, ω) is zero. However, if
one allows for modes that have a finite but long lifetime, i.e. a complex angular frequency,

ωpl (q) ≡ Ωpl (q)− iγpl (q) , (3.145)
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then it is possible to find collective modes in the particle-hole continuum. Furthermore,
the lifetime of the mode is then related to the decay rate γpl (q). If the decay rate is consid-
erably smaller than the plasmon frequency Ωpl (q), the dielectric function can be expanded
in a Taylor series [127] such that

εRPA (q,Ωpl (q)− iγpl (q)) ≈ εRPA (q,Ωpl (q))− iγpl (q)
∂εRPA (q, ω)

∂ω

∣∣∣∣
ω=Ωpl(q)

. (3.146)

This expression allows to find an expression for the decay rate via the imaginary equation
as

γpl (q) =
Im
[
εRPA (q,Ωpl (q))

]
∂Re[εRPA(q,ω)]

∂ω

∣∣∣
ω=Ωpl(q)

, (3.147)

while the real part of the complex frequency is found via

Re
[
εRPA (q,Ωpl (q))

]
= 0. (3.148)

Following this method, the plasmon dispersion can be found by finding the roots of the
real part of the dielectric function. The corresponding decay rate then is determined by
the imaginary part of the dielectric function. Notice that because the imaginary part of
εRPA (q, ω) is always positive, the sign of the decay rate Eq. (3.147) is determined by the
sign of the frequency derivative of the real part at the plasmon frequency. If this derivative
is negative, the mode would grow rather than be damped in time and would represent an
unphysical solution. Therefore, this solution needs to be handled with care.

Finally, note that the physical observability of a damped collective mode in practice
depends on the sharpness of its resonant peak. This sharpness is captured by the so-called
quality factor Q which is defined as

Q (q) ≡
Ωpl (q)

γpl (q)
. (3.149)

In Fig. 3.9 the corresponding inverse quality factor is shown as a function of the wave
vector q̄ and frequency ω̄. The results show that a dielectric environment that screens the
electron liquid less (i.e. free-standing graphene), allows for a stable plasmon up to higher
frequency. However, when the plasmon is damped, the damping increases much stronger
when the inter-band PHES is entered with respect to the situation of graphene on SiO2.

3.2.5 Spectral weight and oscillator strength
In order to understand the effect of the plasmon on the rest of the system, it is useful to
consider the way in which spectral weight is redistributed due to electron-electron inter-
actions. For this one can employ a similar technique as used before to investigate the
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Figure 3.9: Inverse value of the quality factor for the plasmons shown in Fig. 3.8 as a function of
the wave vector q̄ (left) and frequency ω̄ (right).

redistribution due to the Pauli blocking of inter-band transitions. As obtained before, in
general one has for graphene [114]

∫ Λ

0

dωωIm [χnn (q, ω)] = −q
2NfΛ

16~
. (3.150)

As discussed before, this equation also holds when interactions are taken into account.
Then, one can evaluate this for the RPA response functions. Note that in the RPA the
imaginary part of the density-density response function changes according to Eq. (3.123)
such that it can be written as [102]

ImχRPA
nn (q, ω) =

Imχ(0)
nn (q, ω)(

1− vqReχ(0)
nn (q, ω)

)2

+
(

Imχ(0)
nn (q, ω)

)2 . (3.151)

This means that in the long-wavelength limit q → 0, the imaginary part is zero except
where the denominator vanishes, i.e. at the plasmon branch. This is because the plasmon
pole is, in the absence of damping, located just below the axis of Re ω at ω = ωpl (q)− iη,
where η is a positive infinitesimal. Near the plasmon branch, the denominator of the
response function can be approximated as

εRPA (q, ω) ≈ εRPA (q, ωpl (q)) +
∂εRPA (q, ω)

∂ω

∣∣∣∣
ω=ωpl(q)

(ω − ωpl (q) + iη) . (3.152)
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The first term of this expression vanishes, so the RPA response function near the plasmon
pole is

χRPA
nn (q, ω) =

χ
(0)
nn (q, ωpl (q))

∂εRPA(q,ω)
∂ω

∣∣∣
ω=ωpl(q)

(ω − ωpl (q) + iη)
. (3.153)

This means that in the limit of η → 0 the imaginary part becomes

ImχRPA
nn (q, ω) = −π Reχ(0)

nn (q, ω)
∂Re[εRPA(q,ω)]

∂ω

∣∣∣
ω=ωpl(q)

δ (ω − ωpl (q)) . (3.154)

This expression shows that the plasmon pole appears as a delta function in the (q, ω) plane.
The strength of the delta peak is called the plasmon oscillator stength Opl (q, ω) [102] and
is given by

Opl (q, ω) = −πD (EF)

4

q̄5/2

ω̄2

√
αeeNf

2
(3.155)

If one now calculates the f-sum rule, one finds∫ 2ΛF

vFq

dωωIm
[
χRPA
nn (q, ω)

]
= −

(
EF

~

)2 ∫ 2

q̄

dω̄ω̄
πD (EF)

4

q̄5/2

ω̄2

√
αeeNf

2
δ (ω̄ − ω̄pl (q))

= −q
2NfΛF

8~
. (3.156)

This is exactly the same quantity as the contribution of the intra-band part as shown in
Eq. (3.77) . The RPA intra-band term in the long wavelength limit is calculated from Eq.
(3.151) as

ImχRPA
nn (q, ω) = −D (EF)

4ω̄

(αeeNf)
2

√
q̄2 − ω̄2 (3.157)

such that one finds∫ vFq

0

dωωIm
[
χRPA
nn (q, ω)

]
= −

(
EF

~

)2
4D (EF)

(αeeNf)
2

∫ q̄

0

dω̄ω̄2
√
q̄2 − ω̄2

= − v2
Fq

4

8EF (αeeNf)
2 , (3.158)

this term contributes as fourth order in q, so it is much weaker than the plasmon weight.
This means that in the RPA the plasmon mode absorbs all the spectral weight up to second
order in q. This mechanism can be seen by comparing the imaginary parts of the response
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Figure 3.10: Comparison of the imaginary parts of the RPA and non-interacting density-density
response functions. Both figures have the same colourscale.

function in the (q, ω) plane that are put next to each other in Fig. 3.10. For small wave
vector q, it is clear that the intra-band spectral weight in the RPA response function is
strongly diminished where the plasmon branch is present. Notice that this only holds in
the long-wavelength limit.

3.2.6 Theoretical works in graphene plasmonics

The response function of a 2D electron gas that follows the Dirac equation was considered
early on in the calculation of the polarisation tensor of massless 2D quantum electrody-
namics [128–130]. This relation arises because the polarisation function, usually denoted
by Π(0)(q, ω), that one obtains from the calculation of the bubble diagram has the same
role as the non-interacting density-density response function χ(0)

nn(q, ω) [102, 131]. Fur-
thermore, Shung extended this in the framework of stage-1 intercalated graphite to also
account for systems with a finite chemical potential [132]. From this, the dielectric func-
tion and the

√
q - dependence of the plasmons in the RPA were calculated. In the context

of graphene, the polarisation function was derived for a finite chemical potential by Ando
[133], Hwang and Das Sarma [123] and Wunsch et al. [106].

After the prediction of Dirac plasmons, many others followed by considering similar
systems like graphene double layers [134], bilayer graphene [135–139], strained graphene
[140], graphene affected by superlattices [141–144], or graphene magnetoplasmons in a
strong magnetic field [145–151]. Consequently, also the lifetime and damping effects on
Dirac plasmons was investigated by considering the impact of disorder [152], e-e interac-
tion [105], electron-phonon coupling [153] or substrate screening [154].

The research for Dirac plasmons is a very active research field and the list mentioned
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Figure 3.11: (a) Comparison of the energy spectrum of free-space photons (red curve) and plas-
mons (blue curve). The red dashed curve correspond to the tilted light cone due to the lower speed
of light c′ in an optically dense environment. The shaded circle shows the region where plasmon
polariton hybridisation occurs. The arrows show how an additional periodicity can add momentum
to the photon. (b) Schematic example of a grated graphene flake. The angle of the incident photon
with the graphene plane determines the magnitude of the in-plane momentum k‖ and, therefore,
also determines at which frequency a plasmon can be excited. Panels (a) and (b) are adapted from
Ref. [52]. (c) Measured electron energy loss due to plasmons in graphene on SiC as a function of
the wavenumber (open circles). The shaded regions show the intra- and inter-band PHES. The red
curve shows the RPA plasmon dispersion. The blue dashed curve shows the

√
q approximation.

The inset of (c) shows the different possible inter- and intra-band transitions. Panel (c) is taken
from Ref. [49].

in the two previous paragraphs is far from complete. In the next section the experimental
advances that thrive this activity are explained.

3.3 Experimental excitation of graphene plasmons
As mentioned in the introductory chapter, graphene plasmons have been measured by
using several techniques. In this section the main methods that are being used to excite
and detect plasmons are explained. This provides the necessary understanding of what is
experimentally possible.

3.3.1 Momentum matching and retardation effects

If one wants to excite plasmons, it is necessary to match momentum and energy of the
incident particle, usually an electron, photon or phonon. For electrons, that are used in,
for example, an EELS set-up, this can be done with relative ease [48]. However, if one
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wants to use external photons, there is a problem because the momentum of the free-space
photon is much smaller than that of the plasmon at the same energy. In Fig. 3.11(a)
the plasmon momentum and photon momentum are shown together. The curve shows
that for small momenta the photon and plasmon dispersion merge. Indeed, the plasmon
group velocity cannot be larger than the speed of light. Therefore, it is clear that the

√
q

solution that was found in Eq. (3.137) cannot pertain up to very small values of q and
has to merge with the light cone [52, 62]. This solution was not present in the derivation
performed in the previous section because it was assumed that the Coulomb interaction is
instantaneous, i.e. that the speed of light c equals infinity. This approximation is called the
non-retarded limit. However, as explained in appendix A upon performing the calculations
in the retarded limit, the dispersion of the plasmon merges with the light cone for energies
satisfying ~ω < αQEDEF. In this region, the free-space photon couples to the plasmon
and forms a plasmon-polariton. The region where plasmon-polariton hybridisation occurs
is indicated by the shaded circle in Fig. 3.11(a).

In the light of plasmonics, this type of plasmon-polariton is however not what one
wants since the wavelength will be exactly the same as the free-space wavelength. There-
fore, one needs to find a way to give the photon additional momentum. In the context of
noble metal plasmonics, Otto [29] and Kretschmann [28] proposed configurations where
the velocity of the incoming light is effectively reduced by a factor 2-10 by an optically
dense medium. The dispersion is shown in Fig. 3.11(a) as a dashed curve. Now the plas-
mon can be excited at different frequency depending on the angle of the incident light that
can tune the in-plane momentum of the photon to match the momentum of the plasmon.
A different method is based on the engineering of sub-wavelength structures as shown in
Fig. 3.11(b). Here, the breaking of translational symmetry can provide the photon with an
additional momentum component stemming from the periodicity of the structure. This is
schematically shown in Fig. 3.11(a). For graphene, one needs to use the latter mechanism
to excite plasmons [52].

In the following section, some of the most successful methods used to excite Dirac
plasmons in graphene are discussed.

3.3.2 Experimental observation of Dirac plasmons

Dirac plasmons were first observed in graphene by EELS on free-standing [48], epitaxial
graphene on SiO2 [49] and SiC [125]. In Fig. 3.11(c) the obtained plasmon dispersion
is shown. The results shows that the RPA result obtained in Fig. 3.8 show a faithful
description of the plasmon dispersion.

In order to use photons to excite plasmons, one has considered arrays of graphene
nanoribbons where it has been shown that plasmons are excited when the incident light
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Figure 3.12: (a) Schematic picture of a plasmon excitation in a graphene ribbon. (b) Nanoribbon
array set-up for the excitation of plasmons. The graph below shows the absorption spectrum for
a light beam polarized perpendicular to the length of the graphene ribbon. The bump in the curve
respresents the absorption due to plasmon excitation. The inset of this figure shows the absorption
when the polarisation is along the length of the ribbon. The absence of a bump shows that no
plasmons are excited. Figure taken from Refs. [50, 53]. (c) Absorption spectrum of stacked
graphene disks for a different number of layers. Figure taken from Ref. [54].

polarisation is perpendicular to the ribbon’s axis as shown in Figs. 3.12(a)-(b) [53, 155]. It
was found that the plasmon frequency scales with the width of the nanoribbon as W−1/2,
confirming the

√
q-dependence, and with n1/4 in agreement with Eq. (3.138). Further-

more, also patterns of graphene stacked nanodisks were investigated [54, 156, 157]. As
shown in Fig. 3.12(c) the plasmonic response was greatly amplified thanks to the multiple
layers. In these structures, the plasmonic response was measured in the infrared. Also
here the finite size of the nanostructures made sure that the momentum mismatch was
overcome. The plasmons that are obtained in these nanostructures are confined and can be
considered as standing waves rather than propagating.

Another way to overcome the momentum mismatch was recently proposed by Fei et al.
[57] and Chen et al. [58]. They used the tip of an atomic force microscope (AFM) to cou-
ple free-space photons to the Dirac electron liquid in graphene. As schematically shown in
Fig. 3.13, this excites Dirac plasmons in the graphene flake that propagate outward and are
reflected at the edges of graphene. The back-scattered radiation can be subsequently used
to yield resolved infrared near-field images of the plasmon. These near-field images har-
bour the information about the plasmon wavelength and how it propagates in the graphene
flake. This experimental set-up is called a scattering-type scanning near-field optical mi-
croscope (s-SNOM). The experiments revealed that the plasmon wavelength λpl is much
smaller than the free-space wavelength λ0 of the photon used to excite the plasmon. It was
found that the ratio is λ0/λpl ∼ 40 [58], which means that Dirac plasmons correspond
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Figure 3.13: (a) Schematic working principle of a scattering type SNOM set-up to excite plasmons.
(b) Real space image formed from the backscattered radiation showing the interference fringes of
the plasmon. Figure taken from Ref. [58].

to very strong light confinement. As a consequence, it has been shown that plasmons in
graphene can be used for very strong light-matter interaction [60]. This strong confine-
ment of graphene plasmons made it also possible to use a single-molecule as an atomic
antenna for the generation of Dirac plasmons [158].

The first experiments exciting graphene plasmons with a SNOM set-up were per-
formed on graphene on SiO2. However, later it was also used to investigate plasmons
in graphene encapsulated by hexagonal boron nitride [59]. This platform was shown to
be exceptional, featuring a confinement ratio of λ0/λpl ∼ 150 and plasmon lifetimes of
τ ∼ 500 fs, the longest Dirac plasmon lifetimes measured up to now.

Recently, another way of exciting Dirac plasmons was proposed. This method used
gold nanorods deposited on the graphene flake as antennas that couple to the incident light
[159]. The light, that is polarized along the length of the nanorod, induces a dipole, whos
radiation is leaked to a graphene flake as Dirac plasmon wavefronts as shown in Fig. 3.14.
Subsequently, the plasmons were imaged by a SNOM tip.

The fact that Dirac plasmons have such long lifetimes encouraged many proposals to
use them as a basis for plasmonic waveguiding [160]. Therefore, graphene can play a
leading role as a new platform for plasmonics [64, 66].
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Figure 3.14: Plasmon excitation making use of metal antennas. (a) Schematic set-up showing the
excitation of Dirac plasmons by an induced dipole in a gold nanorod and the subsequent imaging of
the wave fronts by a SNOM tip. (b) Real space image of the nanorods used to generate the plasmon
wavefronts imaged in (c) and (d) at the wavelengths as indicated. Image taken from [159].

3.4 Plasmarons in trilayer graphene

The chapter is ended with a short discussion about another way in which Dirac plasmons in
graphene have been observed, be it indirectly. Indeed, it was found that the conic energy
dispersion of graphene is accompanied by a second cone that is displaced in energy as
depicted in Fig. 3.15 [161]. The second cone is attributed to the existence of plasmarons
[162], a composite particle consisting of a charge carrier coupled to a plasmon. The reason
for the energy shift of the second cone is the additional binding energy that is required to
form the plasmon-particle composite.

As plasmons are collective excitations of the electron liquid and electrons are, natu-
rally, a part of this liquid, the interaction between plasmons and single electrons can lead
to strong effects on the self-energy of the particles [102, 161, 163]. Therefore, plasmarons
correspond to poles in the self-energy. In order to evaluate the effect of plasmons on the
single-particle energy dispersion, without the need of calculating the self-energy, Over-
hauser derived a simplified theory to account for the interaction of a (remote) electron
with plasmons in the electron liquid [164].

Using the Overhauser model, it has been shown that the plasmaron dispersion in
graphene can be calculated within second order perturbation theory [165]. In this analysis,
the electron-plasmon interaction was derived by making use of the f-sum rule introduced in



74 Optical response of a graphene flake

Figure 3.15: Plasmarons in monolayer graphene. (a) Normal unpertubed graphene energy spec-
trum. (b) and (c) Experimental ARPES spectra of doped graphene along the Γ - K direction. (d) -
(g) Cuts of the ARPES spectrum at constant energy as indicated. (h) Schematic representation of
the Dirac spectrum that is affected by plasmon-particle interaction. Image taken from Ref. [161].

Sec. 3.1.7 and describing the electron liquid as consisting of plasmons, rather than single-
particles [166]. It was shown that this method estimates the energy shift ∆E between the
plasmaron and the single-particle spectrum to be of the order of ∆E ∼ 50 − 150 meV.
This is in agreement with experiments [161, 163].

As discussed in Sec. 2.3, it is possible to stack multiple layers of graphene to form a
graphene multilayer. For bilayer graphene (BLG), stacked in a Bernal configuration [167],
the low-energy properties of the electrons turn from linear to parabolic. For this sys-
tem, it was possible to use the Overhauser model to estimate the energy shift between the
single-particle spectrum and the plasmaron energy spectrum to be about 100 meV [168].
Following the same method, also for trilayer graphene (TLG) the plasmaron spectrum was
evaluated [69]. As mentioned in Sec. 2.3, a rhombohedrally stacked graphene trilayer
has a cubic single-particle energy dispersion, εk ∼ k3. Therefore, also the plasmaron dis-
persion is cubic. In Fig. 3.16(a) the effect of electron-plasmon on the trilayer graphene
dispersion is shown. Its spectrum is shifted by ∆E ∼ 150− 200 meV [69].

Rhombohedrally stacked TLG make up about 15% of CVD [169] and exfoliated TLG
samples [170, 171]. The remainder has a Bernal stacking, which in the case of TLG means
that the top and bottom layer are exactly above each other and the middle layer is shited
over one inter-atomic distance [167]. The band structure of Bernal TLG does not have
a cubic dispersion, but consists of a linear and a hyperbolic band at low energy and two
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Figure 3.16: (a) Energy spectrum of rhombohedral TLG in the absence (dashed curve) and presence
(solid curve) of plasmon-particle interaction. (b) Energy spectrum of Bernal TLG in the absence
(left) and presence (right) of plasmon-particle interaction. Both panels are calculated for a total
electron density ne = 1013 cm−2 and substrate permittivity εs = 3.8.

additional hyperbolic bands at larger energy [82, 172]. In Fig. 3.16(b) the band structure
is shown. Also for Bernal TLG the Overhauser method has been used to calculate the
effect of electron-plasmon interaction. The result is shown in Fig. 3.16(b). The hyperbolic
band is shifted by ∆E ∼ 30− 150 meV, while the linear band is only affected by ∆E ∼
1 − 5 meV [69]. The reason for this difference is that the shift depends on the value of
the Fermi level, which is determined by the electron concentration. In TLG the electron
concentration is distributed over more bands, which results in a lower Fermi level and,
consequently, a smaller effect on the energy bands.





CHAPTER 4

Plasmons at large carrier doping

How are graphene plasmons affected by the
hexagonal symmetry of the lattice?

In the previous chapter, the properties of the Dirac plasmon were investigated in detail.
The presented analysis, however, relied on the Dirac cone approximation. This means that
the doping should remain small enough to be able to disregard the trigonal symmetry of
the graphene dispersion that becomes clear at larger values of the Fermi energy as shown
in the energy dispersion presented in Fig. 2.4. This chapter is devoted to the plasmonic
response of highly doped graphene samples and is an example of the robustness of the
Dirac plasmon.

Note that because large doping implies that EF ' t, the energy spectrum is strongly
trigonally warped. In this chapter the focus will be on the plasmonic limit, i.e. the limit for
small q and small ω. This means that although the Fermi levelEF is large, the characteristic
energy scale of the transitions taken into account is small. In the last part of this chapter
the robustness is shown to be sustainable up to larger values of q and ω.

The chapter is structured as follows: In Sec. 4.1 the density-density response function
for an arbitrary energy dispersion is derived in the long-wavelength limit. In Sec. 4.2 the
response function is calculated for the graphene energy spectrum using general symmetry
considerations and in Sec. 4.3 it is evaluated within a simplified model of a trigonally
warped cone. Finally in Sec. 4.4 the corresponding plasmons are calculated analytically
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and in Sec. 4.5 a numerical calculation that confirms the findings is presented.
About the work presented in this chapter a small paper is being written.

4.1 Response function
Outside the Dirac cone approximation, the density-density response function defined in
Eq. (3.26) needs to be adapted. If the total energy spectrum as defined in Eq. (2.15)
is accounted for, the sum in Eq. (3.26) runs over the entire first Brillouin zone and the
overlap function Dλλ′ (k,k + q) is changed as [173]∣∣∣Dfλλ′ (k,k + q)

∣∣∣2 =
1

2

(
1 + λλ′Re

[
fABk
|fABk |

fABk+q∣∣fABk+q

∣∣
])

. (4.1)

The function fABk is defined in Eq. (2.11). In this way the non-interacting response func-
tion can be calculated as

χ(0)
nn (q, ω) =

1

L2

∑
λλ′

∑
k∈BZ

∣∣∣Dfλλ′ (k,k + q)
∣∣∣2 nλk − nλ′k+q

~ω + ελk − ελ′k+q + i~η
. (4.2)

In Eq. (4.2), the sum runs over all wave vectors k in the first Brillouin zone.
The response function can be analytically calculated at T = 0 in the limit

q � 1

a
and ~vFq < ~ω � EF. (4.3)

In this limit, the overlap function becomes∣∣∣Dfλλ′ (k,k + q)
∣∣∣2 =

1

2

(
1 + λλ′ cos

[
arg
(
fABk

)
− arg

(
fABk+q

)])
,

≈ 1

2
(1 + λλ′) = δλ,λ′ . (4.4)

Therefore, only intra-band transitions are taken into account. Because the valence band
is completely filled, the Pauli exclusion principle prohibits intra-valence-band transitions
and therefore, only intra-band transitions in the conduction band contribute to the response
function. Next, because

ελk − ελk+q � ~ω, (4.5)

the denominator of the integrand from Eq. (4.2) can be expanded as

1

~ω + ελk − ελk+q + i~η
≈ 1

~ω

(
1− ελk − ελk+q

~ω
+O

[(
ελk − ελk+q

~ω

)2
])

. (4.6)
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Notice that Eq. (4.5) ensures that vF |q| < ω, which is, as seen previously, necessary to
obtain plasmons. Further, because of the smallness of q and the smoothness of ελk, the
difference between the energy levels of the k and the k + q state can be approximated as

ελk − ελk+q =
∑
i

qi
ελk − ελk+q

qi
≈ −q ·∇kελk. (4.7)

Finally, a similar procedure can be used to express the difference between the occupation
probability at T = 0 as

nλk − nλk+q =
∑
i

qi
nλk − nλk+q

qi
≈ δ (ελk − EF) q ·∇kελk. (4.8)

This yields an approximate expression for the response function

χ(0)
nn (q, ω) =

gs

L2

∑
k∈BZ

δ (εk − EF)
q ·∇kεk

~ω

(
1 +

q ·∇kεk.

~ω

)
. (4.9)

In Eq. (4.9) the summation over the band variable λ and λ′ has been performed and
dropped from the notation, i.e. εk ≡ ε+1k. Further the spin degeneracy has been accounted
for through gs = 2.

4.2 Calculation in the valley basis
In the derivation presented in the previous section, apart from the smoothness, there has
been no assumption on the specific form of ελk. Eq. (4.9) shows that the response function
depends on the sum over the (trigonally warped) Fermi circle of the projection of the wave
vector q on the gradient of the energy spectrum. Up to second order in q, Eq. (4.9) can be
written as

χ(0)
nn (q, ω) = χ(0),1

nn (q, ω) + χ(0),2
nn (q, ω) , (4.10)

where

χ(0),j
nn (q, ω) =

gs

L2

∑
k∈BZ

δ (εk − EF)

(
q ·∇kεk

~ω

)j
. (4.11)

For graphene, if EF < t, the Fermi circle consists of two closed curves centred around
the two Dirac points K and K ′ that determine the energy valleys as shown in Fig. 4.1.
Notice that the two disjunct curves can be mapped onto each other by the transformation
θ → θ+π, where θ is the angle with the kx-axis. This means that the summation over both
curves will return the same quantity and, therefore, can be included as a valley degeneracy
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Figure 4.1: Fermi circles in graphene in reciprocal space for Fermi energies up to t. (a) The black
dashed hexagon denotes the first Brillouin zone. The shaded triangles indicate the two energy val-
leys. Note that parts of the shaded energy valleys are outside the first Brillouin zone. They however
represent the neighbourhood near the other two equivalent Dirac points and can be connected with
a reciprocal lattice vector. (b) Zoom around the K-point with the arrows indicating ∇εk on the
energy contour.

factor gv = 2. Further, because the graphene lattice has a hexagonal structure, the system
is invariant under a rotation of an integer times φ3 = 2π/3. This symmetry is readily
reflected in the energy spectrum shown in Fig. 4.1.

Upon explicitly calculating the first expression for the response function Eq. (4.11),
one obtains

χ(0),1
nn (q, ω) = Nf

∫ 2π

0

dθ

2π

∫ ∞
0

dk

2π
kδ (εk − EF)

q ·∇kεk
~ω

,

=
Nfq

(2π)2 ~ω

∫ 2π

0

dθkF (θ)
|∇kεk|kF(θ)

|∂kεk|kF(θ)

cos (θq,∇) . (4.12)

Here, Nf = gsgv as before, kF (θ) is the Fermi vector describing the Fermi circle as shown
such that εkF(θ) = EF, ∂k denotes the partial derivative with respect to the magnitude of
the vector k, the notation |. . .|kF(θ) denotes evaluation at k = kF (θ) and θq,∇ is the angle
between the wave vector q and the gradient of the energy.
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Now one can use the symmetry of the system to rewrite the angular integration as∫ 2π/3

0

dθkF (θ)
|∇kεk|kF(θ)

|∂kεk|kF(θ)

[cos (θq,∇) + cos (θq,∇ + φ3) + cos (θq,∇ + 2φ3)] = 0.

(4.13)
Because of the symmetry under a rotation over a multiple of φ3, the integrand is also invari-
ant except for the angle θq,∇. As a consequence, the sum of the three cos terms appearing
between the brackets vanishes for every angle θq,∇ and the first order contribution is zero.
This is shown in Fig. 4.1(b) where the direction of the gradient of the energy spectrum is
shown on different energy contours. It is clear that one can combine the different vectors
in groups of three that all cancel each other.

The second order contribution is

χ(0),2
nn (q, ω) =

Nfq
2

(2π)2 (~ω)2

∫ 2π

0

dθkF (θ)
|∇kεk|2kF(θ)

|∂kεk|kF(θ)

cos2 (θq,∇) . (4.14)

The cos2 term can be rewritten as cos2 (θq,∇) = 1
2

(1 + cos (2θq,∇)). Subsequently, the
contributions of the cosine terms cancel due to trigonal symmetry and, therefore, up to
second order in q, the density-density response function is

χ(0)
nn (q, ω) ≡ χ(0)

nn (q, ω) =
D (EF)

2π

q̄2

2ω̄2

1

~vF

∫ 2π

0

dθk̄F (θ)
|∇kεk|2kF(θ)

|∂kεk|kF(θ)

. (4.15)

Here q̄ and ω̄ are the usual dimensionless wave vector and frequency and the angular Fermi
wave vector is k̄F (θ) ≡ ~vFkF (θ) /EF. Furthermore, it was made explicit that the result
does not depend on the angle of q in the system. Note that this is solely due to the trigonal
symmetry of the crystal.

4.3 Response function of a warped conic spectrum
In the previous section it has been shown on general grounds that the trigonal lattice sym-
metry exactly cancels all angular contributions of the wave vector q to the response func-
tion. However, it is clear that the trigonal warping at large Fermi levels still affects the
magnitude of the response function. The effect is quantified in this section for a simple
trigonally warped spectrum.

To second order in k, the energy spectrum around the K point is [72]

εk = ~vFk

(
1− ka0

4
cos (3θ)

)
. (4.16)
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In Eq. (4.16), θ is the angle with the kx-axis. In this expression, a0 can be used as a knob
to turn on and off the trigonal warping at constant ~vF. Notice that although next-nearest-
neighbour hopping also affects the energy spectrum up to second order in k by introducing
an electron-hole symmetry breaking term [72], this has been neglected in the presented
model because it does not qualitatively change the physical picture. Fig. 4.2 compares the
full energy spectrum from Eq. (2.15) with the trigonally warped approximation from Eq.
(4.16). The approximation holds for energy values up to EF ' 0.8t.

Corresponding to the energy spectrum, one can determine a Fermi wave vector kF (θ)
that depends on the angle θ with the kx axis. Form Eq. (4.16) this becomes

kF (θ) = 2
1−

√
1− E ′F cos (3θ)

a0 cos (3θ)
, (4.17)

where E ′F ≡ EFa0/ (~vF) = 2EF/(3t) is the dimensionless parameter controlling the
strength of the trigonal warping. Notice that in the limit a0 → 0 the unwarped definition
for the Fermi wave vector is reobtained.

The integrand of Eq. (4.15) can be calculated as

kF (θ)
|∇kεk|2kF(θ)

|∂kεk|kF(θ)

= kF (θ)

(
|∂kεk|kF(θ) +

|k−1∂θεk|2kF(θ)

|∂kεk|kF(θ)

)
, (4.18)

where ∂θ denotes the partial derivative with respect to the angle θ. The two terms in brack-
ets are

|∂kεk|kF(θ) = ~vF

√
1− E ′F cos (3θ), (4.19)

|k−1∂θεk|2kF(θ)

|∂kεk|kF(θ)

=
9

4
~vF

(√
1− E ′F cos (3θ) +

1√
1− E ′F cos (3θ)

− 2

)
tan2 (3θ) .

(4.20)

In Fig. 4.2 the numerical evaluation of the angular integral in Eq. (4.15) is shown and
compared with the unwarped spectrum. It is clear that only at Fermi levels approaching
the hopping parameters t, the contribution of the trigonal warping terms become important.

4.4 Plasmons in a trigonally warped spectrum
From Eq. (4.15), it is immediately clear that the plasmon dispersion does not obtain an
angular dependence due to trigonal warping. The plasmon dispersion can be calculated as

ωpl (q) =

√
2D (E ′F )

ε
q , (4.21)
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Figure 4.2: (a) Energy contours of the full dispersion (dashed curves) and the approximate disper-
sion from Eq. (4.16). (b) Ratio of the response function with trigonal warping with respect to the
unwarped response function as indicated in the legend.

where D (E ′F) is the graphene Drude weight as defined in Eq. (3.139) but renormalised
due to trigonal warping. This equation makes clear that trigonal warping affects the plas-
mons by renormalizing the Drude weight. In Fig. 4.3 the plasmon dispersion is shown for
different values of the Fermi level. Only for large chemical potential there is a discernable
effect of the trigonal warping.

The integral can be determined analytically by expanding the integrand in powers of
the dimensionless parameter E ′F. Up to second order one obtains

k̄F = 1 +
1

4
E ′F cos (3θ) +

1

8
E ′2F cos2 (3θ) , (4.22)
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2
E ′F cos (3θ)− 1

8
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)
+O
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]
, (4.23)

|k−1∂θεk|2kF(θ)
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9

16
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F sin2 (3θ) +O

[
E ′3F
]
. (4.24)
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Figure 4.3: Plasmon dispersion in a trigonaly warped spectrum. The solid curves are the unwarped
results, the dashed curves correspond tot the result with warping taken into account up to third
order.

Therefore the integral becomes

χ(0)
nn (q, ω) =

D (EF)
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q̄2
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1 +

9

16
E ′2F −

1

4
E ′F cos (3θ)− 13

16
E ′2F cos2 (3θ)

]
= D (EF)

q̄2

2ω̄2

[
1 +

5

32
E ′2F +O

[
E ′4F
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. (4.25)

Notice that any odd power in E ′F will be accompanied by an odd power of a cos (3θ) or
sin (3θ) and will therefore not contribute due after angular integration. Subsequently, the
response function is up to third order in EF/t

χ(0)
nn (q, ω) = D (EF)

q̄2

2ω̄2

[
1 +

5

72
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EF

t

)4
]]

. (4.26)

In Fig. 4.2 the response function from Eq. (4.26) is compared with the full numerical
solution that was obtained by performing the integration from Eq. (4.15). It is clear that
this approximation describes the full solution very well.

Using Eq. (4.26), one can now calculate the renormalisation of the Drude weight due
to trigonal warping. The result is:

D
(
EF

t

)
= DMDF

[
1 +

5

72
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+O

[(
EF

t

)4
]]

. (4.27)
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4.5 Numerical analysis outside the small q and ω limit
Up to now, the analysis of the response function and the corresponding plasmons was per-
formed in the plasmonic limit, i.e. ~vFq < ~ω � EF. In order to show that the invariance
of the plasmon dispersion under rotation with respect to the crystal is not an artefact of the
approximation, the full integral from Eq. (4.2) was performed numerically over the entire
graphene Brillouin zone for an electron doping of EF = 2 eV. This corresponds to a carrier
concentration n ' 3 × 1014 cm−2, which corresponds to the current upper boundary for
chemical doping [100].

In Fig. 4.4 the plasmon dispersion is shown for several angles between for the entire
range of q and ω up to the intersection of the plasmon with the inter-band particle-hole
continuum. It is clear that also for large momentum and frequency the plasmon dispersion
remains unaffected by trigonal warping.

Recently, the plasmon dispersion has been calculated for a graphene flake under strain
[140]. There it was noted that the dispersion does change with the direction of the wave
vector q. This shows that it is the trigonal symmetry of the lattice that protects the plasmon
dispersion from being affected by warping. If the symmetry is broken, then the dispersion
does acquire an angular dependence. Vice versa, this effect could be used to measure the
strain in a graphene flake by examining the plasmon dispersion in different directions.



86 Plasmons at large carrier doping

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

Figure 4.4: Numerically obtained plasmon dispersion for arbitrary angles with respect to the kx-
axis as indicated. The numerical calculation shows that the dispersion does not depend on the
angle of q in the plane. The calculation was performed with the numerical code that previously
determined the effect of strain on the density response function [140].



CHAPTER 5

Plasmons in topological graphene superlattices

How can one excite charge neutral plasmons
by valley polarising a graphene flake?

This chapter is devoted to the discussion of plasmons in a graphene flake that is de-
posited on, or encapsulated by, slabs of hexagonal boron nitride (hBN). Research on
graphene/hBN (g/hBN) heterostructures has recently been surging at a tremendous pace
after the discovery that in this way one can make ultra-clean samples with exceptionally
high carrier mobilities. However, the hBN environment also affects the electronic prop-
erties of the graphene flake. Being a hyperbolic metamaterial, it has an unusual optical
response that couples to the graphene plasmons in certain frequency ranges. Finally, the
substrate also affects the crystallographic properties of graphene and changes the topolog-
ical character of the energy bands by introducing a hexagonal superlattice.

It is clear that the g/hBN system is very rich in its physical processes and therefore very
interesting as an application of the LRT framework developed in the previous chapter. In
this chapter, first a small review about the current research on g/hBN is given in Sec.
5.1 and then the origin of the peculiar structural properties that endow the graphene flake
with a hexagonal superlattice is discussed in Sec. 5.2. The electronic properties of a valley
imbalanced graphene system are outlined in Sec. 5.4 and the RPA theory for such a system
is derived in Sec. 5.5. To describe the effect of the hBN environment on the e-e interaction
in the graphene flake, the dielectric properties of hBN are discussed in Sec. 5.6 and finally
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the nature of plasmons in topological graphene superlattices is exemplified by numerical
calculations in Sec. 5.7.

The research presented in this chapter will be published together with a study on edge
plasmons in graphene superlattices as a joint publication.

5.1 Graphene and hBN, an ideal match

The peculiar electronic properties of graphene, as discussed in the previous chapter, were
calculated for ideal hexagonal systems free from impurities, disorder, lattice deformations,
special environmental conditions and much more. In an experimental set-up, however,
one needs to be able to position and gate the graphene flake in the correct way in order
to measure the proposed physics. In the early days, graphene was deposited on SiO2 for
mobility measurements. However, the SiO2 substrate strongly affects the ideal graphene
lattice by introducing structural deformations due to the rough surface of SiO2 [174] or
electron-phonon scattering [175]. Also charged impurities [176] and adsorbates [177]
strongly limit the carrier’s mobility. Mobilities in graphene on SiO2 are typically of the
order of µ ∼ 104 cm2 V−1s−1 [34], which is an order of magnitude below the theoretical
limit of µ ∼ 2 × 105 cm2 V−1s−1 for graphene at room temperature where the mobility
is limited due to intrinsic electron-phonon interaction[36]. It is possible to boost this
number by suspending a graphene flake such that the substrate does not interfere with the
electronic properties. It was shown that suspended samples that are annealed by a strong
current feature a mobility of the order of µ ∼ 1.2× 105 cm2 V−1s−1 at room temperature
[178]. However, these suspended structures are often very fragile and, therefore, not very
useful in experiments and applications.

In the search for better experimental set-ups to probe and use graphene’s charge carri-
ers, recently it was shown that exfoliated graphene deposited on hexagonal boron nitride
gives very good results. This is due to the fact that the hBN surface can be made atomi-
cally smooth and is chemically inert [45]. It was shown that g/hBN can exhibit transport
mobilities of the order of µ ∼ 1.4 × 105 cm2 V−1s−1 [45]. This results in charge carriers
that behave essentially ballistic over distances of the order of a micrometer [179] at room
temperature.

Apart from featuring very high transport mobilities, the cleanness of the g/hBN struc-
ture also makes it a very good platform for the study of Dirac plasmons. Recently, a study
of plasmons in graphene on hBN confirmed this by measuring record Dirac plasmons life-
times in graphene encapsulated by hBN and that the plasmons feature an extraordinary
strong electric field confinement [59, 153]. Another study showed that the peculiar band-
structure of g/hBN induces additional plasmon features in the infra-red [180]. The study
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of the plasmonic response of g/hBN structures is therefore very promising [143]. This
chapter investigates Dirac plasmons in g/hBN structures within the RPA framework. The
results of the study can be verified in existing optical set-ups.

5.2 Crystal and electronic structure of graphene on hBN

5.2.1 Commensurate and incommensurate stacking
If one positions a graphene flake on top of an hBN substrate, the two crystals interact with
each other through van der Waals interaction between the surface atoms of hBN and the
atoms in graphene, forming a so-called van der Waals heterostructure [47]. Both graphene
and hBN have a hexagonal crystal structure, therefore, one can align the crystals in three
possible commensurate configurations when stacking the two layers on top of each other.
The first one consists of stacking carbon atoms on top of the boron atoms while the other
carbon and nitrogen atoms are in the middle of the hexagon of the two crystals. This will
be called BA-stacking and is energetically the most stable configuration [181]. However,
one can also reverse it and stack a carbon atom on nitrogen, AB-stacking, or the two carbon
atoms on top of both boron and nitrogen atoms, AA-stacking. The latter two are less stable
than the former and, therefore, one expects the former to appear naturally.

However, the inter-atomic distance in the two crystals is slightly different. The ratio
between the two lattice constants is ahBN

0 /ag
0 − 1 ≈ 1.8% [182]. Therefore, it is clear

that BA-stacking cannot persist over the entire system. Furthermore, the exact stacking
of the layers also depends on the positioning of the two hexagonal lattices with respect to
each other. One can combine the two materials such that the crystallographic axes of the
graphene flake makes an angle of θs with those of the hBN. This provides a parameter that
can be tuned to adjust the crystallographic alignment and it will turn out to be detrimental
for the electronic properties of the system.

The first experiments of graphene on hBN showed that the graphene flake behaves
electronically decoupled from the hBN crystal [45]. In the low energy sector, the graphene
charge carriers still have a linear and gapless dispersion. However, later on it was shown
that for larger electron energies, the spectrum does change and new so-called satellite
Dirac points appeared at large energy [183, 184]. These satellite Dirac points were subse-
quently shown to stem from the superperiodic potential imposed on the graphene flake by
the hBN [185].

The superperiodic potential arises due to the small lattice mismatch between the graphene
and the hBN. As shown in Fig. 5.1(a) and (b), the stacking of two perfect crystals with
slight difference in lattice constant on top of each other leads to the formation of so-called
Moiré patterns [183, 186]. The size of these patterns depends on the angle θs. The ad-
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Figure 5.1: Schematic picture of the different possible stackings of graphene (black lattice) on hBN
(red lattice). (a) Exact band alignment without structural relaxation of graphene. (b) A system
where the two crystals are rotated with respect to each other. (c) A system of BA-stacking regions
with stacking boundaries.

ditional periodicity imposed by the Moiré patterns changes the electronic spectrum by
folding the bands above the graphene Brillouin zone back into the superlattice Brillouin
zone (sBZ) [80]. Because the Moiré pattern is hexagonal, the sBZ also acquires a hexago-
nal shape with a similar system of high symmetry points as mentioned in Sec. 2.1.2. This
is schematically shown in Fig. 5.2(a). In the corners of the sBZ the band energy bands
touch each other again in a linear fashion, producing the satellite Dirac points as shown
in Fig. 5.2(b). The generation of the satellite Dirac points was shown to hold for every
hexagonal superperiodic potential applied to graphene [185].

Depending on the angle between the crystallographic axes of the two materials, the size
of the Moiré pattern changes. Furthermore, for a fixed angle θs, the pattern can be seen
as a system with local patches of AB-, BA- and AA-stacking and a continuous transition
between these regions defined by the Moiré pattern. If the angle θs decreases to zero,
however, a new type of crystal structure appears. As mentioned before, the energetically
most favourable configuration is BA-stacking. Due to the difference in lattice constant
between the graphene and hBN, also at θs = 0 some kind of Moiré pattern is formed
where there is a continuous transition between the three different stacking possibilities as
shown in Figs. 5.1 (a) and (b). However, as the AA- and AB-stacking is energetically
unfavourable, it is possible that locally the bond lengths of the graphene flake adapt to the
length of the hBN crystal. This change in graphene crystal structure builds up a local strain
that is relaxed at lattice domain walls [181, 182]. This situation is shown in Fig. 5.1 (c).
The transition between the configuration with a Moiré pattern (labelled an incommensurate
state) and the configuration with hexagonal regions of BA-stacking separated by domain
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Figure 5.2: (a) Superlattice Brillouin zone (green) in reciprocal space around one of the K points
of the normal graphene Brillouin zone (blue). The new high symmetry points are indicated. (b)
Energy dispersion of graphene on hBN in the sBZ. At the superlattice K-points, the bands touch
each other. This figure was adapted from Ref. [142].

walls (labelled a commensurate state) was found to occur at angles of the order of θs ' 1◦

[182]. Notice that both configurations can be modelled by applying a periodic potential to
a graphene flake and therefore in both situations satellite Dirac points will occur. However,
in the commensurate state this is accompanied by a global band gap because the different
boron and nitrogen atoms affect the two graphene sublattices differently and therefore
break the sublattice symmetry in all parts of the graphene flake in the same way [187].

Recently, it was shown that systems with commensurate stacking feature long-range
topological currents that flow transversely to the applied electric field even in the absence
of a magnetic field [187]. By very accurately aligning the edges of the graphene and hBN
samples into a commensurate stacking, Gorbachev et al. measured a non-local voltage in
the absence of a magnetic field when the Fermi level was tuned in the global band gap of
the material. This signals a charge neutral valley current. The charge neutral valley current
is a direct consequence of the topological properties of the Bloch bands as explained in
the next section [188].

In this chapter, a g/hBN heterostructure with a commensurate stacking is considered.
This kind of stacking is also called topological stacking since it bestows the energy bands
with a topological character. The next section explains the origin of the topological struc-
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ture and the appearance of a finite Hall conductivity that explains the valley currents ob-
served in Ref. [187].

5.2.2 Topology of a gapped graphene system
The effect of a different potential to the two sublattices in graphene can be included in the
continuum Hamiltonian Eq. (2.16) as a term proportional to σz:

Hξ
k = ~vF (ξσxkx + σyky) + ∆σz . (5.1)

In this Hamiltonian ξ = ±1 denotes the two energy valleys. In this case the system has a
gap of 2∆ and an energy spectrum

ελk ≡ λεk = λ
√

(~vFk)2 + ∆2 . (5.2)

Here, λ = ±1 denotes the conduction (valence) band. The corresponding eigenstates are
in the sublattice basis

Ψξ
λk =

1√
2εk (εk + λ∆)

(
∆ + λεk

~vF (ξkx + iky)

)
. (5.3)

For this system the Hall conductivity σxy will be calculated. The valley resolved Hall
conductivity is related to the Berry curvature of the Bloch bands Ωkxky as [189, 190]

σξxy =
gse

2

~
∑
λ=±1

∫
dk

(2π)2 Ωλ,ξ
kxky

fD(ελk, µ, T ), (5.4)

where e is the elementary charge and gs = 2 accounts for the spin degeneracy. The Berry
curvature can be calculated as

Ωλ,ξ
kxky

= ∂kxA
λ
y − ∂kyAλx, (5.5)

where ∂kj is the derivative with respect to kj and Aλ is the so-called Berry connection
defined as

Aλj = i
〈
ψλk

∣∣∂kj ∣∣ψλk〉 . (5.6)

This allows to calculate the Berry connection for the gapped Dirac system under consid-
eration as

Aλx =
~vFky

2εk (εk + λ∆)
and Aλy =

−~vFξkx
2εk (εk + λ∆)

. (5.7)
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Finally, the Berry curvature is obtained

Ωλ,ξ
kxky

=
ξλ (~vF)2 ∆

2ε3
k

. (5.8)

Using Eqs. (5.4) and (5.8), the valley resolved conductivity can be calculated. If the
system is undoped, such that the Fermi level lies in the gap, the Hall conductivity becomes
at T = 0

σξ,uxy = ξgs
e2

2h

∆

|∆|
= ξgs

e2

2h
sgn (∆) . (5.9)

This result shows that the Hall conductivity is non-zero if the Fermi level is in the gap.
However, the total Hall conductivity does vanish since the contributions of the two valleys,
ξ = ±1 compensate each other. If the Fermi level is larger than the gap, i.e. EF > ∆, then
the conduction band is occupied and the Hall conductivity becomes

σξ,EF
xy = σξ,uxy +

gse
2

h
ξ∆

∫ ∞
0

dk
(~vF)2 k

2ε3
k

Θ [EF − εk]

= σξ,uxy + gs
e2

2h
ξ∆

[
1

EF

− 1

|∆|

]
= ξgs

e2

2h

∆

EF

. (5.10)

As a result, one sees that the Hall conductivity decreases inversely proportional to the
Fermi level. Therefore, the effect is strongest when the Fermi level is close to the edge of
the gap.

The Hall conductivity is related to the transverse current-current response function as
defined in Sec. 3.1.8 in the same way as the longitudinal current-current response function
is related to the optical conductivity σxx. The Hall conductivity describes the response
of the electron liquid to an external electric field in the direction perpendicular to that
electric field, i.e. Jx = σxyEy. The preceding calculations, however, showed that the Hall
conductivity is opposite in both valleys and, therefore, the response to an applied electric
field will also be opposite in theK andK ′ valleys. Now one can define the so-called valley
current Jv as

Jv
x = JKx − JK

′

x = σv
xyEy. (5.11)

This current is charge neutral since the same amount of charge propagates in opposite
direction. However, its response can be measured by a non-local resistance measurement
as shown in the left panel of Fig. 5.3. The quantity σv

xy is twice the single valley Hall
conductivity. The energy dependence of the Hall conductivity is shown in the right panel
of Fig. 5.3.
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Figure 5.3: Left: Set-up to measure the non-local resistance due to the valley current. The orange
arrows depict the flow in the K valley while the green arrows correspond to the K ′ valley. The
resistance is measured over contacts 3 and 9, while the current flows from contact 8 to 4. The
perpendicular current component is generated due to a non-zero Hall conductivity and flows oppo-
sitely in both valleys. This figure is adapted from Ref. [187]. Right: Fermi level dependence of the
valley Hall conductivity σv

xy.

Notice that the valley current is generated solely by the band topology. However, in
contrast with the commonly known topological states that live at the edge of a topological
insulator, this valley current is a bulk current. Therefore, it only occurs when the Fermi
level is tuned in the conduction or valence band and, in contrast with topological states,
the corresponding Hall conductivity is not quantized as shown in Eq. (5.10). Therefore
this material is sometimes dubbed a topological conductor and the currents are called
topological currents [187].

As shown in Eq. (5.4), the conductivity is defined as an integration of the Berry curva-
ture over reciprocal space. In the example at hand, the Hamiltonian is an effective model
and was integrated over the entire 2D plane. In the case of g/hBN, however, one needs
to perform the integration over the sBZ. Recently, it was noted that the way in which
the Berry curvature is distributed over the sBZ depends on whether the stacking is com-
mensurate or incommensurate. As shown in Fig. 5.4, if the stacking is commensurate,
the contribution of the Berry curvature of the same band has the same sign throughout
the band, while for an incommensurate system the contribution near the original Dirac
point compensates that of the satellite Dirac points. Therefore, the total so-called Chern
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Figure 5.4: Schematical picture of the distribution of the Berry curvature over the energy bands
of graphene on hBN for commensurate stacking (left) and incommensurate stacking (right). The
Berry curvature is shown as a shading which is blue for a positive contribution and red for a negative
contribution. It is clear that the Berry curvature is the largest near the edge of the Bloch bands.
These regions are called the Berry curvature hot spots. Figure adapted from Ref. [188].

invariant Cv, defined as

Cv =

∫
sBZ

dk

2π
Ωλ,ξ
kxky

, (5.12)

vanishes in the incommensurate case while it equals ±1 in the commensurate case. Bands
with a non vanishing Chern invariant are called topological bands and are of interest be-
cause they feature measurable topologically induced effects that are not compensated for
opposite Berry curvature in an other part of the band. The topological currents detected
in Ref. [187] were shown to be present in g/hBN in a commensurate stacking while not
detectable in an incommensurate stacking.

5.2.3 Valley selective optical pumping
Having a different Hall conductivity in the two valleys allows to optically pump the two
valleys separately by using circularly polarised light. Indeed, it was shown that for gapped
graphene, the transition amplitude for inter-band processes near the Dirac point reduces to
[191]

|P± (k)|2 ∼
(

1∓ ξ∆

εk

)2

, (5.13)

where P± (k) =
〈
ψ1k

∣∣∣k̂x ± ik̂y∣∣∣ψ−1k

〉
denotes the transition by a right-handed (left-

handed) polarised light source. The response of the system is different because of the finite
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Berry curvature [191]. Eq. (5.13) shows that the response is valley selective. If the Fermi
level is tuned just above the gap, ∆/εk ≈ 1, and then the K valley can be pumped by
left-handed polarised light only while the K ′ valley is affected by right-handed polarised
light.

The interplay of the Berry curvature and the circular polarisation of light therefore
leads to valley selective interaction and if the frequency of the light is larger than the band
gap 2∆, it is possible to valley selectively pump carriers from the valence band in the
conduction band. Valley selective pumping was shown before to be possible in a similar
gapped system with two valleys, namely MoS2 [192, 193]. It is expected that the same is
also possible in graphene on hBN with topological bands.

In the remainder of this chapter, the plasmonic response of a valley imbalanced system
is discussed. This system can be created by valley selective pumping as discussed above
or by populating the two valleys in a different way by e.g. valley selective transport [194,
195].

5.3 Model of the energy bands
The charge carriers in g/hBN are modelled as moving in a superlattice formed by stacking
boundaries which can be described by an effective Hamiltonian as [188]

H = ~vFσ · k + ∆(r)σz , (5.14)

where vF ' 106 m/s is the graphene Fermi velocity, k is the carrier’s 2D wave vector,
σi are the Pauli matrices and ∆(r) describes the hBN coupling to graphene as a periodic
scalar potential

∆(r) = ∆g +m3

3∑
j=1

cos(bj · r) . (5.15)

In Eq. (5.15), ∆g is the global band gap in the system and m3 describes the Bragg scat-
tering that introduces the avoided crossings at the edge of the superlattice Brillouin zone
(sBZ) with bj the reciprocal lattice vectors of the superlattice. For a commensurate stack-
ing the signs of ∆g and m3 are equal, which was shown to be the origin of the finite Chern
invariant of the topological Bloch bands [188]. Furthermore, the value of the global band
gap has been measured [187] to be about 2∆g ' 30 meV. This value will be used in the
calculations presented in this chapter.

Due to the superlattice potential the energy spectrum is folded into a smaller Brillouin
zone, the sBZ, around the K and K ′ points in reciprocal space. This hexagonal sBZ has
new points of high symmetry that we denote by Γ̃, K̃(′) and M̃ as shown in Fig. 5.2. The
Γ̃ point coincides with the old K(′) point.
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In Fig. 5.5 the energy bands εk are shown along the high symmetry points of the sBZ
for both valleys in the case of commensurate stacking. At large energy, one notices that
the spectrum features mini Dirac points that are gapped due to the finite value of m3. At
the Γ̃ point the spectrum is also gapped by the global gap ∆g. On top of the numerically
calculated energy bands, the results of an approximative model are shown as a dashed
green curve. This model neglects the superlattice potential from Eq. (5.14) and only
retains the global gap ∆g such that the Hamiltonian reduces to the one shown in Eq. (5.1).
It is clear that this approximative model describes very well the energy spectrum up to
εk ' ±300 meV. Furthermore, the advantage of the use of this model is that the energy
spectrum can be expressed analytically as

ελ,k = λ
√

(~vFk)2 + ∆2 . (5.16)

In Eq. (5.16), ∆ is the energy gap in the system and λ = 1 (−1) denotes the conduction
(valence) band. Note that this ∆ is not necessarily equal to the global gap ∆g defined in
Eq. (5.15).

The presence of mini-cones at the superlattice Dirac points have previously been shown
to induce a peculiar plasmonic response with the plasmons morphing from a hole-like
plasmon for Fermi level just below the crossing to an electron-like just above it [142].
Furthermore, it was shown that new plasmon modes in the IR appear due to transitions
related to these mini-cones [196]. In this chapter, the focus will be on samples with a
Fermi level that is low enough not to be affected by the mini-cones.

5.4 Electronic properties in a valley imbalanced system
Without loss of generality, an electron doped system is considered. The hole response
can be easily found by using particle-hole symmetry. If the conduction band has a carrier
concentration of ntot, then the corresponding Fermi level EF at T = 0 is given by

EF = ~vF

√
4π
ntot

Nf

+ ∆ . (5.17)

In Eq. (5.17), Nf is the number of Fermion flavours. In an unpolarised system, both spin
components and both valleys are degenerate, so then Nf = gsgv = 4 where gs(v) are
respectively the spin and valley degeneracy factors. However, when only one valley is
considered, the valley resolved Fermi level Eξ

F is easily inferred as

Eξ
F = ~vF

√
4π
nξ
gs

+ ∆ . (5.18)
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Figure 5.5: Energy spectrum along the high symmetry points of the sBZ. The black-red curves show
the spectrum with the minicones at large energy. The green dashed curve shows the approximate
dispersion given by Eq. (5.16). In this plot, the parameters 2∆g = 30 meV and m3 = 0 were used.

In Eq. (5.18), ξ = K (K ′) denotes the valleys as usual and nξ is the valley resolved carrier
concentration such that ntot = nK + nK′ .

If circularly polarised light impinges on the sample, it is possible to promote additional
carriers from the valence band to the conduction band in only one valley as shown in
Fig. 5.6. Then there exists an additional occupation of the conduction band in that valley
while the valence band is partly depleted. Subsequently, the thermally excited carriers cool
down and can reoccupy the holes in the valence band. However, due to the interaction with
the hBN phonons, it is also possible that conduction band carriers from the other valley
fill the valence band (green arrow). The end result will be a valley imbalanced system
where there is a difference in carrier concentration between the two valleys denoted by
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δn = nK − nK′ . This results in a valley polarisation P :

P =
δn

ntot

. (5.19)

The polarisation P runs from −1 to +1 denoting that the K ′ to K valley is completely
polarised, respectively. If the total number of charge carriers is kept constant, one can
determine the valley resolved Fermi level as

Eξ
F(P ) =

√
(~vFk

ξ
F(P ))2 + ∆2 , (5.20)

where kξF(P ) = k0
F

√
1 + ξP is the Fermi wave vector with k0

F ≡
√
πntot the Fermi wave

vector of the unpolarised system.
The mechanism described in this section is only one of many possible ways to achieve

valley polarisation. Many other different mechanism have been proposed in literature that
are capable of creating a valley imbalanced system [194, 195]. In the remainder of this
chapter, it is assumed that the system is valley polarised, irrespective of the origin of the
polarisation.

5.5 RPA theory of valley plasmons

5.5.1 Response functions and eigenmodes
The RPA density response function for an electron fluid with only one fermion flavour was
previously defined in Eq. (3.120). This equation can be rewritten as(

χRPA
nn (q, ω)

)−1
=
(
χ(0)
nn (q, ω)

)−1 − vq. (5.21)

If different constituents of the electron fluid respond differently to external scalar poten-
tials, then this can be accounted for in a matrix version of this equation by defining valley
resolved density-density response functions. In the present case, there is a different non-
interacting response function for each valley which are labelled χ(0)

K∆ and χ(0)
K′∆ for the

respective valleys. Even though the particles cannot scatter into the other valley, they still
interact via e-e interactions which should be accounted for on the RPA level. Therefore,
there will be two RPA response functions accounting for intra-valley e-e interactions, la-
belled χKK and χK′K′ , respectively, and two that account for inter-valley interaction and
which are labelled χKK′ and χK′K . Because Coulomb interaction is blind for the differ-
ences in valleys, the e-e interaction is the same between all species. Based on these con-
siderations, the RPA valley resolved density-density response functions χξξ′ are connected
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Figure 5.6: Schematic presentation of valley selective optical pumping and carrier relaxation. The
top row shows the excitation of carriers in one valley resulting in the excited state depicted on the
second row. Subsequently, the created hole in the valence band can be filled by carriers from the
conduction band from the same valley (red arrow) or by carriers from the other valley via interaction
with hBN phonons (green arrow). This results in a valley polarised system with concentration
difference δn as shown in the third row.

by the matrix equation [102]

[
χKK χKK′
χK′K χK′K′

]−1

=

[
χ

(0)
K∆ 0

0 χ
(0)
K′∆

]−1

− Vq,ω
[

1 1
1 1

]
. (5.22)

In Eq. (5.22), Vq,ω is the 2D Coulomb interaction in the graphene sheet that accounts
for the dielectric environment and is defined as Vq,ω = vq/εhBN(q, ω). Notice that hBN
has a peculiar dielectric function εs(q, ω) that depends on both the wave vector q as the
frequency ω [197]. This will be commented on in a next section.
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Calculating the inverse matrix on the left-hand side of Eq. (5.22), one finds[
χKK χKK′
χK′K χK′K′

]
=

1

εRPA
∆ (q, ω)

 χ
(0)
K∆

(
1− Vq,ωχ(0)

K′∆

)
Vq,ωχ

(0)
K∆χ

(0)
K′∆

Vq,ωχ
(0)
K∆χ

(0)
K′∆ χ

(0)
K′∆

(
1− Vq,ωχ(0)

K∆

)  .
(5.23)

Here, the RPA dielectric function is defined as

εRPA
∆ (q, ω) = 1− Vq,ω

(
χ

(0)
K∆(q, ω) + χ

(0)
K′∆(q, ω)

)
. (5.24)

The role of the function χξξ′ is clear, it describes the response of the density in valley ξ to
an external potential that affects the density in valley ξ′. If an external potential affects the
system in a valley independent way, one is more interested in the function

χRPA
nn =

∑
ξξ′

χξξ′ =
χ

(0)
K∆ + χ

(0)
K′∆

1− Vq,ω
(
χ

(0)
K∆ + χ

(0)
K′∆

) . (5.25)

With this notion, the relation with the previous valley degenerate description is clear. In-
deed, if the response functions in both valleys are the same, the valley degeneracy is only
manifested as a factor gv = 2. The equivalence is a consequence of the fact that the inter-
particle interaction is the same regardless of the valley index of the two partners. If this
would not be the case, like for a double layer system where the inter-layer interaction is
smaller than the intra-layer interaction, the structure would be substantially different [134].

In order to probe the plasmonic response of the system, one is interested in the zeroes
of the dielectric function presented in Eq. (5.24). For this, one needs the non-interacting
response function of a 2D massive Dirac liquid. The full analytical solution of this response
function is discussed in the next section. However, in the absence of inter-band processes,
for an arbitrary energy dispersion the density-density response function can be calculated
as before for the trigonal warped case. Now, the system is invariant under rotation and
therefore the response function becomes according to Eq. (4.15):

χ
(0)
ξ∆(q, ω) =

gs

4π

q2

(~ω)2
kξF

∂ε+,k

∂k

∣∣∣∣
k=kξF

. (5.26)

In Eq. (5.26), the Fermi wave vector kξF differs in both valleys due to the valley polarisa-
tion.

Using Eq. (5.26), the long wavelength plasmon dispersion can be found analytically as

ω2
pl(q) =

D0q

εs

∑
ξ=K,K′

Eξ
F

EF

1−

(
∆

Eξ
F

)2
 . (5.27)



102 Plasmons in topological graphene superlattices

In Eq. (7.84), the wave vector and frequency dependence of the dielectric constant εs was
neglected.

In order to understand the physical interpretation of the plasmons, one can calculate
the eigenmodes of Eq. (5.22): Re

[
χ

(0)
K∆

]−1

− Vq,ω −Vq,ω

−Vq,ω Re
[
χ

(0)
K′∆

]−1

− Vq,ω

[ AK (q)
AK′ (q)

]
= 0 . (5.28)

In Eq. (5.28), Aξ is the amplitude of the density oscillation in valley ξ. This can be solved
for the ratio of the amplitudes in both valleys,

AK′ (q)

AK (q)
=

1

Re
[
Vq,ωχ

(0)
K′∆(q, ω)

]−1

− 1
. (5.29)

The density oscillation n1(q, ω) due to the plasmon is given by

n1(q, ω) = AK(q)

[
n1,K(q, ω) +

AK′(q)

AK(q)
n1,K′(q, ω)

]
, (5.30)

Therefore, the ratio given in Eq. (5.29) indicates the relative oscillation of the plasmon
modes in both valleys. If this quantity is positive the plasmons oscillate in-phase, while if
it is negative, the oscillation is in anti-phase. The magnitude of the ratio indicates relative
importance of the oscillations in both valleys. The q → 0 limit is given by

lim
q→0

AK′(q)

AK(q)
=
EK′

F

EK
F

1−
(
∆/EK′

F

)2

1− (∆/EK
F )

2 , (5.31)

This is a positive quantity and is only zero if P = 1. Therefore, in order to find valley
plasmons, i.e. plasmons where the two components oscillate in anti-phase, one needs to
consider finite wave vector q.

5.5.2 Density-density response function of a gapped Dirac system
Arbitrary gap and q, ω

To find the density-density response of a gapped Dirac system at arbitrary q and ω, a
similar method as outlined in Sec. 3.1.3 can be applied. However, in this case the density
vertex Dλλ′ changes such that

|Dλλ′ (k,k′)|2 =
1

2

(
1 + λλ′

(~vF)2 kk′ + ∆2

εk′εk

)
. (5.32)
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This equation shows that oppositely propagating modes are no longer completely decou-
pled. This is the consequence of the breaking of conservation of helicity. Indeed, due to
the term accompanied by σz in the Hamiltonian in Eq. (5.1), the helicity ηq = σ·q

|q| does
not commute any more with the Hamiltonian.

The calculation of the non-interacting response function χ(0)
nn (q, ω) is a lengthy calcu-

lation, but is performed in a similar way to the ungapped case as discussed in Sec. 3.1.3
[198]. It is possible to find an analytical solution that describes the real and imaginary
parts in different regions of the (q, ω) plane. This solution is reported in appendix B.3 .

In Fig. 5.7 the real and imaginary parts of χ(0)
nn (q, ω) are plotted for a gap of size

∆ = 0.5EF. A remarkable feature of the response function for a gapped system is that
the particle-hole excitation spectrum is drastically changed. Because the energy bands are
hyperbolic rather than linear as in the ungapped case, the finite q boundary of the inter-
band continuum is moved to larger values of the frequency. Meanwhile, the boundary of
the intra-band continuum also slightly decreases because of the hyperbolicity of the en-
ergy spectrum. Because the two boundaries move away from the graphene light cone, in
between the two there is a small region where no single-particle excitations are possible.
In this region, the ungapped graphene response function showed divergences due to the
chirality of the particles as previously discussed. In the gapped case, however, these di-
vergences are abruptly suppressed for the imaginary part, while for the real part of the
response function, the positive and negative divergences are pushed away from each other.
The fact that a gap introduces a larger region free from single-particle contributions will
benefit the appearance of long lived plasmon modes at large q as will be discussed in a
next section.

Large gap

Fig. 5.8 shows the real and imaginary parts in the case of a relatively large gap, ∆ =
0.9EF. In this case, the low q and ω sector reduces to the well known response function of
a single band 2D electron gas (2DEG) with a parabolic band as shown in Appendix B.1.
This limit can be inferred analytically if one considers that the gap is comparable to the
Fermi level, i.e. ∆ . EF and that only small deviations from the bottom of the hyperbolic
band are considered such that it can be approximated by

ελk ≈ λ∆

(
1 +

1

2

(
~vFk

∆

)2
)

= λ∆ + λε′k . (5.33)
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Figure 5.7: Imaginary (top row) and real (bottom row) part of the single valley response function
of a gapped graphene system with gap ∆ = 0.5EF. The left column displays the response function
in the (q, ω) plane. The dashed white curves in the left panels indicate the boundaries of the inter-
and intra-band continua. The dotted white curve at the bottom of the figures denotes the region
where the real part of the response function is −1. This region is reminiscent of the response of a
2DEG.
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Figure 5.8: Imaginary and real part of the single valley response function of a gapped graphene
system with gap ∆ = 0.9EF. The dashed white curves indicate the boundaries of the intra-band
continuum. The dotted white curve at the bottom of the figures denotes the region where the real
part of the response function is −1. This region is reminiscent of the response of a normal 2DEG.

Here, ε′k = (~k)2/(2∆/v2
F), which corresponds to a parabolic energy band with a band

mass mb = ∆/v2
F. Similarly, also the density vertex can be approximated as

|Dλλ′ (k,k′)|2 =
1

2
(1 + λλ′) , (5.34)

which means that only intra-band transitions are possible. Because of the total occupation
of the valence band, this means that only intra-conduction band contributions are relevant.
Therefore, the response function reduces to

χ(0)
nn (q, ω) =

Nf

L2

∑
k

n′k − n′k+q

~ω + ε′k − ε′k+q + i~η
. (5.35)

Here, the FDD is given by

n′k =

(
1 + exp

(
ε′k − (µ−∆)

kBT

))−1

. (5.36)

These equations reduce to the definition of the density-density response function of a
2DEG [102] with a new Fermi level measured from ∆, i.e. µ′ = µ − ∆, and a band
mass determined by the size of the gap.
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5.6 Dielectric function of hBN encapsulation

5.6.1 Hyperbolic metamaterials

As incorporated in the RPA theory, the dielectric properties of hBN are rather non-trivial.
This is because hBN is a so-called hyperbolic metamaterial [199]. This means that the
dielectric properties of hBN are not isotropic, rather they are described by a dielectric
tensor ε̃:

ε̃ =

 εx 0 0
0 εy 0
0 0 εz

 . (5.37)

In Eq. (5.37) the diagonal elements are defined with respect to the main crystallographic
axes and are not the same. For hBN however, the crystallographic structure dictates that
the components perpendicular to the anisotropy axis are the same, so εx = εy = ε⊥ and
the z-direction is taken along the anisotropy axis, i.e. εz = ε‖. If one assumes that the
magnetic permeability is isotropic, then the dispersion relation for electromagnetic waves
in the hBN is given by [199, 200]

k2
x + k2

y

ε‖
+
k2
z

ε⊥
=
(ω
c

)2

. (5.38)

For a given ω, this dispersion relation defines a 2D surface in the 3D reciprocal space. The
shape of the 2D surface depends on the dielectric quantities. As shown in Fig. 5.9, if both
ε’s are positive, the iso-energy surface is a spheroid. However, if ε‖ < 0 and ε⊥ > 0, the
surface becomes a hyperbola. Further, if ε‖ > 0 and ε⊥ < 0, the hyperbola is gapped. The
fact that the dispersion forms a hyperbola and that some of the principal components of
the dielectric tensor are negative, gives the material the name a hyperbolic metamaterial.

A major consequence of this structure is that the hyperbolic iso-energy surface limits
the possible angles for which light propagation is allowed. Indeed, as the Poynting vector,
that defines the direction of energy flow of an electromagnetic wave, always points per-
pendicular to the iso-energy surface [201], the angle that the Poynting vector can make
with the anisotropy axis is limited by the hyperbolicity of the dispersion relation. Re-
cently, hBN was used as a hyperbolic metamaterial to provide sub-diffractional imaging
[196, 202]. This imaging method uses the fact that near-field evanescent radiation of an
object can couple to propagating modes in the hBN crystal if it is close enough. Then,
the radiation propagates outward under the angle defined by the hyperbolic dispersion and
enhances the image such that it is visible by an optical microscope. This is shown in Fig.
5.10 .
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Figure 5.9: Iso-energy surfaces in 3D reciprocal space for a non-isotropic dielectric material with
principal components as indicated. The right two dispersions correspond to hBN in the reststrahlen
bands.

Figure 5.10: Experimental results of near-field imaging using the hyperbolicity of hBN. (a) AFM
image of gold disks on a substrate. (b) and (c) are near-field images on top of hBN showing an
enlarged image of the disks at two different frequencies in the reststrahlen bands. (d) Result of
the same measurement but for a frequency outside the reststahlen bands. Images taken from Ref.
[202].



108 Plasmons in topological graphene superlattices

` = x ` = z
ε`,0 6.41 3.0
ε`,∞ 4.54 2.5

~γ` [meV] 0.82 0.23
~ωT

` [meV] 168 94.2
~ωL

` [meV] 199.6 103.2

Table 5.1: Table summarizing the parameters for the effective model of the hBN dielectric constant
given by Eq. (5.39). The parameters where determined in Ref. [201].

5.6.2 hBN as a hyperbolic metamaterial
The principal components of the dielectric tensor of hBN depend on the frequency at which
the material is probed because of the presence of phonons in the system. A simple model
to describe this is by a Lorentzian form [197, 203, 204]

ε` (ω) = ε`,∞ +
ε`,0 − ε`,∞

1− (ω/ωT` )
2 − iγ`ω/ (ωT` )

2 , (5.39)

where ` denotes the principal component, ε`,∞ is the limiting value for large ω, ε`,0 cor-
responds to the value at ω = 0. ωT` is the frequency of the longitudinal phonon in the
direction ` and γ` is the damping coefficient. The values of these parameters were recently
measured [201] and are tabulated in Table 5.1.

Fig. 5.11 shows the real part of ε⊥ and ε‖ as a function of the photon frequency. It
is clear that the there are two energy regions where one of the two components becomes
negative. In these regions the hBN crystal is a hyperbolic metamaterial. The boundaries
of the regions are the longitudinal and transverse phonon frequencies. The longitudinal
phonon frequency is related to the transverse frequency tabulated in Table 5.1 as ωL` =√
ε`,0/ε`,∞ [205]. The regions where one of the components is negative are called the

reststrahlen bands and are shaded in Fig. 5.11.

5.6.3 Coulomb interaction in encapsulated samples
The g/hBN samples under consideration usually consist of a SiO2 substrate on which an
hBN slab with thickness d is deposited. On top of that the graphene flake is positioned
such that the edges of both samples are aligned and topological bands are formed. Finally,
this structure is covered with another hBN slab with thickness d′ that is not aligned with the
graphene flake. A picture of such an encapsulated heterostructure is shown in Fig. 5.12(b).
The thickness of the hBN slabs is typically of the order of several tens of nanometers.
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Figure 5.11: Left: frequency dependence of the principal components of the hBN dielectric tensor
using the model from Eq. (5.39). Right: frequency dependence of the dielectric function of hBN
as defined in Eq. (5.41) for a system consisting of a top slab of d′ = 10 nm and d = 50 nm
for different wave vectors q as indicated. In both figures the reststrahlen bands are indicated by
shading.
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Figure 5.12: (a) Zeroes of the hBN dielectric function as defined in Eq. (5.41) showing the dis-
persion of the phonon-polariton modes for a system consisting of two hBN slabs with thickness
d′ = 10 nm and d = 50 nm. (b) hBN encapsulated graphene setup on a SiO2 substrate.
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The e-e interaction between the graphene charge carriers is affected by the dielectric
properties of the hBN environment. As mentioned before, this is encoded in the potential
Vq,ω introduced in Sec. 5.5.1. In order to find the screened e-e interaction in the graphene
flake, one needs to solve Poisson’s equation for the encapsulated sample. The derivation of
this is outlined in appendix C.2 and results in a potential screened by a dielectric function
determined by the hBN encapsulation as

Vq,ω =
vq

εhBN (q, ω)
, (5.40)

where

εhBN (q, ω) =
(ε‖κ)2 cosh (κ (d+ d′)) + ε‖κ

(
q2εaεb + ε2‖κ

2
)

sinh (κ (d+ d′)) /ε̄

q
[
ε‖κ cosh (κd′) + qεa sinh (κd′)

] [
ε‖κ cosh (κd) + qεb sinh (κd)

] .
(5.41)

In Eq. (5.41) the SiO2 dielectric environment is encoded in the variable εb = εSiO2 while
εa = 1 denotes the vacuum above the sample. The screened wave vector κ =

√
ε⊥/ε‖q

determines the dependence on the thickness of the hBN slabs and finally vq is the usual
2D Coulomb potential screened by the usual dielectric constant ε̄ = (εa + εb) /2.

The encapsulation dielectric function εhBN (q, ω) depends on the frequency ω through
ε‖ (ω) and ε⊥ (ω). In Fig. 5.11 this dielectric function is shown for different values of
the wave vector q. The figure shows that near the boundaries of the reststrahlen bands the
dielectric function diverges and that for increasing q or slab thickness the system converges
to the response of an infinitely thick hBN slab, i.e. εhBN (ω) =

√
ε⊥ε‖.

Inside the reststrahlen bands, the dielectric function shows a series of divergences that
cross zero. Similar to the case of Dirac plasmons that are defined as the zeroes of the
RPA dielectric function, the zeroes of the hBN dielectric function correspond to collective
modes. In this case these are phonon-polariton modes. These modes are trapped in the
hBN slab and, therefore, their energy dispersion discretizes as is the case for Fabry-Pérot
modes. The dispersion is shown in Fig. 5.12 (a). Notice that as the numerator of Eq. (5.41)
only depends on the thickness of the slabs as a sum of the two, the phonon-polariton modes
are formed in the total structure as if the graphene sheet is absent.

5.7 Plasmons in graphene on hBN

5.7.1 Plasmons-phonon-polariton hybridisation
Using the RPA theory described in Sec. 5.5, the Dirac plasmons can be found from the
zeroes of the real part of the dielectric function Eq. (5.24). In Fig. 5.13(a) the plasmon
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branch is shown in the (q, ω) plane for a valley degenerate system with a gap of ∆ =
15 meV and a small Fermi levelEF = 30 meV. The results show that at small wave vector
q and frequency ω, the plasmon dispersion follows the approximate

√
q relation derived in

Eq. (7.84). However, as the frequency increases, the plasmon dispersion approaches the
intra-band continuum and comes asymptotically close to it. Due to the finite band gap, the
inter-band and intra-band continua move away from each other as discussed before. The
region in between these two continua now allows the Dirac plasmon to remain undamped
up to larger momenta q and frequency ω. In Fig. 5.13(a) also the approximate plasmon
branch is shown as a dashed curve. It is clear that this approximation overestimates the
frequency for a given momentum. This is due to the lack of contributions of the inter-band
transitions as discussed in Sec. 3.2.3.

In Fig. 5.13(b), the RPA plasmon is calculated for the same system but with a larger
doping, namely a Fermi level of EF = 120 meV. As a consequence, the band gap is
now relatively smaller than before (∆/EF = 0.25), and, therefore, the gap between the
inter- and intra-band PHES is also smaller. Because the plasmon branch now extends to
larger photon energies, it also interferes with the reststrahlen bands of the hBN crystal.
As shown in Fig. 5.13(b), the restrahlen bands divide the plasmon branch in three parts:
one with frequency smaller than ωT‖ , one with frequency in between ωL‖ and ωL⊥, and one
with frequency above ωL⊥. In the first part, the plasmon branch is pushed down by the
reststrahlen band until it hits the intra-band continuum. Also in the second part the plas-
mon adapts itself to the reststrahlen bands and is curved upward for small momenta q. For
larger momenta, the plasmon branch in the second part encounters the inter-band PHES
but exits it again at a little bit larger momenta. In the the third part the plasmon branch
is not only pushed up by the restrahlen band, but also enters it as a hybridised form of a
plasmon and a phonon-polariton. Indeed, the dashed curves show the phonon-polaritons
in the restrahlen bands as discussed in Fig. 5.12(a). The upper plasmon branch starts from
within the reststrahlen band and then continues as a plasmon. Inside the reststrahlen band
it is therefore a plasmon-phonon-polariton mode [197].

Finally, notice that in the large (q, ω) sector, there is a new mode appearing in the gap
between the intra- and inter-band continua (shown in red in Fig. 5.13 (b) and in the zoom
in Fig. 5.14). This mode lies outside the continua and is therefore not damped by single-
particle processes. This in contrast to the normal plasmon mode at the same frequency,
which lies firmly inside the inter-band continuum. In this calculation, the mode starts
already just below the second reststrahlen band. Inside the restrahlen band, this mode
is heavily hybridised with all the Fabry-Pérot-like phonon-polariton modes of the hBN
crystal.



112 Plasmons in topological graphene superlattices

0.00 0.02 0.04 0.06 0.08 0.10
0

10

20

30

40

50

60

0.0 0.1 0.2 0.3 0.4
0

50

100

150

200

250

Figure 5.13: Plasmon branches for graphene encapsulated by hBN with d′ = 10 nm, d′ = 50 nm
and ∆ = 15 meV. The Fermi level is EF = 30 meV for (a) and EF = 120 meV for (b).
The plasmon branches are shown as solid curves. The PHES is shown as shaded regions with
orange indicating the intra-band and blue indicating the inter-band PHES. The dashed curve in (a)
is the low-energy approximation. In (b) the green and red shaded rectangles denote the reststrahlen
bands with inside some of the phonon-polariton modes shown as dashed curves. The red mode in
the upper right corner of (b) is the newly found undamped mode.
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Figure 5.14: Zoom on the new plasmon mode that appears in the gap between the inter- and intra-
band continua. The mode is shown by the red line.
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5.7.2 Plasmons in a valley imbalanced system

If the two energy valleys are populated differently, the plasmonic response of the system
is affected. In Fig. 5.15(a) the plasmon dispersion is shown for a lightly doped sample
(EF = 30 meV) and different values of the polarisation P as indicated. The result shows
that the stronger the valley polarisation, the closer the plasmon branch is pushed towards
the intra-band continuum. However, the numerical results show that this effect is rather
small.

In Fig. 5.15(b), the ratio AK′/AK is shown as a function of the photon energy for the
plasmons displayed in (a). This result shows that although the plasmon dispersion is not
much affected by the change in valley polarisation, the same cannot be said about the rel-
ative contributions of both valleys to the plasmon. Indeed, in the absence of polarisation,
P = 0, both valleys contribute equally to the plasmonic oscillation. However, as the po-
larisation increases, the K ′ valley is depleted and contributes less to the plasmons. As the
frequency of the plasmonic oscillation increases, this contribution is further suppressed
until it reaches a point where its amplitude vanishes. At this point, only the density of
the K valley shows an oscillating behaviour and, consequenctly, the plasmon is valley-
polarised. As the photon frequency increases further, this tipping point is crossed and the
ratio AK′/AK changes sign. This means that the plasmon in the K ′ valley starts oscillat-
ing in anti-phase with the K valley. This anti-phased oscillation is a similar concept as
the current that was found oriented oppositely in graphene with topological bands [187].
Therefore, this kind of plasmon can be called a valley plasmon. Note however that in this
case the minimum value of the ratio of both amplitudes is larger than −1. Therefore, the
valley plasmon is not perfectly charge neutral.

In Fig. 5.16 the plasmon dispersion is shown for a sample that has a larger doping
(EF = 120 meV) and us polarised with P = 0.5. As before, the reststrahlen bands split
the plasmon dispersion in three parts. As with the lightly doped case, the polarisation does
not influence the plasmon dispersion a lot as can be seen by comparing the dispersion of
the polarised system (solid curve) to that of the unpolarised system (dashed curve) in Fig.
5.16 (a). However, due to the polarisation, the PHES of both valleys is strongly affected. In
Fig. 5.16 (a), the PHES of the two valleys is shown as shaded regions bordered by a dashed
curve (K valley) or a solid curve (K ′ valley). The plasmon dispersion enters the PHES
of the K ′ valley in between the two reststrahlen bands. As shown in Fig. 5.16(b), this
introduces a finite damping to the plasmon that was absent in the case of an unpolarised
system. Above the second reststrahlen band, the plasmon lies firmly in the PHES of both
valleys and is, therefore, strongly damped.

The quality factor plotted in Fig. 5.16(b) shows an abrupt jump when the plasmon
mode enters the PHES of the K ′ valley. As discussed before, this frequency depends on
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Figure 5.15: Plasmon dispersion for different valley polarisations as indicated. The PHES shown
in (a) corresponds to the case of a fully polarised system, where the dashed lines indicate the
boundaries of the PHES in the K valley and the dotted lines that of the K ′ valley. As the K ′ valley
is depleted, the intra-band continuum also vanished. (b) The ratio of the plasmon amplitudes in
both valleys for the corresponding plasmons shown in (a) as a function of the photon frequency
~ω. The Fermi level in this figure is EF = 30 meV.
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Figure 5.16: (a) Plasmon dispersion of a valley polarised system with EF = 120 meV and polari-
sation P = 0.5. The dashed curve in (a) shows the dispersion in the absence of polarisation. The
blue curve shows the normal plasmon mode, the red curve shows the new plasmon mode obtained
at large frequency in the gap in between the two electron-hole continua. (b) Inverse quality factor
of the plasmon modes shown in (a) as a function of the photon energy. (c) Ratio of the plasmon
amplitudes in both valleys as a function of the photon energy. The blue and red curves in (b) and
(c) correspond to the plasmons in (a) that have the same colour.

the valley polarisation of the system. Vice versa, the frequency at which the plasmon mode
is damped can be used a means to measure the valley polarisation in a valley imbalanced
system. This is similar to the technique proposed to measure spin polarisation in graphene
with a spin imbalance [206].

In the previous section, it was noted that due to the gap in the region between the inter-
and intra-band continua a new plasmon branch appears. Also in the presence of valley
polarisation, this plasmon branch is present as shown by the red curve in Fig. 5.16 (a).
This plasmon branch is indeed not damped by single-particle processes as shown in the
calculation of the quality factor in Fig. 5.16 (b). However, upon calculation of the ratio
AK′/AK , it is clear that the new plasmon mode is substantially different from the normal
mode. Indeed, for large ω, the mode is strongly in anti-phase and, therefore, constitutes a
valley plasmon that is almost charge neutral.

5.7.3 New type of valley plasmons at very small doping
Apart from the valley plasmon mode that is found for large frequency and wave vector, the
valley dependent PHES also allows for a low energy acoustic valley plasmon, similar to
the spin-plasmon mode found in a spin-polarised 2DEG [207] if the system is only slightly
doped. This equivalence stems from the fact that for small doping, the system reduces to
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an effective 2DEG as discussed before.
As seen in Fig. 5.15(a), the boundary of the intra-band PHES of theK ′ valley is shifted

to higher values of q as the polarisation increases. This allows for a region where only the
K valley can damp the plasmons by intra-band transitions. In Fig. 5.17(a) the real and
imaginary parts of the dielectric function as a function of frequency ω are shown for a
system with relatively large gap, i.e. ∆ = 0.95 EF and valley polarisation P = 0.5. The
plots show that the imaginary part shows two peaks of large spectral weight that are shifted
away from each other due to the polarisation. In between these two peaks, the real part
crosses zero with a positive derivative, hence signalling the presence of a new collective
mode, albeit with a finite lifetime due to the fact that the imaginary part is non-zero. Note
however that because the imaginary part has a local minimum, the damping is not very
strong.

In Fig. 5.17(b), the imaginary part is plotted in the small q and ω sector. In the region
where it has a local minimum, dubbed the pseudo-gap in Ref. [207], a novel plasmon
mode appears. In contrast to the normal Dirac plasmon, this mode has a linear dispersion
and is therefore reminiscent of an acoustic collective mode.

Fig. 5.17(c) shows the ratio of the amplitudes in both valleys for the normal Dirac
plasmon mode, ωD and the linear valley plasmon mode ωv as a function of the wave vector.
It is clear that the acoustic mode is indeed a valley plasmon because the ratio is −1 in
the long wavelength limit. This means that the acoustic mode is a charge neutral valley
plasmon mode.

In Ref. [206], graphene with a spin imbalance was considered. As explained above,
this is mathematically similar to a valley imbalanced graphene flake. In that work, the
authors did not find a spin plasmon mode because they considered gapless graphene. The
results presented in this chapter confirm their findings, but point out that if the system
would be gapped, the spin plasmon mode will appear.

5.8 Conclusions of the chapter

In this chapter, a new type of plasmon is found. This plasmon mode is predicted to be
present in a graphene/hBN heterostructure, a platform that is attracting a lot of attention
from experimentalists due to the fact that is can be made exceptionally clean. In this chap-
ter, the peculiar dielectric properties of the hBN crystal and the plasmonic properties of a
valley imbalanced graphene sheet are combined in order to gain in depth understanding in
the properties of plasmons in graphene with a topological superlattice.

The chapter reviewed the relevant processes in order to determine how valley polarisa-
tion affects its plasmonic properties. It was found that although the plasmon dispersion is
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Figure 5.17: (a) Imaginary and real part of the dielectric function for a graphene/hBN heterostruc-
ture for q = 3 µm−1. (b) Imaginary part of the RPA dielectric function. The Dirac plasmon ωD

and the valley plasmon ωv are indicated as white solid curves. The white dashed curves denote
the boundaries of the intra-band PHES in the two valleys. Note that there is a region of lower
spectral weight in between these boundaries. This region is called the pseudo-gap. (c) Ratio of the
plasmon amplitudes in both valleys for the two types of plasmons as indicated. The Fermi level is
EF = 17 meV such that the gap is ∆ = 0.9 EF.

not strongly affected by the valley polarisation, the relative phase of the plasmonic oscilla-
tions in both valleys is affected such that the plasmon consists of an oscillation in only one
valley, and is, therefore, valley polarised, or that the oscillation in both valleys is in anti-
phase. For larger levels of doping, it was found that the dielectric properties of the hBN
substrate come into play and that the plasmon hybridises with the phonon-polaritons of
the hBN crystal. Furthermore, it was shown that the valley polarisation changes the PHES
of both valleys such that the plasmon becomes partly damped due to single valley elec-
tron hole excitations. Furthermore, at large wave vector, a new plasmon mode was found
that is undamped because it lies in between the inter- and intra-band PHES and contains a
large anti-phase plasmon component. Finally, a new valley plasmon mode was identified
for very small doping in the presence of valley polarisation. The mode is acoustic and
perfectly charge neutral in the long-wavelength limit.

The investigation of valley plasmons in graphene topological superlattices is highly
relevant to the field. As discussed in this chapter, it is possible to pump the two energy
valleys in a different way by making use of circularly polarised light. Recently, there
have been proposals of new plasmon edge-modes that would be present at the edge of
graphene flakes with a valley polarisation and arise solely due to the topology of the energy
bands [208, 209]. The system considered in this chapter is similar, but considers the
effect of a valley polarisation on the plasmon living in the bulk of graphene. Furthermore,
the fact that the valley plasmons that are found in this chapter are charge neutral, make
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them less susceptible to to decay due to charged impurities. Indeed, because it is charge
neutral, charged impurities are not able to interfere with it, in the same way as the valley
current was proven to be stable as well [187]. Finally, it is important to point out that
the graphene/hBN heterostructure has shown its usage in the search for long lived Dirac
plasmons already before [59]. Therefore, it is expected that the proposed plasmon modes
can soon be found experimentally.



CHAPTER 6

Plasmons in silicene under the influence of external
fields

How do external fields influence the lifetime
of plasmons in silicene?

This chapter is devoted to the investigation of plasmons in silicene, a single layer
honeycomb lattice of silicon atoms, and how their properties are affected by external fields.
Using a similar LRT framework as before, the plasmons are obtained from the zeroes of
the RPA dielectric function. However, in this case the single-particle properties of the
electrons in the crystal are substantially different from those of graphene due to a stronger
spin-orbit coupling. As a result, the band structure can be tuned by external electric or
magnetizing exchange fields which affect the electrons in a spin and valley dependent
way. This subsequently also affects the plasmonic properties of the silicene crystal.

The structure of the chapter is as follows: in Sec. 6.1 silicene is introduced as a new
two-dimensional material that features exceptional electronic properties. In Sec. 6.2 the
electronic structure of the material is derived, the importance of spin-orbit coupling and the
effect of external fields is discussed. In Sec. 6.3 an approximate Hamiltonian is introduced
of which the response function is calculated and the PHES is derived in Sec. 6.4. In Sec.
6.5 the results of numerical calculations of plasmons in silicene are shown and discussed
and finally in Sec. 6.6 the chapter is concluded.

The content of this chapter was published in Physical Review B [70].
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6.1 Silicon in two dimensions

Since the realisation of graphene as a truly 2D material, researcher have been looking for
ways to use it as a basis for computational devices. However, as explained in Chapter 2,
the energy spectrum of graphene is gapless and, therefore, one cannot make a graphene
transistor by simply gating the graphene flake [88, 94]. Because of the chemical equiva-
lence of the two carbon atoms in the unit cell, the gapless nature of the electronic spectrum
is protected. Therefore, one needs to find ways to break this equivalence. In Chapter 5
it was pointed out that depositing the graphene flake on hBN, such that the boron and
nitride atoms affect the two atoms in the unit cell in a different way, exactly breaks the
atomic equivalence and, therefore, a gap was opened in the energy spectrum. However,
the magnitude of the gap depends sensitively on the alignment of the graphene on the hBN
substrate and cannot be changed electronically.

In the quest for other ways of employing the advantage of 2D materials that feature a
high mobility, another route can be taken. Instead of considering carbon atoms that form a
hexagonal lattice, it is possible to use other group-IV elements like silicon, germanium or
tin. This leads to the proposal of new types of 2D materials like silicene [210], germanene
[211] and stanene [212] respectively. In this chapter, the focus will be on silicene. How-
ever, often the extension to other materials can be made relatively easy by replacing the
relevant material dependent parameters.

Because the material itself is made out of silicon atoms, silicene is naturally compati-
ble with existing silicon based nanotechnology [46]. Furthermore, in contrast to graphene,
the material does have a gap in the energy spectrum. This gap is generated by spin-orbit
coupling (SOC) and makes the electrons in silicene to be susceptible to external pertur-
bations in a different way depending on the particular energy valley and their spin [213].
Together with the fact that the spin-coherence length and spin-diffusion time of silicon is
much longer than that of graphene [214–216], silicene can be an excellent candidate for
spintronic applications [214, 216, 217].

Creating free-standing silicene faces a huge challenge in overcoming the material’s
tendency for oxidation when exposed to air [46, 218, 219]. Therefore, it is necessary
to encapsulate the sample with a non-reactive material [218]. To date, there have been
several attempts at synthesizing silicene by epitaxial growth on metallic substrates and the
likely formation on silver [210, 220, 221], ZrB2 [222] and Ir [223] have been reported.
Moreover, very recent theoretical studies predict the stability of silicene on non-metallic
surfaces such as graphene [224], boron nitride or SiC [225], and in graphene-silicene-
graphene structures [226]. The strong scientific activity in the field of silicene even led
very recently to a silicene-based room-temperature field-effect transistor [227].

Apart from the well studied transport properties of silicene [228–232], it is interest-
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Figure 6.1: Left: Buckled hexagonal lattice structure of silicene. The blue atoms form the A
sublattice, the red atoms form the B sublattice. The inset shows the top view indicating that it
is a hexagonal structure. The external electric field Ez is also indicated. Right: indication of the
buckling angle θb that measures the angle between the z-axis and the A-B bond. For illustrative
purposes, the angle is exaggerated. For silicene the angle is θb = 101.7◦ [213]. The left figure is
adapted from Ref. [238].

ing to investigate the plasmonic response of the 2D crystal. In this way, the spin- and
valleytronic properties proposed by many to be useful in silicene, meet the field of 2D
plasmonics [50].

6.2 Crystallographic and electronic structure of silicene

Silicene consists of a hexagonal lattice of silicon atoms [46, 213, 233]. Similar to graphene,
the silicon atoms make up two trigonal sublattices which are called A and B sublattices.
These sublattices are vertically displaced by 2` = 0.046 nm [234, 235], and form the
buckled structure of silicene with an angle θb that determines the buckling as shown in
Fig. 6.1. Because silicon’s ionic radius is larger than that of carbon, the interatomic dis-
tance of silicene is also larger than that of graphene, measuring a0 = 0.228 nm with a
lattice constant of a = 0.386 nm. Because of the buckling, the conduction electrons move
in a hybridisation [236] of pz orbitals with the σ bonding orbitals and therefore the band
structure features a strong spin-orbit coupling (SOC) [237]. In the following section the
energy dispersion for a buckled honeycomb lattice will be calculated and the effect of the
buckling on the SOC will be exemplified.

6.2.1 Low energy dispersion of a buckled hexagonal lattice

In order to find the low energy electronic properties of silicene, one needs to consider the
four atomic orbitals (3s, 3px, 3py and 3pz) of both atoms in the crystallographic unit cell.
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This gives an eight dimensional tight-binding Hamiltonian that reads [213]

H0 =

[
Hπ Hn

H†n Hσ

]
, (6.1)

where the basis
{
pAz , p

B
z , p

A
y , p

A
x , s

A, pBy , p
B
x , s

B
}

has been used and Hπ and Hσ denote the
inter-orbital hopping following the π and σ bonds respectively. Hπ is a 2 × 2 matrix, Hσ

is a 6× 6 matrix and Hn is a 2× 6 matrix that connects the two bonds. This Hamiltonian
corresponds to eight spin degenerate energy bands, half of which are populated by elec-
trons as explained in appendix D. The middle two bands correspond to eigenstates that are
found to be a superposition of the eight atomic orbitals as

φ1 = u11p
A
z + u21s

A +
u31√

2

(
pBx + ipBy

)
, (6.2)

φ2 = u11p
B
z − u21s

B − u31√
2

(
pAx − ipAy

)
. (6.3)

Here, the factors uij denote elements of a series of unitary transformations used to diago-
nalize the Hamiltonian matrix as outlined in appendix D. Because the system is hexagonal,
it shares the reciprocal lattice structure with graphene and has the same high-symmetry
points. Near the Dirac point K, the Hamiltonian can be projected on to the eigenstates
from Eqs. (6.2) and (6.3) and gets the form [213]

HK =

(
ε1 ~vFk−

~vFk+ ε1

)
. (6.4)

In Eq. (6.4) the on-site energy is denoted by ε1 and k± = kx ± iky, where k = (kx, ky)
is the vector measuring the deviation from the Dirac point K. The Fermi velocity vF now
also depends on the mixed hoppings between different atomic orbitals and on the buckling
angle θb. Eqs. (6.2) and (6.3) show that the eigenstates consist of all eight atomic orbitals.
This shows the relatively strong sp3 hybridisation of the silicene crystal.

The hybridisation depends on the buckling angle θb. If θb = π/2, i.e. for a planar
structure, the hybridisation vanishes and Fermi velocity reduces to vF = −

√
3Vppπa/2.

Here, Vppπ denotes the hopping amplitude between two p orbitals using a π bond. This
parameter has the same function as the t considered before for graphene. Note, however,
that for silicene the inter-atomic distance is larger than in the graphene case. Therefore,
the hopping parameter is smaller and correspondingly also the Fermi velocity is smaller
than in graphene even though the lattice constant a is larger [213]. The Fermi velocity in
silicene is vF ' 0.5× 106 m/s, about half the value for graphene.
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6.2.2 Spin-orbit coupling
The Hamiltonian in Eq. (6.4) has a linear energy spectrum that is shifted by an energy ε1

but is gapless. Therefore, up to now, one has a similar energy band structure as graphene.
However, in the above derivation no notion of spin was included. If one includes spin,
also the spin-orbit coupling (SOC) should be accounted for. In contrast to graphene, the
inclusion of SOC will turn out to be significant because the charge carriers move in orbitals
that are strongly hybridised.

In general, the SOC contributes to the Hamiltonian as [213]

Hso =
~

4m2
0c

2
(F × p) · σ, (6.5)

where m0 is the bare electron mass, c is the speed of light, σ is the spin operator and F
the force acting on the electrons due to SOC. As seen in Fig. 6.2, the force acting on an
electron transitioning between neighbouring atoms should be zero because of symmetry
considerations. Indeed, because the transition from sublattice A to sublattice B is equiv-
alent to the reversed case, but the force is perpendicular to the bond connecting the two
atoms, the force stemming from nearest neighbour transitions should vanish. However,
for next-nearest-neighbour (NNN) transitions, there is a preferential direction because the
hexagonal lattice is not symmetric with respect to the vector connecting the NNN atoms.

For silicene, due to the buckling, the force F consists of an in-plane and out-of-plane
component as shown in Fig. 6.2 . The in-plane component contributes as

Hso1 = iγso
(
F‖ × dij

)
· σ ≡ itsoνijσz. (6.6)

In this equation, dij denotes the vector connecting the two NNN atoms, νij = di ×
dj/ |di × dj| with di the position vector of atom i and tso is the hopping amplitude that
will be determined later on. Notice that the quantity νij is opposite for transitions between
A sublattices and B sublattices. Because the force is oriented in the silicene plane, the
σz component is selected by the scalar product and, therefore, this contribution will be
opposite for spin-up or spin-down electrons.

The out-of-plane component of the force contributes as

Hso2 = iγ1

(
F⊥ × d0

ij

)
· σ = iγR

(
σ × d0

ij

)
F A
⊥ ez ≡ itRµij

(
σ × d0

ij

)
z
. (6.7)

In this equation, µij = ±1 for the A or B sublattices, d0
ij = dij/ |dij| and tR is the

corresponding hopping amplitude.
Eqs. (6.6) and (6.7) show that the contribution of a SOC can be included in a NNN

tight-binding model as [213]

Hso = itso

∑
〈〈ij〉〉αβ

νijc
†
iασ

z
αβcjβ − itR

∑
〈〈ij〉〉αβ

µijc
†
iα

(
σ × d0

ij

)z
αβ
cjβ. (6.8)
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Figure 6.2: Orientation of the different forces acting due to SOC on different transitions between
sublattices in silicene. The nearest-neighbour hopping F1 does not contribute because of reversal
symmetry. The next-nearest-neighbour hopping does have a force contributing that can be decom-
posed in a portion parallel to the plane, F‖, and perpendicular to the plane, F⊥. Notice that these
forces are opposite for both sublattices.

Here, 〈〈ij〉〉 denote the NNN hopping. Together with the Hamiltonian from Eq. (6.4),
neglecting the on-site energy ε1, this becomes in the product space of sublattice and spin,
i.e.
{
ψAK , ψ

B
K

}
⊗ {↑, ↓}, around the K point:

HK =

(
h11 ~vFk−σ0

~vFk+σ0 −h11

)
. (6.9)

In this Hamiltonian, the element h11 = −3
√

3σztso − 3
√

3
2
tRa0 (kyσx − kxσy) is a matrix

in the spin space and σ0 is the identity matrix in spin space. Importantly, Eq. (6.9) shows
that the SOC influences both sublattices in a different way and therefore breaks sublattice
symmetry. The origin of this breaking lies in the factors µij and νij that depend on the sub-
lattice under consideration. Notice that the sign of h11 also changes under valley reversal
[213].

The importance of the SOC terms is determined by the parameters tso and tR.These
parameters can be determined using a more complete tight-binding method that relates
them to the atomic orbital hopping parameters [213]. Usually, they are incorporated in
corresponding energies as

λso = −3
√

3tso = 3.9 meV, (6.10)

λR2 = −3
√

3

2
tR = 0.7 meV. (6.11)
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With these parameters, one can determine the energy spectrum corresponding to the Hamil-
tonian from Eq. (6.9) as

ελk = λ
√(

(~vF)2 + λ̄2
R2

)
k2 + λ2

so. (6.12)

This energy spectrum is shown in Fig. 6.3(a) for the different spin components. It cor-
responds to a doubly degenerate gapped system with gap 2λso. Furthermore, the λ̄R2 =
λR2/a0 parameter affects the system by only changing the Fermi velocity and does not
affect the gap.

The above described analysis explains how SOC affects the electronic properties of sil-
icene. Although symmetry considerations cannot explain the size of the parameters quoted
in Eqs. (6.10) and (6.11), they do explain how a finite value of λso breaks the sublattice
symmetry and introduces a gap in the system. This is a feature of the hexagonal lattice of
the material. For graphene, however, λso was determined to be parametrically small and
can therefore be safely neglected [239]. The λR2 parameter, on the other hand, is peculiar
to silicene because it stems from the buckling of the hexagonal lattice [213]. It is related
to the so-called Rashba spin-orbit interaction that is present in 2D systems subject to an
electric field [239, 240]. However, here it surfaces even in the absence of an electric field
and can, therefore, be considered as the response to an internal staggered electric field that
arises due to the lattice buckling as shown in Fig. 6.2. The Rashba SOC connected to λR2

is often called the intrinsic Rashba SOC to discriminate with the extrinsic Rashba SOC
λR1 arising due to external electric fields. The latter will be discussed in the next Section.

6.2.3 Influence of external fields on the energy spectrum
If one applies an external electric field Ez to the silicene crystal, it will affect the two
trigonal sublattices in a different way. Indeed, the electric field can be incorporated as a
local atomic single-particle Stark-effect term of the form [239]

HEF = eEz
∑
i

zi, (6.13)

where e is the elementary charge and zi is the coordinate perpendicular to the silicene
plane. Therefore, the sublattice lying at the top acquires an additional on-site energy of
EEF = e`Ez, while for the bottom sublattice this is EEF = −e`Ez. This can be incorpo-
rated in the Hamiltonian Eq. (6.9) as a term HEF ∼ e`Ezτz, where τz is a Pauli matrix in
sublattice space.

The effect of the electric field to the energy dispersion in the two valleys is shown in
Fig. 6.3(b). Notice that the electric field also breaks sublattice symmetry and appears as an
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on-site potential. Therefore, it is in competition with the SOC parameter λso. Furthermore,
the sign of λso is different for both spin types. As the electric field increases, the energy gap
corresponding to spin-up electrons in the K valley is decreased while for the spin-down
electrons the gap is broadened. In the K ′ valley the situation is reversed. As the electric
field is increased, there is a critical field for which the gap completely closes and the energy
spectrum becomes linear. This critical electric field is reached for Ec = λso/e` = 1.7
kV/cm.

As shown in the previous section, the Rashba SOC arises due to an internal electric
field in the crystal. If an external electric field is applied, the system will respond in the
same way as Eq. (6.7), but with a coupling constant that depends on the strength of the
external electric field. This constant becomes [235, 239]

λR1 (Ez) =
eEzz0

3Vspσ
' 10 µeV

Ez
Ec
. (6.14)

In this equation, z0 is proportional to the atomic size of a slicon atom and Vspσ is a hopping
parameter as defined in appendix D. The contribution of the λR1 term to the Hamiltonian
has the same structure as Eq. (6.7) but is not accompanied by momentum dependent fac-
tors because it does not correspond to any inter-atomic hopping. Therefore, the additional
term in the Hamiltonian is

HR1 (Ez) = λR1 (Ez) (ξτzσy − τyσx) /2. (6.15)

Here, ξ = ±1 denotes the valleys and the τ ’s are Pauli matrices in sublattice space.
The fact that an electric field can be used as a parameter to tune the band gap is very

interesting for transport applications of the material. Furthermore, because the electric
field acts oppositely to the spin components in each valley, the material can be interesting
for spintronic applications [214]. However, as seen in Fig. 6.3(b), the action of the electric
field is opposite between the two valleys. Therefore, an electric field alone cannot be used
to select charge carriers with a specific spin since it will always be compensated by the
other valley.

This can be resolved by the introduction of a magnetic exchange field that will be la-
beled by M . This field can be induced by ferromagnetic adatoms [241] or a ferromagentic
substrate [242, 243]. This is important as this field leads to spin- and valley-polarised
currents [244] and, as will be shown, brings a spin and valley texture to the particle-hole
excitation spectrum (PHES). The exchange field can be introduced to the Hamiltonian as

HM = Mσz. (6.16)

The value of M is predicted to be M ≈ 3 meV for graphene deposited on a EuO substrate
[242]. The exchange effect is due to the proximity of the Eu2+ moments and is therefore
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tunable by varying the distance between the substrate and the silicene layer. In this chapter
a slightly larger value of M is used to make its effect more clear. In Fig. 6.3(d) the effect
of different values of M on the energy spectrum is calculated. As expected, it shifts the
spin-up charge carriers up and the spin-down carriers down. Furthermore, the effect is the
same in both valleys.

Due to its unusual band structure and the capability of modifying it in a spin- and
valley-dependent way, silicene is expected to show exotic properties such as quantum
spin/valley and anomalous Hall effects [235, 237, 245], magneto-optical and electrical
transport [246].

6.3 Total Hamiltonian and density of states
Combining the different Hamiltonian terms from the previous section, the behaviour of
the electrons in silicene can be described using a four-band next-nearest-neighbour tight-
binding model. Near the Kξ point, the corresponding Hamiltonian is given by [213, 235]

Hξ = ~vF (ξkxτx + kyτy)+ξτzh11−e`Ezτz+Mσz+λR1 (Ez) (ξτxσy − τyσx) /2, (6.17)

The Fermi velocity of the electrons is for silicene vF ≈ 0.5 × 106 m/s [213]. One can
write this Hamiltonian in the basis of atomic spin-orbital eigenfunctions of the sublattices
A and B for both spin components, Ψ = {ψA↑, ψB↑, ψA↓, ψB↓}T , near the point K as

HK =


E (1, 1) ~vFk− iaλR2k− 0
~vFk+ E (1,−1) iλR1 −iaλR2k−
−iaλR2k+ −iλR1 E (−1, 1) ~vFk−

0 iaλR2k+ ~vFk+ E (−1,−1)

 , (6.18)

where E (sz, tz) = ∆sztz +Msz and ∆sz = szλso − e`Ez.
In the Hamiltonian (6.17) three types of SOC are included. The λso introduces a gap in

the spectrum equal for all spin components. The terms λR1 and λR2 mix up the spin states.
However, the effect of λR1 is very small as shown in Eq. (6.14). Therefore, this term shall
from now on be neglected.

A unitary transformation of Eq. (6.18) allows more insight into the importance of λR2.
With the combinations

ψ1 = [~vFψB↑ + ia0λR2ψA↓]/~v′F , (6.19)
ψ2 = [~vFψA↓ + ia0λR2ψB↑]/~v′F , (6.20)
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Figure 6.3: Energy spectrum of silicene versus wave vector k in the K (top row) and the K ′

valley (bottom row) for different values of the electric Ez and exchange M fields, as specified, and
λso = 3.9 meV. The blue dashed curves pertain to sz = +1 electrons and the orange dash-dotted
curve to sz = −1 electrons when the terms λR2 are neglected. The dotted lines show the Fermi
level EF = 13 meV. This value for EF will be used in the entire chapter.

where ~v′F = ~vF (1 + η2)1/2 and η = aλR2/~vF ≈ 0.5 × 10−3, the new basis Ψsz =
{ψA↑, ψ1, ψ2, ψB↓}T transforms Eq. (6.18) into the form

H ′+ =


E (1, 1) ~v′Fk− 0 0
~v′Fk+ E (1,−1)− 2M ′2 −2iM ′c 0

0 2iM ′c E (−1, 1) + 2M ′2 ~v′Fk−
0 0 ~v′Fk+ E (−1,−1)

 , (6.21)

where M ′ = e`Ez +M and c = η/(1 + η2)1/2.
The effect of λR2 is thus threefold. To first order in η it induces a change in the Fermi

velocity, vF → v′F , and it couples the spin components by virtue of a finite electric Ez or
exchange M field. Additionally, it affects the gap to second order in η by a diagonal term
that is linear in Ez and M . However, these effects are very small due to the smallness of
η. Therefore, λR2 shall be neglected.

6.3.1 Effective Hamiltonian
The approximations referred to above decouple the two spin states. Because the valleys
are independent, the charge carriers in silicene can be described as particles that have a
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spin- and valley-dependent gap. In the basis Ψξsz = {ψA,ξsz , ψB,ξsz}
T the Hamiltonian

becomes

Hsz
ξ =

[
∆ξsz + szM ~vF ξkξ−
~vF ξkξ+ −∆ξsz + szM

]
, (6.22)

where sz = ±1 is the spin quantum number, ξ denotes the valley and kξ± equals k± for
ξ = +1 and k∗± for ξ = −1. The gap is independent of M and is given by

2|∆ξsz | = 2|ξszλso − e`Ez|. (6.23)

Equation (6.22) corresponds to a 2D Dirac Hamiltonian of particles with mass related
to ∆ξsz . The energy spectrum obtained from Eq. (6.22) reads

εξ,szλk = szM + λ
√
~2v2

Fk
2 + ∆2

ξsz
, (6.24)

where λ = 1(−1) denotes the electron (hole) states. For all spin and valley components
the energy spectrum is shown in Fig. 6.3 for different values of `Ez and M . In Fig. 6.3(b)
Ez attains its critical value Ec = λso/e`, for which the sz = +1 spin component has a
linear massless dispersion, while the sz = −1 one has a large gap near the K point. In
Fig. 6.3(c) the field M is finite; it displaces both spin components in opposite directions
and results in a spectrum that is different for each spin and valley type of electron. In Fig.
6.3(d) only the M field is present and leads to spin polarisation but the valleys remain
equivalent.

6.3.2 Density of states

This energy spectrum gives rise to a density of states D(E) with a structure that depends
sensitively on the values of the electric Ez and exchange M fields. With Ē = E − szM
the full expression for D(E) is [247]

D (E) =
∑
ξ=±1

∑
sz=±1

∣∣Ē∣∣
2π~2v2

F

Θ
( ∣∣Ē∣∣− |∆ξsz |

)
. (6.25)

The DOS D (E) is shown in Fig. 6.4 for various values of Ez and M . Notice that the
DOS depends heavily on the spin and valley index of the electrons. In Fig. 6.4(c) and
(d) for example, the total DOS is constant near zero energy, but it nonetheless consists of
different portions of spin-up and spin-down states for each energy.
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Figure 6.4: DOS in silicene for different values, specified, of the electric Ez and exchange M
fields. The solid black curve is the total DOS. The other curves correspond to different valleys and
spins as shown at the top of the figure. The DOS is expressed as a dimensionless quantity defined
by D′(E) = (2π~2v2

F /λso)D(E).

6.4 Response function of silicene
To assess electron-electron interactions in the RPA, one needs to determine the corre-
sponding RPA response function. As explained in the previous chapter, the non-interacting
response function is composed of the spin and valley resolved response functions as

χ(0)
nn(q, ω) =

∑
ξ=±1

∑
sz=±1

χ
(0)
ξsz

(q, ω) , (6.26)

where the summation over ξ corresponds to different valleys. For a finite-mass Dirac
Hamiltonian, such as the one shown in Eq. (6.22), the spin and valley resolved non-
interacting response function χ0

ξsz
is the same as the one considered in the previous chapter

[198], but for a gap ∆ξsz defined in Eq. (6.23) and an adapted Fermi level Esz = EF −
szM . Therefore, at a given Fermi level EF, for each type of charge carriers, the gap
will be affected differently for the different spin and valley types by the external electric
and exchange fields. This is the core mechanism of spin and valley dependent optical
properties in silicene.

The contributions to the response functions in Eq. (6.26) can be written as a sum of
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the vacuum and doped parts as in Eq. (3.31) : [106, 123]

χ
(0)
ξsz

= −χ−ξsz ,Λ + χ+
ξsz ,Esz

+ χ−ξsz ,Esz . (6.27)

The last two terms of Eq. (6.27) contribute only for Esz > ∆ξsz . Note that because the
Fermi level EF is fixed while the spectrum is displaced or deformed due to the field Ez
or M , it is possible that this inequality is reversed for one valley spin state while it still
holds for the others. In such a case only the vacuum part χ−ξsz ,Λ contributes to the response
of the respective state. Different possible situations are depicted in Fig. 6.3 in which the
Fermi level is shown as a black dotted line. In Figs. 6.3(a) and (b) the Fermi level lies in
the conduction band of all spin and valley type electrons such that intra-band transitions
are possible. In Fig. 6.3(c), however, this is not the case for spin-up electrons near the K ′

valley. The combination of theM and Ez fields is such that the Fermi level lies in the band
gap of this type of electrons and therefore intra-band transitions are excluded in this case.
In Fig. 6.3(d) the two valleys are equivalent as discussed earlier, but the Fermi level lies in
the gap of the spin-up electrons and excludes intra-band transitions for them. Therefore,
one can write the response function as

χ
(0)
ξsz

= Θ(Esz −∆ξsz)χ
(0)
ξsz ,Esz

+ Θ(∆ξsz − Esz)χ
(0),u
ξsz

. (6.28)

In this equation, χ(0),u
ξsz

denotes the total undoped contribution of the vacuum formed by a
filled electronic valence band.

The complete expression of the dynamical response function is given in appendix B.3.
In the static limit, i.e. ω → 0, it can be written as

χ
(0)
ξsz ,Esz

(q, 0)

D0 (EF)
= −[Esz −

1

4
Θ (q − 2qF,sz) [

2Ēszbq̄
q̄
− cq̄
q̄

arctan
bq̄

2Ēsz
]],

χ
(0),u
ξsz

(q, 0)

D0 (EF)
= −1

2

[
∆̄ξsz +

c2
q̄

2q̄
arcsin

q̄

cq̄

]
. (6.29)

In Eq. (6.29), q̄ = ~vFq/EF as before, and bq̄ = [q̄2 − 4q̄2
F,sz

]1/2 and cq̄ = [q̄2 − 4∆̄2
sz ]

1/2;
the Fermi wave vector is defined as qF,ξsz = ~vF [E2

sz − ∆2
ξsz

]1/2. For M = 0 Eq. (6.29)
coincides with the result of Ref. [248] and for M = Ez = 0 and λso = ∆ with that of
Ref. [198]. Fig. 6.5 shows the static response function for various values of the fields Ez
and M . This figure shows that as long as all spin and valley type electrons contribute, for
low q, the static response equals the DOS at the Fermi level, D(EF), which is the case for
the blue dashed and red dotted curves. However, when this is not the case, as for the other
two curves, the response function decreases because in this case, for some spin and valley
type electrons only inter-band contributions are allowed.
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Figure 6.5: Static polarisation versus wave vector q̄ for different values of the fields Ez and M as
indicated. The Fermi level is EF = 13 meV and the SOC λso = 0.3EF.

Furthermore, one can approximate the response function at small energies and mo-
menta, ~vF q � ~ω � EF as[198]

χ0
ξsz

(q, ω)

D0 (EF)
=
q̄2Ēsz
2ω̄2

(
1−

∆̄2
ξsz

Ēsz

)
Θ
(
∆̄ξsz − Ēsz

)
, (6.30)

which is valid for all values of Esz and ∆ξsz .

6.4.1 Particle-hole excitation spectrum (PHES)
Because the fields Ez and M change the structure of the bands and the position of the
Fermi level, the PHES is also subject to changes in their values. Since the valley and spin
of the electrons determine how the fields affect their dispersion and Fermi level, the PHES
can be different for electrons with different spin or valley index.

In Fig. 6.6 the PHES of silicene is shown for different values of Ez and M for which
the energy spectra are shown in Fig. 6.3. The top row corresponds to electrons in the K
valley and the bottom row to the K ′ valley.

Figure 6.6(a) shows that in the absence of the fields both valleys and spins are treated
equally and the PHES is the same. When a finite electric field is applied, the gap is changed
for each spin and the PHES of each spin near the same Dirac point is different. In the other
valley, however, the effect of the electric field has the opposite effect such that the PHES
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is interchanged between both spin types. Figure 6.6(b) shows the PHES when the critical
electric field Ec is applied. Since for this field one of the two spin states has a gapless
dispersion, the PHES equals that of graphene for the spin-up state near the K valley and
the spin down-state near theK ′ valley. The situation is reversed ifEz points in the opposite
direction.

Changing the exchange field M also affects the PHES because the Fermi level of the
two spin components is not the same. If the Fermi level of one component is moved inside
the bandgap of the corresponding spectrum, the intra-band region completely disappears
because there are no electrons left in the conduction band. This situation is depicted in
Figs. 6.6(c) and (d) where a finite field M is considered. As seen in Fig. 6.3(c), for which
the same fields are considered as Fig. 6.6(c), the Fermi level E+1 of the spin-up electrons
is displaced inside the gap near the K ′ valley and therefore the intra-band PHES is absent
in this case. The PHES of different spin and valley type electrons differs strongly, so spin
and valley polarisation is expected because there are regions in the (q, ω) plane where only
one spin and valley type of electrons can create an electron-hole pair.

If the field Ez is absent but the M one is finite, the spin symmetry is broken but the
valleys remain equivalent. Figure 6.6(d) shows that the corresponding PHES is strongly
spin dependent and spin polarisation is possible.

In the region between the intra- and inter-band PHES, it is not possible to excite a
particle-hole pair. Therefore, in this region it is possible to excite stable plasmons. Inside
the PHES, the plasmons do have a finite lifetime because they can decay into electron-hole
pairs. Notice that the PHES has a spin and valley texture, that is, in some parts of the (q, ω)
plane pair formation is allowed for only one spin and one valley component, denoted by
{sz, ξ}, but that there are also regions shared with different {s′z, ξ′} components. When
pair formation is allowed for only one spin and valley type, it is possible to excite plasmons
that contain only one specific spin or valley type of electrons and refer to them as spin-
and valley-polarised plasmons.

6.4.2 Plasmons in silicene
Using the expression found in Eq. (6.26), the plasmons can be found, as usual, by investi-
gating the zeroes of the dielectric function

εRPA (q, ω) = 1− vqχ(0)
nn(q, ω) = 1− Nfαee

q̄

χ
(0)
nn(q, ω)

D0(EF)
(6.31)

with vq = 2πe2/(ε̄q) the 2D Fourier transform of the Coulomb potential with an effective
dielectric constant ε̄ that takes into account the medium surrounding the silicene sample.
In this study free-standing silicene is considered and therefore ε̄ = 1, the permittivity
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Figure 6.6: PHES of silicene for different values of the fields Ez and M as specified. The top row
is for the K valley, the bottom row for the K ′ valley. The different hatched regions correspond to
the spin type of the electrons as indicated at the top of the figure. The different colours refer to the
inter- or intra-band PHES. The SOC is λso = 0.3EF.

of vacuum. Recently, a new procedure to fabricate silicene, by intercalating it between
two graphene layers, was proposed [226, 249]. Therefore, experimental realisation of the
considered free-standing silicene system is possible. In Fig. 6.7 the real part of the RPA
response function is shown in the top row.

The second equality of Eq. (6.31) features the silicene fine structure constant αee =
e2/(ε̄~vF). This constant equals αee ≈ 4, which is twice that of graphene because the
Fermi velocity in silicene is half that of graphene. Therefore, the e-e interaction in silicene
is stronger.

In Fig. 6.7 the silicene loss function is shown in the bottom row. It is strong inside the
inter-band PHES because here particle-hole pair formation is possible. There is, however,
also a pronounced absorption curve outside the PHES. Here the response of the electron
liquid is not absorbed by pair formation but by plasmon excitation.

The plasmon dispersion is found by solving the equation Re εRPA (q, ω) = 0 numer-
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Figure 6.7: Top row: real part of the RPA response function for silicene. Bottom row: silicene
electron loss function. For clarity a small imaginary part is added to ω, such that ω → ω + Iβ
with β = 10−4. The columns correspond to various values of the electric and exchange fields, as
specified, that are the same as those used in the previous figures. The SOC strength is λso = 0.3EF.

ically. However, for small energies and momenta one can find an approximate analytical
solution upon using Eq. (6.30):

ω̄2
pl ≈

αq̄

8

∑
ξ,sz=±1

Ēsz

(
1−

∆̄2
ξsz

Ē2
sz

)
θ(∆ξsz − Esz). (6.32)

Note that again a
√
q behaviour is obtained. This is typical for plasmons in 2D systems as

mentioned before.

In the first row of Fig. 6.8 the plasmon branches are shown for several configurations
of the electric and exchange fields. The solid curves correspond to the plasmons with
zero decay rate while the dashed curves are the zeroes of the real part of ε. The plasmon
dispersion given by Eq. (6.32) is shown by dash-dotted curves.

A more detailed study of the effect of the electric field on plasmons in silicene can be
found in Ref. [248]; the results of this chapter reduce to those of this study for M = 0.

Finally, in order to asses the importance of the plasmon modes, also the oscillator
strength as introduced in Sec. 3.2.5 and decay-rate are calculated in Fig. 6.8.
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(a) M=0, ℓEz=0 (b) M=0, ℓEz=λSO (d) M=2.7λSO, ℓEz=0(c) M=2.7λSO, ℓEz=λSO

Figure 6.8: Top row: plasmon dispersion in silicene. The blue solid curve corresponds to plasmons
that are not damped due to single-particle processes, the blue dashed curves are the roots of the
real part of the dielectric function that are the prolonged versions of the stable branches, the blue
dotted curves are the other roots of the real part of ε, the dash-dotted curve is the low-momentum
approximation. The other coloured curves show the borders of the PHES of different spin and
valley types as shown in Fig. 6.6 with the same colour code. The dashed curves are for theK valley
and the dotted ones for the K ′ valley. Second and third rows: decay rate and oscillator strength,
respectively, of the plasmon branches shown in blue on the first row. Each column corresponds to
various values of the electric and exchange fields as specified.

6.5 Numerical results

The results shown in Figs. 6.7 and 6.8 correspond to four systems to which different
electric and exchange fields are applied. These four different combinations of Ez and M
correspond to the values used earlier in Figs. (6.3)-(6.6). This allows to demonstrate the
different types of plasmons that can be excited in silicene.

The first column shows results for a Fermi level EF ≈ 3λso but no external fields
present. Here both spin types behave the same and a plasmon branch is obtained that
is similar to that of gapped graphene as discussed before in Sec. 5.7. Note, however,
that because the fine structure constant αee is twice that of free-standing graphene, it is
interrupted by the inter-band PHES which is accompanied by a strong absorption. Inside
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the PHES, the decay rate increases very quickly showing the instability of the plasmon
at that point. The oscillator strength of the small q plasmon branch is larger than that of
the second part of the stable branch. The first part is therefore more pronounced than the
second one.

In the second column Ez is the critical field, Ec, and the exchange field is zero. This
particular example is especially interesting because the spectrum of the sz = +1 electrons
is linear and gapless while that of the sz = −1 electrons has a large gap near the K valley.
The corresponding plasmons have a dispersion that is similar to that of graphene, but which
is interrupted by the PHES of the K spin-up electrons. The electron loss function shows
that at this point the plasmon can decay into spin-up electron hole pairs near the K valley.
This is supported by the increase in the decay rate, but note that this rate is much smaller
than that for the first case because only one spin type per valley can induce pair formation.
The oscillator strength of the plasmon outside the PHES is similar to that of the field-free
case, but diminishes inside the PHES. Although the PHES and the plasmons in the two
valleys depend on the spin type, they are compensated in the other valley. Therefore, in
this case the plasmons are not spin polarised.

In the third column the electric and exchange fields are finite. Because of the combined
effect of both fields, the PHES acquires a spin and valley texture. For very small q the
plasmon branch is stable but it quickly encounters the border of the K spin-up PHES
where the decay rate increases. The branch continues under the border of the K ′ spin-up
PHES but the loss function signals its presence. The crossing of the border of the K ′ spin-
down PHES results in a shortening of the lifetime because the plasmons can decay into
two different types of electrons, the spin-up type in the K valley and the spin down one in
the K ′ valley. Thus, in this case on obtains spin- and valley-polarised plasmons. Notice
an additional feature, the oval dotted curve; this is the remnant of the plasmon branch of
spin-down electrons. This oval curve, which corresponds to ReεRPA(q, ω) = 0 contains
for a given q two solutions. Only the top solution, corresponding to a positive decay rate,
is a plasmon. The other solution has a negative decay rate.

The fourth column applies to the case where the electric field is absent but a very large
exchange field is applied, M ≈ 2.7λso. In this situation the dispersions of both spin types
are shifted with respect to each other in such a way that the Fermi level lies in the gap of
the spin-up electrons while it is situated in the conduction band of the spin-down electrons.
For spin-up electrons the intra-band PHES, therefore, vanishes and the inter-band PHES
is shifted to lower energies. Here, there is an undamped plasmon branch that follows the
border of the inter-band PHES of the spin-up electrons. Despite its stability, the oscillator
strength and absorption show that it is not very pronounced. There exists, however, also a
strongly damped branch that lies inside the spin-up inter-band PHES, shown by the dotted
curve, which is the prolonged version of the undamped plasmon and that showing the
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same
√
q dependence of the stable plasmon for low q. This branch indicates a spin-down

plasmon but one which can decay very quickly into spin-up electron-hole pairs leading
to a strong electron energy-loss in this region as shown in Fig. 6.7(d). This plasmon
lies outside the PHES and is therefore neither spin- nor valley-polarised. However, the
plasmon-like branch inside the spin-up PHES does resemble a spin-polarised system but
with a very short lifetime.

6.6 Concluding remarks and outlook
This chapter investigated how electric (Ez) and exchange (M ) fields can be used to tune
the plasmonic response of the electron gas in silicene. These fields affect the PHES of
electrons with opposite spin and valley indices in different ways giving the PHES a spin
and valley texture and thus leading to spin- and valley-polarised plasmons. Their lifetime
is, however, finite because they can easily decay into electron-hole pairs with different
spin or valley indices. Further, the field M affects strongly the oscillator strength. The
undamped plasmon that remains has a negligible strength and is therefore not expected
to show up in experiments. If the Fermi level lies in the gap of a spin in one valley, the
intra-band region of the corresponding PHES disappears. For zero Ez and finite M the
spin symmetry is broken and spin polarisation is possible.

A low-momentum plasmon dispersion has been found that has the typical 2D
√
q be-

haviour. At higher momentum, the plasmon dispersion differs from this
√
q dependence.

However, a strong field M can induce plasmons with finite lifetime of one spin type for
which the dispersion follows closely the approximate plasmon branch.

The results reported in this work pertain to free-standing silicene since the permittivity
of vacuum, ε0, has been used. For silicene on a substrate the permittivity will be different
and the results will be modified quantitatively. The plasmon branches will be curved
downward due to the additional screening of e-e interaction by the substrate and the PHES
can be avoided yielding plasmons with larger oscillator strength.

The predicted spin-and valley-polarisation of plasmons is a consequence of a mecha-
nism similar to that responsible for directional filtering of plasmons in a 2D electron gas
[250]. In this case the anisotropy of the electron dispersion renders the PHES anisotropic
and damps the plasmons in one direction more than in the other. The next chapter is de-
voted to the investigation of the plasmonic properties of another anisotropic 2D plasmon
system, namely graphene with a finite drift current.



CHAPTER 7

Current-induced birefringent absorption and
non-reciprocal plasmons

How does an electric current influence the
optical properties of graphene and can it be
used to enhance the lifetime of plasmons in
graphene?

This chapter analyses how the optical properties of a graphene sheet change when
a strong current is induced in the Dirac fluid. Following Boltzmann transport theory,
it is shown that this can be included by incorporating an additional term in the Fermi-
Dirac distribution. Subsequently, the density-density response function is calculated with
this drifted distribution. The imaginary part has an analytical solution while the real part
can be obtained via the calculation of one numerical integral. It is demonstrated that an
applied dc current modifies the Pauli blocking mechanism and that absorption acquires
a birefringent character with respect to the angle between the in-plane light polarisation
and current flow. Employing the random phase approximation at finite temperature, it is
shown that graphene plasmons display a degree of non-reciprocity and collimation that can
be tuned with applied current. In this chapter, the system under consideration is graphene
encapsulated by hBN as considered in chapter 5. The results presented in this chapter are
calculated for realistic parameters that represent empirically achievable situations. The
chapter ends with some comments on how the proposed results could be measured.
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The chapter is structured as follows: in Sec. 7.1 the importance of non-reciprocity
in optical circuits is explained while in Sec. 7.2 the distribution function in the presence
of a finite drift current is derived. In Sec. 7.3 the corresponding density-density response
function is calculated at finite temperature and from this, in the q → 0 limit, the absorption
is derived in Sec. 7.4. In Sec. 7.5 the plasmon dispersion is calculated and its non-
reciprocity is derived. Finally in Sec. 7.6 the chapter is summarised with some comments
of the possibilities of measuring the proposed physics.

The content of this chapter is published in 2D Materials [71].

7.1 Non-reciprocal optical phenomena

Optical non-reciprocity arises when two oppositely propagating light rays experience a
different interaction with the environment. A typical application for this is an optical
isolator: a device that allows light to pass in one direction but block it in the other direction
[251]. This is useful, for example, in the design of a laser where the optical isolator makes
sure that the laser is protected from back reflections that could disturb the laser operation
or when one wants to guide light in specific interference set-ups in for example optical
communication systems [251].

Creating non-reciprocal materials can be done by breaking time-reversal symmetry.
For example, magneto-optical effects were shown to feature a strong non-reciprocity [252–
254]. However, the use of a magnetic field to break time-reversal symmetry is not suitable
to be applied to nano-scale systems [255]. Therefore, the quest for materials or optical set-
ups where non-reciprocity is generated free from magnetic fields receives a lot of attention
in the photonic research world [251, 255–259].

Because plasmons represent light coupled to electrons in materials, it is of interest to
look for plasmonic non-reciprocity that is also preferably free from magnetic fields. For
plasmons the non-reciprocity will arise as a breaking of the symmetry of the plasmon dis-
persion under reversal of the direction of momentum, i.e. ωpl(−q) 6= ωpl(q). Furthermore,
if one is able to show that plasmon propagation is only possible in one direction, so the
plasmon is free from back-scattering, it is expected that this could enhance the plasmon
lifetime in a similar way as the back-scattering-free optical modes in a topological material
are protected [260–262] or as chirality reduces backscattering for electrons in graphene as
discussed before in Sec. 2.3.

In graphene, non-reciprocity has recently been discussed for electron resonators where
a magnetic field breaks the symmetry of counter-propagating modes [263]. Also, in the
absence of a magnetic field, it has been found that at the edge of a graphene flake with a
valley imbalance, there are unidirectional edge-plasmon modes that arise due to the band
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topology that induces an anomalous velocity that affects the boundary conditions of the
system [204, 208].

In this chapter, a new way of generating non-reciprocal Dirac plasmons free from
magnetic fields is presented. The main mechanism that breaks time reversal symmetry is
the application of a finite drift current in the graphene flake. Graphene is very suitable
for this because it has been shown that it can support ultra-high current densities without
being damaged. Indeed, early on Moser et al. [40] proposed a simple method to suppress
contamination of graphene at low temperatures inside a cryostat. Applying a source-drain
bias of a few Volts across their samples, these authors induced a large current flow of up to
4 mA, thereby removing contamination adsorbed on the surface. For a typical device width
of 4 µm, such current translates into an extremely large current density J ' 10 A/cm.

This chapter presents a detailed theoretical study of the optical and plasmonic prop-
erties of current-carrying graphene sheets. Previous authors [264, 265] have considered
the same problem, but only reported approximate solutions that are valid for low current
densities. Here, a semi-analytical approach is described, which can be applied for any
current density (i.e. for drift velocities |v| as large as the graphene Fermi velocity vF) and
at an arbitrary electron temperature T . The combined functionalities offered by electrical
(or chemical) doping and dc currents may further enrich the graphene optoelectronic and
plasmonic portfolio, possibly leading to interesting discoveries and/or potential applica-
tions. After the prepublication of the contents of this chapter, a second paper confirming
the results appeared on the cond-mat repository [263].

7.2 Fermi-Dirac distribution of a drifting electron liquid

7.2.1 Boltzmann equations

Following Boltzmann transport theory, one can find the distribution function for an elec-
tron liquid in the conduction band with an applied electric field as [266, 267]

(∂t + vk ·∇ + eE ·∇k)nk(r, t) = SeL + See . (7.1)

Here, nk(r, t) is the local distribution function of particles with wave vector k that needs
to be obtained, E is the applied electric field, vk is the band velocity and SeL and See are
the collision integrals of electrons with the lattice (e.g. with phonons) or with each other
respectively.

From the Boltzmann equation, Eq. (7.1), one can derive the definitions of the con-



142 Current-induced birefringent absorption and non-reciprocal plasmons

served quantities of the system as:

n(r, t) =

∫
d2k

(2π)2
nk(r, t) , (7.2)

j(r, t) = vF

∫
d2k

(2π)2

k

k
nk(r, t) , (7.3)

E(r, t) =

∫
d2k

(2π)2
ε(k)nk(r, t) . (7.4)

Here, n(r, t) is the particle density, j(r, t) the current density and E(r, t) the energy den-
sity.

If the graphene sample is encapsulated by hBN, as shown before, electron-lattice in-
teraction can be neglected with respect to the e-e interaction. In this collisional regime
where e-e interactions are the most important, the electron-lattice collision integral can be
neglected, SeL = 0. The e-e collision term can then be written as [267]

See(k1) =
∫

dk2dk3dk4δ(εk1 + εk2 − εk3 − εk4)δ(2)(k1 + k2 − k3 − k4)

× {[1− nk1 ][1− nk2 ]nk3nk4 − nk1nk2 [1− nk3 ][1− nk4 ]} . (7.5)

This describes a scattering process between two particles with k1 and k2 into states with
k3 and k4 where the δ functions make sure that energy and momentum are conserved
in the collision. The distribution functions nki determine the occupation probability of
an electron in state ki. In equilibrium, this collision integral vanishes and, therefore,
it determines a form of the distribution functions that needs to nullify the integrand of
Eq. (7.5):

1− nk1
nk1

1− nk2
nk2

=
1− nk3
nk3

1− nk4
nk4

. (7.6)

This equation can be solved by taking the logarithm of both sides as:

log(g1) + log(g2) = log(g3) + log(g4) . (7.7)

Eq. (7.7) shows that the quantity log(gi) = log(1 − nki)/nki is conserved during the
collision. This means that it should be a function of the other quantities that are conserved
during the collision, i.e.

log (gi) = (kBT )−1(εki − ~V · ki − µ) . (7.8)

Eq. (7.8) is the most general equation that follows the requirement of energy and momen-
tum conservation in each interaction. The quantities T , V and µ can be considered as
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Lagrangian multipliers that make sure that the total conservation laws, Eqs. (7.2)-(7.4),
remain valid. Solving Eq. (7.8) for the distribution functions nki , one finds

nλki =

[
1 + exp

(
ελki − ~V (r, t) · ki − µ(r, t))

kBT (r, t)

)]−1

. (7.9)

In this equation the band index λ is restored. Note that the Lagrangian multipliers gener-
ally depend on the position r and the time t. Their physical meaning will be discussed in
the next section.

7.2.2 Interpretation of the Lagrangian multipliers
Now, one can calculate the corresponding carrier concentration for graphene nc(r, t) as
before in Eq. (2.33):

nc(r, t) = ne(r, t) + nh(r, t) , (7.10)

where ne(r, t) is the electron concentration and nh(r, t) is the hole concentration that can
be calculated as

ne(r, t) =

∫
d2k

(2π)2
n+,k(r, t) (7.11)

nh(r, t) =

∫
d2k

(2π)2
[1− n−,k(r, t)] , (7.12)

In the absence of a term proportional to V , the result was calculated in Eq. (2.33). In the
presence of a finite V , the carrier concentration can be written as

nc(µ, T, β) = Nf

∑
α=±1

∫
d2k

(2π)2
Nα(k, µ, T, β) , (7.13)

which depends on the position and time through the Lagrangian multipliers. This depen-
dence will be omitted from now on. In Eq. (7.13) one has

Nα(k, µ, T, β) =
1

exp
{

~vFk[1−αβ cos(θ)]−αµ
kBT

}
+ 1

. (7.14)

In Eq. (7.14), θ is the angle between k and v and β = |V | /vF. Without loss of generality,
the integral in Eq. (7.13) can be calculated by choosing V to be oriented along the ex
direction. To calculate the integral, one can replace the radial integration variable k by
introducing k′ = k[1− αβ cos(θ)] such that the integral becomes

Nf

∫
d2k

(2π)2
Nα(k, µ, T, β) =

∫ 2π

0

dθ

2π

1

[1− αβ cos (θ)]2

∫ ∞
0

kdk

2π
Nα(k, µ, T, 0) . (7.15)
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The radial integral in Eq. (7.15) reduces to the integration without V , i.e. β = 0, as
given in Eq. (2.33), while the angular integration can be carried out by using the residue
theorem: for 0 ≤ β < 1 one finds∫ 2π

0

dθ

2π

1

[1− αβ cos (θ)]2
=

1

(1− β2)3/2
. (7.16)

Notice that this expression is independent of α that discriminated between the electrons
and holes. Therefore, the radial integral from Eq. (7.15) reduces to nc(µ, T ). The total
carrier concentration at finite T , V and µ, therefore, becomes

nc(µ, T, β) =
nc(µ, T )

(1− β2)3/2
. (7.17)

Similarly, one can calculate the locally averaged drift velocity of the carriers as

v(r, t) =
1

nc(r, t)

∫
d2k

(2π)2
vk
∑
α

nαk(r, t) , (7.18)

where vk = ∂kεk is the band velocity which becomes for graphene vk = vFk/k. The
resulting integral is

v(r, t) =
NfvF

nc(r, t)

∫ ∞
0

kdk

2π

∫ 2π

0

dθ

2π
cos θ

∑
α

Nα(k, µ, T, β),

=
vF

nc(r, t)

∫ 2π

0

dθ

2π

∑
α

cos θ

[1− αβ cos (θ)]2
nα(µ, T ) = V (r, t) . (7.19)

In Eq. (7.19), it has been noticed that the angular integral can be calculated as∫ 2π

0

dθ

2π

cos (θ)

[1− αβ cos (θ)]2
= α

∂gα(β)

∂β
(7.20)

with

gα(β) =

∫ 2π

0

dθ

2π

1

1− αβ cos (θ)
=

1√
1− α2β2

. (7.21)

Eq. (7.19) shows that the Lagrangian multiplier V that was introduced to solve Eq.
(7.7) corresponds to the mean drift velocity v of the charge carriers. If the mean drift
velocity is zero, the distribution function reduces to

nλk =

[
1 + exp

(
ελk − µ(r, t)

kBT (r, t)

)]−1

, (7.22)
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which coincides with the usual Fermi Dirac distribution with chemical potential µ and
electron temperature T . Notice that in the calculation of the density in order to obtain
Eq. (7.16), it turned out that the integral was only finite if β < 1, i.e. v < vF. This
is a condition that always needs to be satisfied in order to have a non-diverging particle
density. As a consequence, for the charge carriers, the Fermi velocity vF has a similar role
as the speed of light by putting an upper bound to the possible drift velocity in the system.

In experimental set-ups, one is interested in the carrier density nc and the charge cur-
rent density J . The relation between the former and the three Lagrangian parameters was
already obtained in Eq. (2.33). For the latter, this can be related to the drift current as:

J (µ, T, β) = −evF(r, t)

∫
d2k

(2π)2

k

k

∑
λ

nλk(r, t) = −evFnc (µ, T, β)β. (7.23)

Here, β = v/vF, is the dimensionless drift velocity.
In Fig. 7.1(a) the dimensionless drift velocity β is shown as a function of the current

density J , for different values of the chemical potential µ. It is clear that for low current
densities the relation is linear as expected from Eq. (7.23). With increasing current density
the function β = β(J) flattens, and β → 1 (i.e. the induced drift velocity reaches the
graphene Fermi velocity) asymptotically, as expected from Eq. (7.23). Finite-temperature
effects, shown in Fig. 7.1(b), tend to suppress the induced drift velocity.

Since the system under consideration is an open system, i.e. a graphene sheet attached
to leads, the usual grand-canonical procedure [268] in which the chemical potential µ is
forced to readjust at each value of T to make sure that the average number of particles is
conserved is not followed. In this chapter, µ is fixed by the leads (and external gating) and
does not change with temperature. For the sake of definiteness, an n-doped graphene sheet
is considered. Results for p-doped systems are identical since the quantities of interest are
particle-hole symmetric.

7.2.3 Galilean invariance

Dropping the position and time dependencies, the Fermi-Dirac distribution function with
a drift velocity can be written as

nλ(k,v;T ) =

[
exp

(
ελk − ~v · k − µ

kBT

)
+ 1

]−1

. (7.24)
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Figure 7.1: Dimensionless drift velocity β as a function of the current density J (in units of A/cm),
for different values of the chemical potential µ, as indicated in the legend. For (a) T = 0, and (b)
T = 300 K.

This distribution is called the drifted Fermi Dirac distribution. If the energy dispersion
ελk is parabolic, i.e. ελk = (~k)2 / (2m), this can be rewritten as

nλ(k,v;T ) =

[
exp

(
(~k)2

2m
− ~v · k + mv2

2
− mv2

2
− µ

kBT

)
+ 1

]−1

, (7.25)

=

exp

 (~k−mv)2

2m
−
(
µ+ mv2

2

)
kBT

+ 1

−1

. (7.26)

Therefore, the expression for the response function can be rewritten as

χ(0)
nn(q, ω) ∼

∑
k

nλ(k,v;T )− nλ(k + q,v;T )

~ω + ελk − ελk+q + i~η
(7.27)

=
∑
k

nλ(k, 0;T )− nλ(k + q, 0;T )

~ω + ~q · v/2 + ελk − ελk+q + i~η
(7.28)

This corresponds to a response function with adapted Fermi level, µ′ = µ+mv2/2, where
the Fermi circle is shifted in momentum space with the momentum p0 = mv and where
the frequency is Doppler shifted as ~ω′ = ~ω + ~q · v/2 . Apart from this, the system
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is invariant when transformed between two frames that move with respect to each other.
This stems from the Galilean invariance of an electron gas with parabolic bands [102].

For graphene, it has been shown before that the energy dispersion is linear and, there-
fore, the Dirac electron gas is not Galilean invariant. Applying the same transformation as
before, one finds

nλ(k,v;T ) =

[
exp

(
λvFk (1− β cos θk,v)− µ

kBT

)
+ 1

]−1

. (7.29)

This explicitly depends on the angle θk,v between k and v, and cannot be simplified as in
the parabolic case. In the following section, the density-density response function will be
calculated in this case.

7.3 The density response function of a current-carrying
graphene sheet

The optical properties of a current-carrying graphene sheet can be calculated by using
LRT [102] with respect to the electric field of the incident light beam. The effect of an
external dc current is included in a non-perturbative fashion. As seen in the previous
section, the drift velocity satisfies the following inequality: v < vF. The obtained results,
however, are not perturbative in the dimensionless parameter

β =
v

vF

. (7.30)

To find the optical response of a current-carrying two-dimensional (2D) massless Dirac
fermion (MDF) system [269], the dynamical density-density response function is calcu-
lated. This one is defined by [102]

χ(0)
nn(q, ω;T ) = Nf

∑
λ,λ′

∫
d2k

(2π)2
|Dλλ′(k,k + q)|2 nF,λ(k,v;T )− nF,λ′(k + q,v;T )

~ω + εk,λ − εk+q,λ′ + iη
.

(7.31)
Here, Nf = 4 is the number of fermion flavors in graphene,

|Dλλ′(k,k + q)|2 =
1

2
[1 + λλ′ cos(θk − θk+q)] (7.32)

is the usual density vertex factor [105, 269], and η = 0+ is a positive infinitesimal.
Replacing the frequency variable ω in the response function by −ω, and replacing the

integration variable k→ −k − q, the response function becomes
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χ(0)
nn(q,−ω;T ) = Nf

∑
λ,λ′

∫
d2k

(2π)2
|Dλλ′(k,k + q)|2

× nF,λ(k,−v;T )− nF,λ′(k + q,−v;T )

~ω + ελk − ελ′k+q − iη
. (7.33)

This means that under this transformation both the sign of the velocity v as the imagi-
nary part, η, changes. Therefore the relation becomes

Re χ(0)
nn(q,−ω;T )

∣∣
v

= Re χ(0)
nn(q, ω;T )

∣∣
−v , (7.34)

Im χ(0)
nn(q,−ω;T )

∣∣
v

= −Im χ(0)
nn(q, ω;T )

∣∣
−v . (7.35)

Notice that this breaks the usual relation for the imaginary part derived in Eq. (3.70) which
states that the sign of ω is opposite to that of Imχ. In this case also the direction of the
velocity needs to be changed for the relation to hold. This will affect the sum rules related
to the system.

7.3.1 The imaginary part of χ(0)
nn at zero temperature

Following the method outlined in Sec. 3.1.4, at T = 0, the response function can be
written as

χ(0)
nn(q, ω; 0) = −χ−Λ (q, ω) + χ−µ,v (q, ω) + χ+

µ,v (q, ω) . (7.36)

Notice that here the first term denotes the vacuum contribution which does not depend on
the drift velocity v. The other two terms can be written as

χ±µ,v (q, ω) = Nf

∫
d2k

(2π)2

∑
α=±1

α |D± (k,k + q)|2 Θ (µ− εk + α~v · k)

~ω + α (εk ∓ εk+q) + i~η
. (7.37)

This expression has a similar form as Eq. (3.32), except that the Heaviside step function
now limits the radial integration to an angle-dependent wave number given by

kαF (θ) =
µ

~vF (1− αβ cos θk,v)
. (7.38)

Notice that in Eq. (7.38) the chemical potential µ was used instead of the Fermi level
EF. This is because the latter is chosen to correspond to the chemical potential at T = 0
and v = 0. In the following, the dimensionless quantities from Eq. (3.34) are redefined
accordingly as

k =
~vFk

µ
, q ≡ ~vFq

µ
, ω̄ ≡ ~ω

µ
. (7.39)
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Because the Fermi wave vector depends on the angle between k and v, the determi-
nation of the integration angle is less straightforward. Indeed, in Eq. (7.37) there are three
angles that need to be considered. They appear in the factors

|D± (k,k + q)|2 =
1

2
(1± cos (θk,k+q)) , (7.40)

εk+q = ~vF

√
k2 + q2 + 2kq cos (θk,q), (7.41)

v · k = vk cos (θk,v) . (7.42)

In these equations, θa,b denote the angle from vector a to vector b. The first equation can
be written as a function of the angle between k and q as in Eq. (3.37). For the last angle,
one needs to measure it via q as

θk,v = θk,q + θq,v. (7.43)

This introduces a new angle θq,v that is fixed by the external conditions of the system,
namely the direction of the drift velocity v and of the polarisation of the incident wave
q. This angle will be called ψ ≡ θq,v and the angle θ ≡ θk,q will still serve as the
integration variable. Notice that in that case the step function from the integrand of Eq.
(7.37) becomes

Θ (µ− εk + α~v · k) = Θ
(
1− k̄ (1− αβ cos (θ + ψ))

)
= Θ

(
1− k̄ (1− αβ [cos θ cosψ − sin θ sinψ])

)
. (7.44)

Here, the dimensionless velocity β from Eq. (7.30) has been introduced.
Following the same derivation as outlined in Sec. 3.1.4, one can calculate the angular

integral and obtain the expression (as before the barred notation is suppressed for clarity)

Imχ±µ,v (q, ω) = − D (µ) q

2
√
q2 − ω2

∑
α=±1

∑
γ=±1

α

2

×
∫ ∞

0

dk

√(
2k + αω

q

)2

− 1Fα,±
Im (k, q, ω)Tα,γv (k, q, ω) . (7.45)

In Eq. (7.45), the function Fα,±
Im (k, q, ω) is the same one as defined in Eq. (3.40) for the

undrifted case. This function turned out to determine the PHES of the particles. However,
when there is a finite drift velocity, an additional function Tα,γv (k, q, ω) appears that stems
from the adapted step function. The function is defined as

Tα,γv (k, q, ω) = Θ
(

1− k +
αv

2q

[
cos (ψ)

[
ω2 − q2 + 2αωk

]
−γ sin (ψ)

√
(q2 − ω2)

[
(2αk + ω)2 − q2

]])
. (7.46)
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It shows that the angle ψ changes the PHES and because of the sum over γ = ±1, the total
response function is still symmetric with respect to a sign change in ψ. Eq. (7.46) indicates
that the effect of a finite drift velocity to the system is to change the radial integration
domain corresponding to where the argument of Eq. (7.46) is positive. Notice that in the
absence of a drift velocity the radial integration is limited as k < kF, but for a finite drift
velocity this relation becomes quite complicated.

In order to evaluate the radial integral, one can introduce a new variable

x =
2k + αω

q
. (7.47)

This allows to rewrite Eq. (7.45) depending on whether q > ω, corresponding to intra-
band transitions or q < ω, corresponding to inter-band transitions. The sign change in the
argument of the square root is compensated for by the square root in front of Eq. (7.45).
The remaining integral has an indefinite solution

1

2
Gintra (x) ≡

∫
|x|>1

dx
√
x2 − 1 =

1

2

[
x
√
x2 − 1− log

(
x+
√
x2 − 1

)]
, (7.48)

1

2
Ginter (x) ≡

∫
|x|<1

dx
√

1− x2 =
1

2

[
x
√

1− x2 + arcsin (x)
]
. (7.49)

Here, the functions Ginter (x) and Gintra (x) denote the solutions for the respective regions
of the (q, ω) plane.

Written in this way, the effect of the step function in Eq. (7.46) is to change the inte-
gration domains of Eqs. (7.48) and (7.49). This effect depends on the value of q, ω and ψ,
and can be computed by writing the function as

Tα,γv,intra (x, q, ω) = Θ
[
Aα +Bx− Cα

√
x2 − 1

]
, (7.50)

Tα,γv,inter (x, q, ω) = Θ
[
Aα +Bx− Cα

√
1− x2

]
. (7.51)

Here, the subscripts refer again to the relation between q and ω and the quantities Aα, B
and Cα are defined as following:

Aα = 2 + αω − αβ cos(ψ)q,

B = βω cos(ψ)− q,
Cα = αβ sin(ψ)

√
|q2 − ω2|. (7.52)

In this way, one has defined a transformation from the (q, ω, ψ)-space to the (Aα, B, Cα)-
space. The latter can be used more easily to control the region where the argument of the
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function Tα,γv (x, q, ω) is positive. In tables 7.1 and 7.2 the expressions are summarised
for different parts of the (Aα, B, Cα)-space. These expressions have been obtained by
analysing the following functions:

gintra (x) = Aα +Bx− Cα
√
x2 − 1 , (7.53)

ginter (x) = Aα +Bx− Cα
√

1− x2 . (7.54)

In Fig. 7.2 several examples of the functions gintra (x) and ginter (x) are plotted. The func-
tions Tα,γv (x, q, ω) are only non-zero if the corresponding g(x) is positive. From the def-
inition of these functions in Eqs. (7.53) and (7.54) it clear that the function g(x = 1) =
Aα + B while g(x = −1) = Aα − B. These points are indicated by black and red dots
respectively in Fig. 7.2. Depending on whether Aα + B or Aα − B is positive or nega-
tive, the functions g(x) are positive in different intervals on the x-axis. For example, by
investigating Fig. 7.2(a), one sees that gintra(−1) < 0 and, therefore, curves with Cα ≤ 0
are negative for every x. If Cα > 0, the function is positive in a finite interval that is
bordered by the intersection with the x-axis. The lower limit is given by the zero with pos-
itive derivative, while the upper limit is given by the zero with negative derivative. This
analysis leads to a classification that of values of Aα, B and Cα that determine which are
the boundaries to the integrals in Eq. (7.48). The result is summarized in Table 7.1.

A similar analysis can be performed for ginter(x). Here, however, both the signs of
Aα + B and Aα − B, shown as black and red dots in Fig. 7.2(c) respectively, determine
upper and lower boundaries of the integrals. The result is summarised in Table 7.2.

The final result of the imaginary part of the response function can be written at T = 0
as:

Im[χ(0)
nn(q, ω; 0)] = fµ(q̄, ω̄)

∑
γ=±1

U(q̄, ω̄; β, γψ) , (7.55)

where

fµ(x, y) =
D(µ)

16

x2√
|x2 − y2|

, (7.56)

and

U(q̄, ω̄; β, ψ) = −Θ(q̄− ω̄)
∑
α=±1

αHintra(Aα, B, Cα)+Θ(ω̄− q̄)[Hinter(A−1, B, C−1)−π] .

(7.57)
Analytical expressions for the real functions Hintra(x, y, z) and Hinter(x, y, z) in Eq. (7.57)
are reported in Tables 7.1 and 7.2.

In Fig. 7.3 the imaginary part is shown for a polarisation along the drift velocity, i.e.
ψ = 0 and opposite to the drift velocity, i.e. ψ = π. The results show that inter-band PHES
strongly depends on the magnitude of the current and the angle ψ. If ψ = 0, the divergence
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Figure 7.2: (a) Function gintra (x) as a function of x for different values for Cα as indicated. In this
plot the values are Aα = 0.95 and B = −1. (c) Function ginter (x) as a function of x for the values
Aα = −1 andB = 0.95 and different values of Cα as indicated. Figs. (b) and (d) are a zoom of (a)
and (c) respectively to show that it is possible that the curve has two intersections with the x-axis.
The black dots denote the position (1, Aα + B) and the red dot (only in (c)) denotes the position
(−1, Aα − B). The figures show that whether the dots are above or below the x-axis determines
which part of the function is positive and, therefore, contributes to the integral. This determines the
categorisation presented in Tables 7.1 and 7.2.
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Aα +B > 0 Aα +B < 0

Gintra(x
α
−) Θ(Aα −

√
B2 − C2

α)
[
Gintra(x

α
−)−Gintra(x

α
+)
]

Table 7.1: This table summarizes the expressions that the function Hintra(x, y, z) takes depending
on the sign of the quantity Aα +B. The left (right) column applies if Aα +B > 0 (Aα +B < 0).
The function Gintra(x) = x

√
x2 − 1 − log(x +

√
x2 − 1) is evaluated at x = xαi , where xαi is the

root of the function gintra(x) = Aα + Bx − Cα
√
x2 − 1. Here, the subscript i = ± of the root

xαi is given by the sign of the derivative g′intra(x) evaluated at x = xαi , i.e. g′intra(x
α
+) > 0, while

g′intra(x
α
−) < 0.

A− +B > 0

A− −B > 0
Θ
[
A− − sgn(C−)

√
B2 + C2

−

]
[Ginter(y−)−Ginter(y+) + π]

+Θ
[
sgn [C−]

√
B2 + C2

− − A−
]

A− −B < 0 π/2−Ginter(y+)

A− +B < 0

A− −B > 0 Ginter(y−) + π/2

A− −B < 0 Θ
[
A− − sgn(C−)

√
B2 + C2

−

]
[G inter(y−)−Ginter(y+)]

Table 7.2: Same as in Table 7.1, but for the functionHinter(x, y, z). Here,Ginter(x) = x
√

1− x2 +
arcsin(x) and yi with i = ±1 denote the roots of the function ginter(y) = A−+By−C−

√
1− y2.

As in Table 7.1, the subscript i is such that g′inter(y+) > 0, while g′inter(y−) < 0.
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Figure 7.3: Imaginary part of the response function for a finite drift velocity β = 0.5. (a) shows
the case when q is oriented along the drift velocity, (b) shows it when they are opposite.

near the light cone is made stronger over a larger range of frequencies. In the other case,
the divergence is broadened. The most remarkable feature of the response function is that
contrary to the case of a normal graphene flake, the imaginary part becomes positive in a
region in the intra-band continuum. This is the consequence of the fact that the current
in the distribution function pumps energy in the system. This energy is spontaneously
released through intra-band processes. As seen in the left panels of Fig. 7.3, this also
means that the imaginary part of the static response function is non-zero and opposite for
opposite polarisation, as requested by Eq. (7.35).
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7.3.2 The real part of χ(0)
nn at zero temperature

The real part of χ(0)
nn(q, ω;T ) at T = 0 can be calculated from the following integral

Re[χ(0)
nn(q, ω; 0)] = Nf

∑
λ,λ′

P
∫

d2k

(2π)2
|Dλλ′(k,k + q)|2 (7.58)

× nF,λ(k,v; 0)− nF,λ′(k + q,v; 0)

~ω + ελk − ελ′k+q

,

where P denotes a principal-value integration.
Without loss of generality, one can take q = qex and denote by θ the polar angle of

k. This integral can be found by first analytically computing the integral over k = |k| in
Eq. (7.58) and then treat the angular integration over θ numerically. The latter integration is
performed over a finite domain and, therefore, can be computed numerically with relative
ease. As before in the absence of a drift velocity in Sec. 3.1.4, by combining terms from the
sum over λ and λ′, the integral in Eq. (7.58) can be written as the sum of two contributions,

Re[χ(0)
nn(q, ω; 0)] = Re[δχ(0)

nn(q, ω; 0)] + Re[χu(q, ω)] , (7.59)

where Re[χu(q, ω)] is the undoped (or vacuum) contribution from Eq. (3.48), and

Re[δχ(0)
nn(q, ω; 0)] = Nf

∑
α,α′=±1

P
∫

d2k

(2π)2
|Dα′(k,k + q)|2 αnF(k, αv; 0)

~ω + α(εk − α′εk+q)

is the contribution due to a finite doping.
To calculate the integral in Eq. (7.60) one can observe that, in the absence of a drift

velocity (β = 0), the upper limit of the integral over k is the Fermi wave number kF =
µ/(~vF). Indeed, for β = 0 the Fermi-Dirac distribution function in Eq. (7.60) has the
form:

nF(k, 0; 0) = Θ(µ− ~vFk) = Θ(kF − k) . (7.60)

For β > 0 the distribution function changes into

nF(k, αv; 0) = Θ(kαF(θ)− k) , (7.61)

where, the Fermi wave number from Eq. (7.38) was reintroduced. This allows to rewrite
the real part of the response function as

Re[δχ(0)
nn(q, ω; 0)] = D(µ)

∑
α=±1

∫ 2π

0

dθ

2π

I(θ)

αω̄ − q̄ cos θ
, (7.62)
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where

I(θ) = P
∫ κ̄F(θ)

0

dkk
k +X(θ)

k + Y (θ)
. (7.63)

In Eq. (7.63) the following is defined:

κ̄F(θ) =
~vFkF(θ)

µ
, (7.64)

X(θ) =
αω̄ + q̄ cos θ

2
(7.65)

and

Y (θ) =
ω̄2 − q̄2

2(αω̄ − q̄ cos θ)
. (7.66)

The quadrature in Eq. (7.63) can be carried out analytically. The end result is

I =
1

2
κ̄F(2X − 2Y − κ̄F) + Y (X − Y ) log

∣∣∣∣ Y

Y + κ̄F

∣∣∣∣ . (7.67)

Having found an expression for I(θ), the angular integration in Eq. (7.62) can be easily
carried out numerically.

7.3.3 Extension to finite temperature
The temperature dependence of the response function in Eq. (7.31) is best evaluated by
using the Maldague identity as discussed in Sec. 3.1.5. Indeed, also the drifted Fermi
Dirac distribution Eq. (7.24) can be written as an integral similar to Eq. (3.58) as:

nF,λ(k,v;T ) =

∫ ∞
−∞

dy
[nF,λ(k,v; 0)]µ→y

4kBT cosh2 [(y − µ)/(2kBT )]
. (7.68)

In Eq. (7.68) nF,λ(k,v;T ) is expressed as an integral over µ of the zero-temperature Fermi
step, accompanied by an appropriate weighting function. Then observe that the difference
between the distribution functions in the numerator of Eq. (7.31) can be rewritten as:∫ ∞

−∞
dy

[nF,λ(k,v; 0)]µ→y − [nF,λ′(k + q,v; 0)]µ→y

4kBT cosh2[(y − µ)/(2kBT )]
. (7.69)

Since µ appears only in the numerator of Eq. (7.31), one can integrate first over k and then
over y obtaining:

χ(0)
nn(q, ω;T ) =

∫ ∞
−∞

dy

[
χ

(0)
nn(q, ω; 0)

]
µ→y

4kBT cosh2[(y − µ)/(2kBT )]
. (7.70)
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This formula expresses the finite temperature response function χ(0)
nn(q, ω;T ) in terms of a

weighted average of response functions χ(0)
nn(q, ω; 0)|µ→y at zero temperature and different

chemical potentials.

7.4 Birefringent absorption
In this section the results for the density-density response function reported in Sect. 7.3
are used to calculate how the optical absorption spectrum of graphene is changed by a dc
current.

Because the drift velocity v = (vx, vy) defines a preferential direction in the graphene
sheet, the longitudinal conductivity σij(ω) stemming from the density-density response
function χ(0)

nn(q, ω;T ) in Eq. (7.70) as defined in Eq. (3.97) transforms like a rank-2 tensor
with respect to the Cartesian indices i, j = x, y. Notice that this conductivity is longitudi-
nal with respect to the wave vector q, but, because of the preferential direction, it is still a
tensor. Following common practice—see section 3.4 in Ref. [102]—in the case of similar
rank-2 tensors (like the current-current response function of a homogeneous and isotropic
electron system), this tensor can be decomposed according to

σij(ω) = σL(ω)
vivj
v2

+ σT(ω)
(
δij −

vivj
v2

)
, (7.71)

where the longitudinal σL(ω) and transverse σT(ω) components are defined by:

σL(ω) ≡ ie2ω lim
q→0

χ
(0)
nn(q, ω;T )

q2

∣∣∣∣∣
ψ=0

(7.72)

and

σT(ω) ≡ ie2ω lim
q→0

χ
(0)
nn(q, ω;T )

q2

∣∣∣∣∣
ψ=π/2

. (7.73)

Notice that here the longitudinality and transversality is defined with respect to the direc-
tion of the drift velocity v. Of course, σL(ω) and σT(ω) depend on v.

The optical absorption Aij(ω) is defined as in Eq. (3.102) by

Aij(ω) ≡ 4π

c
Re[σij(ω)] . (7.74)

Using Eq. (7.71)-(7.74) the following compact expression for the optical absorption can
be found:

Aij(ω) = AL(ω)
vivj
v2

+ AT(ω)
(
δij −

vivj
v2

)
. (7.75)
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Figure 7.4: Absorption as a function of the incident photon frequency (in units of µ/~), for differ-
ent values of the dimensionless drift velocity β = v/vF. Panels (a) and (b) show zero-temperature
results for polarisation of light along (ψ = 0) and perpendicular (ψ = π/2) to the velocity di-
rection, respectively. Panels (c) and (d) show the same quantities but for a finite temperature
kBT = 0.2 µ. The dashed horizontal curve in each panel indicates graphene’s maximal absorption,
παQED ' 2.3%.
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X X

Figure 7.5: Illustration of the effect of a finite drift velocity on the Pauli blocking mechanism.
Vertical arrows indicate electron-hole pair creation, while the red cross indicates transitions that
are forbidden due to Pauli blocking. Panel (a) shows the Pauli blocking mechanism in the case
β = 0, while panel (b) pictures the effect of a tilted Fermi level due to a finite value of β. The
quantities µ− (< µ) and µ+ (> µ) have been defined in Eq. (7.78). The sharp absorption step
παQEDΘ(~ω − 2µ) at β = 0 is smoothened by a finite value of β because Pauli blocking: i) is
suppressed in the window 2µ− < ~ω < 2µ and ii) extends its action above 2µ in the window
2µ < ~ω < 2µ+.

Equivalently, Eq. (7.75) can be written more explicitly in terms of the angle ψ between the
polarisation of the incident light and the direction of the current:

Aij(ω) = AL(ω) cos2(ψ) + AT(ω) sin2(ψ) . (7.76)

In the T = 0 limit this becomes

AL(T)(ω) = παQEDΘ(~ω − 2µ) + αQEDΘ

(
~ω − 2µ

1 + β

)
Θ

(
2µ

1− β
− ~ω

)

×

±~ω − 2µ

β~ω

√
1−

(
~ω − 2µ

β~ω

)2

− sgn
(
~ω − 2µ

β~ω

)
arccos

∣∣∣∣~ω − 2µ

β~ω

∣∣∣∣
 .

(7.77)

Eqs. (7.76)-(7.77) are the most important results of this section. In writing these equations
physical units have been restored for the sake of transparency. In the limit β = 0 Eq. (7.77)
yields AL(ω) = AT(ω) = παQEDΘ(~ω − 2µ) as found in Eq. (3.106).

In Fig. 7.4 absorption is shown as a function of photon energy ~ω (in units of µ) for
ψ = 0 (light polarisation parallel to drift velocity) and π/2 (light polarisation perpendic-
ular to drift velocity) and different values of drift velocities (i.e. of the ratio β = v/vF),
at zero and finite temperature. One can clearly see that the net effect of the finite drift
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velocity is to smooth the sharp absorption step παQEDΘ(~ω − 2µ) that occurs at β = 0.
The latter stems from Pauli blocking, namely the lack of available empty states in the con-
duction band for vertical inter-band transitions assisted by photons with energy ~ω < 2µ.
Absorption is allowed only for ~ω > 2µ. Now, for a finite drift velocity β, a window of
photon energies opens up between the β-dependent boundaries over which the chemical
potential is tilted by the applied dc current:

µ± ≡ µ

1∓ β
, (7.78)

with µ+ > µ and µ− < µ. As illustrated in Fig. 7.5, it is possible to excite electron-hole
pairs if the photon energy surpasses the lower threshold 2µ− < 2µ. On the other hand,
Pauli blocking extends its action above 2µ in the window 2µ < ~ω < 2µ+.

Fig. 7.6 shows that the way in which the sharp β = 0 absorption step παQEDΘ(~ω −
2µ) is smoothed depends on the angle ψ between in plane light polarisation and drift
velocity v̂ in two major directions, ψ = 0 and ψ = π/2. This results in a birefringent ab-
sorption in a current-carrying graphene sheet. Indeed, the absorption of the graphene sheet
depends on the angle between the light polarisation and a preferential direction according
to the conductivity tensor with two different principal components. Therefore, a light
beam passing through the flake will respond as if the material has two different refractive
indices for light with a polarisation along and perpendicular to the current direction.

In order to quantify the degree of absorption anisotropy and its dependence on temper-
ature, one can calculate the quantity

δA(ω) =
AL(ω)− AT(ω)

AL(ω) + AT(ω)
. (7.79)

Figs. 7.7(a) and (b) show the temperature and photon frequency dependence of δA(ω).
Note that a finite temperature yields a degree of optical anisotropy that is spread over a
wider spectral range, compared with the zero-temperature case. For example, Fig. 7.6
shows that at ~ω = 2.7 µ the absorption is isotropic at T = 0, while Fig. 7.7(b) shows that
the anisotropy δA(ω) is significant at that photon frequency and finite temperature. This
gives the remarkable result that the anisotropy can be enhanced with increasing tempera-
ture at fixed photon energy.

It is emphasised that Figs. 7.4 and 7.7 contain absorption data at finite temperature T ,
which have been obtained by using the Maldague approach described in Sect. 7.3.3.
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Figure 7.6: Angular dependence of the absorption Aij(ω) (in units of the universal value παQED)
as from Eq. (7.76), for different values of the incident photon energy ~ω (in units of µ), as indicated
in the legend, and β = 0.2. In this plot the temperature is set to zero.

Figure 7.7: A measure of current-induced optical birefringence in a graphene sheet, as defined in
Eq. (7.79). In panel (a) we show δA as a function of temperature T for different photon energies
~ω as indicated in the legend. In panel (b) we show δA as a function of photon energy ~ω, for
different values of temperature T .
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7.5 Current-induced non-reciprocity and collimation of
Dirac plasmons

Having calculated the finite-temperature response function in Eq. (7.70), one finds the
dielectric screening function in the random phase approximation [102]:

ε(q, ω;T ) = 1− vq,ωχ(0)
nn(q, ω;T ) . (7.80)

Here vq,ω = 2πe2/[ε(ω)q] is the 2D Fourier transform of the Coulomb potential, with
ε(ω) an effective frequency-dependent environmental dielectric constant as for the case of
graphene on hexagonal boron nitride as discussed in chapter 5. In writing these equations,
for the sake of simplicity, finite-thickness effects, that could give rise to Fabry-Pérot modes
as discussed before, are neglected [197, 270].

Plasmons can be found as the roots of the real part of Eq. (7.80) on the real-frequency
axis, when (Landau) damping is absent or small. Alternatively, they show up as strong
absorption peaks in the loss function as defined in Sec. 3.2.2:

L(q, ω;T ) ≡ −Im

[
1

ε(q, ω;T )

]
, (7.81)

which is directly measured by electron-energy-loss spectroscopy [271]. The loss function
displays sharp peaks at the plasmon poles and carries also precious information on inter-
band transitions and Landau damping.

7.5.1 Non-reciprocity of plasmons
In the limit q̄ < ω̄ � µ, the real part of the response function in Eq. (7.58) can be expanded
up to fourth order in q̄ as

Re[χ
(0)
nn(q, ω; 0)]

D(µ)
≈ W (β)

2β
q̄2

ω̄2 − q̄
2

8
+ γ

W (β)2

4β

q̄3

ω̄3

+γ β
32
q̄3

ω̄
+

q̄4

16ω̄2
+

3

2

W (β)2

4β2

q̄4

ω̄4
+ . . . , (7.82)

where γ = +1 (−1) denotes “upstream” (“downstream”) plasmon propagation, i.e. q ·
v/(qv) = +1 (q · v/(qv) = −1), and

W (β) = 2
1−

√
1− β2

β
. (7.83)
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Figure 7.8: Dependence of the plasmon dispersion on the drift velocity β. Panel (a): upstream
plasmons. Panel (b): downstream plasmons. Solid curves denote results obtained by numerically
calculating the roots of Eq. (7.80). Dashed curves denote analytical long-wavelength results based
on Eq. (7.84). Results in this figure refer to T = 0 and ε = 2.5. With the scaling indicated in
the horizontal and vertical axes they are “universal”, in that they do not depend on the chemical
potential µ.

Note that the function W (β) = β for β → 0.
Using this result, it is possible to find an approximate expression for the plasmon

dispersion in the presence of current flow and in the long-wavelength q̄ � 1 limit. For the
case of a frequency-independent dielectric constant ε, it becomes

ωpl(q) =

√
2D0W (β)

εβ

√
q

[
1 + γ

√
2βW (β)

4

√
q

kTF

+
12−N2

f α
2
ee − 3βW (β)

16

q

kTF

+ . . .

]
, (7.84)

where D0 = 4EFσuni/~ is the Drude weight of non-interacting 2D MDFs [50], kTF =
NfαeekF is the T = 0 Thomas-Fermi screening wave vector [269], and αee = e2/(ε~vF)
is graphene’s fine structure constant as introduced in chapter 3.

Eq. (7.84), which is the most important result of this section, shows that the dc current
flow affects the Dirac plasmon dispersion in two ways. On the one hand, it renormalizes
the Drude weight, i.e. D0 → D0W (β)/β. On the other hand, it adds a linear-in-q sub-
leading term to the Dirac plasmon dispersion, whose sign depends on γ = ±1. Fig. 7.8
shows a comparison between the analytical result (7.84) (dashed lines) and the plasmon
dispersion (solid lines) calculated numerically from the root of Eq. (7.80). In the limit
β → 0, Eq. (7.84) reduces to Eq. (3.144).
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7.5.2 Plasmon collimation
The particle-hole excitation spectrum of a current-carrying 2D MDF differs from that in
the absence of a current, i.e. for β = 0. A geometrical analysis shows that the region
where single-particle excitations cannot exist, i.e. where Im[χ

(0)
nn(q, ω; 0)] = 0, is formed

by the intersection of two cones in the (q, ω > 0) space:

~ω = ~vF|q| , (7.85)

and
2µ

1− β2
− ~ω =

∣∣∣∣~vFq −
2µ

1− β2
β

∣∣∣∣ , (7.86)

where β = βv̂. Eq. (7.85) defines the usual boundary between the inter- and intra-band
electron-hole continua, which is a cone with its apex pointing down. Eq. (7.86) represents
another cone with its apex pointing up and shifted from the origin of the (q, ω) plane by
2µβ/(1− β2) along the v̂ direction and 2µ/(1− β2) along the ω axis.

In Fig. 7.9 the relation between the β = 0 and β 6= 0 inter- and intra-band continua is
illustrated by showing a cross section of the cones along the direction of the current flow.
In particular, in Figs. 7.9(a) and (b) the inter- and intra-band continua are shown in the
plane (q‖, ω > 0) with q‖ = q cos (ψ), for ψ = 0 and ψ = π. Figs. 7.9(c) and (d) show the
same quantities for a fixed value of ω > 0 and arbitrary (q‖, q⊥), where q⊥ = q sin (ψ). The
intersection between the two cones (7.85) and (7.86) yields the circular arcs in Fig. 7.9(d).

In Fig. 7.9 also the plasmon modes obtained from the zeroes of the real part of the
dielectric function, Re[ε(q, ω;T )] = 0 at T = 0 are shown. For the sake of simplicity (to
avoid the complications due to the hybridisation between plasmons and the hBN optical
phonon modes) ε(ω) is set to unity. One clearly sees that a finite value of β implies
plasmon collimation in a window of angles −ψc ≤ ψ ≤ ψc around the direction v̂ of
current flow. This is because the lower edge of the inter-band continuum strongly depends
on ψ: above a certain frequency threshold—see Fig. 7.11—only plasmon modes inside the
window −ψc ≤ ψ ≤ ψc cannot decay by emitting single electron-hole pairs.

In Figs. 7.10(a) and (c) the loss function L(q, ω;T ) is calculated for graphene on hBN
at ~ω = 140 meV, for a chemical potential µ = 115 meV, and in the absence of a current.
The two panels report results for different values of the electron temperature T . The role
of an applied current is shown in Figs. 7.10(b) and (d), where the results are presented for
the same parameters but for a finite current J = 3 A/cm. Comparing Fig. 7.10(a) with
Fig. 7.10(b), one clearly sees that plasmons that are fully Landau damped at T = 30 K
in the absence of an applied current become sharply defined modes in a relatively narrow
range of angles −ψc ≤ ψ ≤ ψc in the presence of a current. A similar conclusion is also
reached at T = 300 K. This is an example of current-induced protection from damping
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Figure 7.9: Panels (a) and (b): Inter-band (light-grey shaded areas) and intra-band (dark-grey
shaded areas) electron-hole continua in the q‖-ω plane for β = 0 and β = 0.5, respectively. White
areas indicate regions of parameters where no particle-hole excitations are possible at T = 0,
i.e. where Im[χ

(0)
nn(q, ω)] = 0. In these regions we have shown typical plasmon dispersions (solid

lines) at T = 0 and for ε(ω) = 1. With the chosen units for q‖ and ω, the plasmon dispersion
depends only on αee = e2/(ε~vF) (for a frequency-independent ε) and β, but not on µ. The dashed
horizontal curve represents the frequency for which the plots in panels (c) and (d) have been made.
In panel (a) one clearly sees that, in the absence of an applied dc current, no plasmons can propagate
at a photon frequency ω = 1.5 µ/~ (since the plasmon dispersion hits the inter-band continuum
at a lower value of ω). Panels (c) and (d): Inter- and intra-band continua in the (q‖, q⊥) plane and
for a photon frequency ω = 1.5 µ/~. As explained above, in panel (c), for β = 0, no plasmon
branches fall in the region (white area) where Im[χ

(0)
nn(q, ω)] = 0. On the contrary [panel (d)], an

undamped collimated plasmon branch (solid line) emerges due to the application of a finite current.
The quantity ψc denotes the collimation angle.
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as mentioned in the introduction of this chapter and one of the main interests in the use
of Dirac plasmons in samples with a finite drift velocity. Indeed, this result shows that
although at the frequency used in Fig. 7.10, plasmons are damped due to single-particle
processes, the induced current changes the PHES such that this damping is suppressed
when the plasmon move inside the collimated angular range in the downstream direction.

The collimation angle ψc, which is defined at T = 0 by the intersection of the solution
of Re[ε(q, ω;T )] = 0 (at a fixed energy ~ω) with the lower threshold of the inter-band
electron-hole continuum, is plotted in Fig. 7.11 as a function of ~ω/µ. The results shown in
this figure have been obtained for the simplified case of a frequency-independent effective
dielectric constant ε. In the case of an applied current, plasmons propagating in the range
of angles −ψc ≤ ψ ≤ ψc around the direction of the applied current suffer no inter-
band Landau damping. Therefore it can be concluded that an applied dc current allows to
collimate the propagation of Dirac plasmons.

7.5.3 General frequency and angular bounds on the collimation
As explained in the previous section, in principle, one has to perform the full calculation of
the RPA plasmon and account for the frequency dependence of the dielectric environment
in order to exactly determine the collimation angle at a given photon frequency ω or the
bounds on the frequency where plasmon propagation is possible for a given drift velocity
β. However, in order to determine bounds on the possible values for the frequency and
collimation angle, it is possible to determine approximate analytical equations that can be
useful for the experimental determination of the proposed physics.

As shown in Fig. 7.12, one can determine the frequency range where upstream and
downstream plasmon propagation is possible as bordered by the following quantities

~ω+
d =

2µ

1− β2
, ~ω−d =

µ

1− β
, (7.87)

~ω+
u =

2µ

1 + β
, ~ω−d =

µ

1 + β
. (7.88)

Eq. (7.87) determines the range where the downstream plasmon will enter the continuum
while Eq. (7.88) corresponds to the range for the upstream plasmon. This means that all
plasmons are in the continuum if the photon frequency is above ω+

d and are propagating if
the frequency is below ω−u . Furthermore, in the range

[
ω+

u , ω
−
d

]
, the downstream plasmons

are sure to propagate while the upstream plasmons are sure to be damped by single-particle
processes. In this range, one has unidirectional plasmons.

The right panel of Fig. 7.12 shows the velocity dependence of the four boundaries
from Eqs. (7.87) and (7.88). The shaded region determines the range where unidirectional
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Figure 7.10: Energy loss function L(q, ω;T ) in the (q‖, q⊥) plane at an energy ~ω = 140 meV
and for a chemical potential µ = 115 meV. These results are for a graphene sheet on hBN, i.e. for
ε(ω) = [1 +

√
εx(ω)εz(ω)]/2. The regions inside the curves delimited by red dashed lines are

regions of parameters in which there is no Landau damping at T = 0 (white regions in Fig. 7.9).
The white dashed curves represent the solution of the equation Re[ε(q, ω;T )] = 0. Sharp peaks in
the loss function arise due to the existence of a plasmon mode. Panels (a) and (c) refer to the case
of zero dc current (β = 0). Panels (b) and (d) refer to the case of an applied dc current density
J = 3 A/cm: β ' 0.18 for panel (b) and β ' 0.16 for panel (d). The collimation angle ψc is also
shown.
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Figure 7.11: The collimation angle ψc, measuring the directionality of the plasmon in a current-
carrying graphene sheet, is plotted as a function of ω (in units of µ/~), for β = 0.5. The smaller
the collimation angle, the stronger the directionality of plasmon propagation. On the other hand,
ψc = π means non-collimated plasmons, i.e. plasmons propagating in all directions. One clearly
sees that above a certain frequency threshold, undamped plasmon propagation at T = 0 occurs
in a range of angles −ψc ≤ ψ ≤ ψc. When ψc = 0 the plasmon lies entirely inside the inter-
band continuum. Different curves refer to different values of the effective dielectric constant ε, as
indicated in the legend.

propagation can occur. In the yellow shaded region it is certain while in the blue and
red regions it depends on the details of the system. Notice that if the dielectric constant
is larger, the plasmon dispersion is pushes closer to the boundary of the intra-band con-
tinuum. Therefore, the plasmon will enter the continuum closer to their respective ω−u(d)

boundaries. As a consequence, the range for unidirectional propagation increases to the
blue and red shaded regions in Fig. 7.12.

For the collimation angle, one can also find an approximate expression for the possible
angles as a function of drift velocity and photon frequency. Consider for this the construc-
tion as shown in Fig. 7.13. The approximate collimation angle is the angle between the
direction of the current flow and the line connecting the origin of reciprocal space with the
point where the intra-band and inter-band PHES cross each other. From the expressions in
Eqs. (7.85) and (7.86) these crossing points can be found as

~vFq
c
‖ =

~ω − µ
β

, ~vFq
c
⊥ = ±

√
(~ω)2 −

(
~ω − µ
β

)2

. (7.89)
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Figure 7.12: Left: Plasmon dispersion for upstream (q < 0) and downstream (q > 0) propagating
plasmons. The dashed lines indicate the boundaries discussed in Eqs. (7.87) and (7.88). In this plot,
β = 0.5. Right: Velocity dependence of the boundaries from Eqs. (7.87) and (7.88). The yellow
shaded region is where unidirectional propagation is sure. In the blue and red shaded regions it is
possible according to the details of the system.

Consequently, the approximate collimation angle ψ′c can be found as

ψ′c = arctan

(
qc
⊥
qc
‖

)
, (7.90)

where the branch line is taken from 0 towards −∞ along the q‖ axis. In Fig. 7.13 the
approximate collimation angle is shown as a function of ω and β. The (β, ω) plane can be
divided in three regions according to

~ω >
µ

1− β
, Region I, (7.91)

µ

1 + β
< ~ω <

µ

1− β
, Region II, (7.92)

~ω <
µ

1 + β
, Region III. (7.93)

In Region I the collimation angle is ψ′c = 0 because the photon energy is so strong large,
there is always particle-hole damping. In Region II the collimation angle is given by Eq.
(7.90). In Region III there is no particle-hole damping so ψ′c = π. These three regions are
indicated in the right panel of Fig. 7.13 and are divided by the dashed curves.

Fig. 7.13 shows that there are two distinct paths one can take to see the effect of the
collimation angle as indicated by the horizontal dotted lines in Fig. 7.13. Number (1) is
at ~ω < µ and therefore starts in Region III at small β. In that case the plasmon is not
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Figure 7.13: Left: Construction of the approximate collimation angle ψ′c with respect to the real
collimation angle ψc. Right: approximate collimation angle as a function of drift velocity β and
photon energy ω. The dashed curves indicate the borders between the regions defined in Eqs. (7.91)
- (7.93). The horizontal dotted lines indicate the frequency for which the real space plots are
calculated.

collimated and propagates undamped. However, as β increases, the plasmon enters Region
II and starts being collimated such that upstream propagating plasmons decay quickly
while downstream propagating plasmons are able to propagate for much larger distances.
In Fig. 7.14 the real space plasmon profile is shown. This real space profile corresponds to
a plasmon wave front that propagates radially outward from a point source. This point can
be the tip of a SNOM that launches plasmons in an s-SNOM experiment as explained in
Sec. 3.3. The profiles show that as the drift velocity is increased, the plasmon wavelength
decreases in the direction opposite to the flow and increases in the downstream direction.
Furthermore, at a given drift velocity, a part of the wave fronts are damped exponentially.
This damping is caused by electron-hole excitation.

Number (2) is at ~ω > µ and, therefore, starts in Region I at small β where inter-band
processes damp the plasmon in all directions. As β increases, it crosses the boundary into
Region II where the flow is collimated and the collimation angle increases as a function
of drift velocity β. This situation is also shown with real space profiles in Fig. 7.15. In
this case, due to the drift velocity, plasmon propagation in the downstream direction is
enhanced while it is suppressed in the upstream direction. Again, one can see a Doppler-
like effect in a shortening of the upstream wavelength and increase of the downstream
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Figure 7.14: Real space plasmon profiles for a photon energy ~ω = 0.8 µ and different drift
velocity as indicated. The substrate is considered to be hBN and the velocity is oriented to the right
along the edge of the shown sample. These profiles correspond to the line (1) in Fig. 7.13.
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Figure 7.15: Real space plasmon profiles for a photon energy ~ω = 1.5 µ and different drift
velocity as indicated. The substrate is considered to be hBN and the velocity is oriented to the right
along the edge of the shown sample. These profiles correspond to the line (2) in Fig. 7.13.

wavelength. Number (2) is the same situation as considered in Fig. 7.10.

7.6 Summary and discussion
In this chapter extensive calculations of the optical and plasmonic properties of a graphene
sheet carrying a dc current were presented.

In a fully analytical fashion the imaginary part of the density-density linear response
function χ

(0)
nn(q, ω;T ) of a current-carrying graphene sheet at zero temperature is cal-

culated: the main results are reported in Sect. 7.3.1, Eqs. (7.55)-(7.57) and Tables 7.1-
7.2. The corresponding real part has been calculated by performing the one-dimensional
quadrature in Eq. (7.62). Results at finite temperature have been obtained by utilizing the
Maldague identity in Eq. (7.70). It has to be emphasised that the latter results are not of
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mere academic interest, since the electron temperature can be significantly raised above
the lattice temperature under the application of a large dc current.

This accurate knowledge of the density response function of a current-carrying graphene
sheet has allowed to calculate the optical absorption spectrum Aij(ω), which displays a
birefringent character with respect to the angle ψ between the in plane light polarisation
and current flow: see Eq. (7.77) and Figs. 7.4-7.6.

The non-interacting density-density response function χ(0)
nn(q, ω;T ) has been used to

calculate the dielectric screening function in the random phase approximation, the plas-
mon dispersion, and the loss function of a current-carrying graphene sheet. It has been
shown that graphene plasmons acquire a degree of non-reciprocity under the influence of
a dc current, see Eq. (7.84), and that their propagation can be collimated in a window of
angles around the current direction, see Figs. 7.9-7.11. The chapter ended with an analysis
of the frequency region where unidirectional plasmon propagation is expected and how
this depends on the drift velocity. Finally, an estimate of the collimation angle that can
be useful for experimental purposses has been presented and the (β, ω) plane has been
analysed to determine the parameter ranges where plasmon collimation is expected.

Before concluding, the possibility to test our predictions experimentally is briefly dis-
cussed. To observe the discussed effects one needs to pass a large current through a
graphene flake and measure polarised optical reflection or transmission through the sam-
ple. However, the large current passing through graphene would imply large Joule losses.
Hence, an efficient thermal sink is needed in order to keep the temperature of graphene in
equilibrium with the thermal bath and, therefore, constant. This implies that one cannot
use the same set-up that was used previously to show that graphene membranes can host
large current densities. One has to immobilise the graphene flake on an inert and thermally
conductive substrate that acts as the thermal sink and need to perform the measurements
in an inert gas atmosphere or vacuum environment. In addition, because low temperatures
are beneficial for the observation of the effect, the usage of a suitable optical cryostat is
needed. Currently, experiments to detect the current induced birefringence in graphene are
under way.





CHAPTER 8

Plasmon-assisted high-frequency modulation of a
telecom laser

Can plasmons excited by a mid-infrared
laser be used to modulate the amplitude of a
telecom laser?

In this chapter, a method is proposed to achieve high-frequency modulation of a tele-
com laser beam at room temperature by using plasmons in graphene nanostripes. By mak-
ing use of the optical properties of a graphene flake in the presence of a drift current, it is
shown that one can achieve modulation speeds in the terahertz range for laser beams with
frequencies that are useful for telecom applications. In contrast to gate driven modulation,
the proposed method allows to achieve high-frequency modulation speeds and reduce the
necessary graphene doping to modulate a telecom laser beam thanks to the velocity field
induced by the plasmons.

The chapter is organised as follows: In Sec. 8.1 the usefulness and applicability of
optical modulators are explained and the proposed modulation mechanism is compared
to other types of graphene optical modulators. In Sec. 8.2 a semi-classical model is
derived to describe excited plasmon modes in graphene nanostripes and it is shown that the
results match results observed in experiments. In Sec. 8.3 the mechanism of absorption
modulation is elaborated upon and the influence of doping and finite temperature on the
modulation is explained. In Sec. 8.4 a concrete set-up is considered and the modulation is
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shown to persist up to non-zero temperature. Finally, in Sec. 8.5 the chapter is concluded
with an outlook to experimental verification.

This chapter presents the theoretical part of a joint theoretical-experimental project.
The content of this chapter is expected to be published as multiple joint publications.

8.1 Graphene optical modulators

One of the key components that is necessary in the use of light as a replacement of elec-
trons in logic circuits, in order to realise photonics, are optical transistors [272]. Transis-
tors are devices that can vary the fundamental characteristics of a light beam, as amplitude,
phase or polarisation [64], in order to bestow the light beam with bits of information in
a modulation of these characteristics. A major benefit of having optical means to trans-
port information with respect to electronical means is that the density of information can
be much higher. This is already being exploited in optical interconnects in commercially
available systems [272]. A second benefit, that is not yet exploited on a commercial level,
is that optics could reduce the energy required for the transfer of communication [273].
This is because the beam of light only needs to be able to charge the receiver at the end
and is much less prone to energy loss during on-chip information transport.

Semiconductors were the first environment where on-chip optical modulators were in-
troduced. Silicon-based modulators face challenges as the size of the device needs to be
of the order of millimeters due to its weak electro-optical properties [274]. Furthermore,
silicon-based modulators have an intrinsic narrow bandwidth and limited temperature tol-
erances [275]. Germanium semiconductors are, on the other hand, challenging to be inte-
grated with other electronics and photonics platforms [276, 277]. In order to solve these
problems, the scientific community recently turned to graphene.

The development of a graphene based optical modulator is a very active research do-
main [278]. With a first experimental demonstration, in 2011 by Liu et al. [279], it has
been shown that it can be a very promising candidate for photonics based logic in a broad
range of frequencies owing to its broad absorption spectrum as discussed in Sec. 3.1.9.
In general, graphene based optical modulators are absorption modulators that affect the
amplitude of light by changing the absorption due to inter-band or intra-band transitions
[64]. For the latter, a theoretical proposal has been made that modulates the Fermi level
to change the plasmonic response of graphene and, thereby, change the absorption of the
graphene flake [280]. The inter-band method uses changes in the electronic distribution
to change the absorption of the graphene flake by making use of the Pauli blocking mech-
anism that was discussed in Sec. 3.1.9 [278]. This method has been applied in several
experimental set-ups [279, 281–290].
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Figure 8.1: Possible modulation mechanisms using graphene. (a) Broad band absorption of the
cone when the doping is zero. Electro-optical doping mechanism where the electron (b) and hole
(c) concentrations are varied through the application of a gate. (d) and (e) All-optical mechanism
for modulation. (d) The pump laser (red) of a lower frequency first populates the conduction band
through the excitation of single particles from the valence band. (e) As a result the valence band
is depleted such that transitions of up to twice the frequency of the first laser are blocked. Figure
adapted from Ref. [64]

The electron redistribution is usually induced by two methods as schematically shown
in Fig. 8.1. In panel (a) the general broadband mechanism of plasmon absorption is shown.
There both the low and high energy photons are absorbed with the same probability. Panels
(b) and (c) show the effect of an electro-optical set-up in which the electron concentration
is modulated by changing the gate voltage in a periodic fashion [279, 281–285]. Mod-
ulation is achieved through Pauli blocking due to the occupation of the conduction band
or the depletion of the valence band. This technique is however limited by the speed of
the gate switching, which is limited to approximately 1 GHz due to the RC constant[279,
285] (Although one reference reports theoretical predictions of modulation speeds up to
500 GHz[291]). The other common way, shown in Figs. 8.1(d) and (e), is to use an all-
optical setup in which a first (pump) laser thermally excites individual carriers (shown
in panel (d)). This saturates the conduction band, such that the light of the second laser
(probe, shown in panel (e)) cannot be absorbed by inter-band processes [286–290]. This
technique allows for faster modulation, but is limited by the relaxation time due to carrier-
phonon scattering necessary to form the quasi-equilibrium which limits the modulation
speed at about 200 GHz.[278]

In this chapter, an alternative all-optical method is proposed to modulate the amplitude
of a telecom laser by changing the optical properties of an array of graphene nanostripes
with a mid-infrared (MIR) light souce. The MIR laser can excite plasmons that oscillate
laterally in the stripes [53, 155]. The associated velocity and density profiles of the plas-
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mons oscillate with the frequency of the MIR laser and affect locally the optical absorption
of the electron liquid at the same rate. Therefore, the absorption of a second laser that is
focussed on the array will oscillate at the same MIR frequency. In this way the second
laser’s amplitude is modulated at terahertz speed.

There are two main advantages of the proposed method. The first advantage is that it
allows for a very high modulation frequency. Conventionally, one uses electrostatic gating
to modulate the electron density of the graphene flake by changing the gate potential with
a frequency ω1. The modulation of the electron density also modulates the sample’s chem-
ical potential µ and in this way modifies the Pauli blocking [122, 292], i.e. the blocking
of absorption by inter-band processes if the photon energy ~ω2 < 2µ. Modulating the
chemical potential, therefore, affects the absorption of photons whoes energy is near 2µ
and in that way modulates the second laser’s amplitude with frequency ω1. However, as
mentioned before, this modulation frequency is limited to the speed at which the gate po-
tential can be changed which lies in the gigahertz range [278, 279]. A plasmon consists of
a carrier density profile that oscillates at the frequency of the exciting laser. Therefore, one
can use the changes in the density due to plasmon modes to overcome the limited speed of
the gate potential.

For the conventional modulation technique that uses a gate, the photon energy ~ω2

needs to be comparable to 2µ. If one aims to modulate a telecom laser, typically ~ω2 '
0.8 eV for λ2 ' 1.5 µm, the necessary doping will be n̄ ' 5× 1013 cm−2 (µ = ~vF

√
πn̄

with vF the graphene Fermi velocity). This is not achievable by gate doping as previously
discussed in Sec. 2.4. The second advantage of the proposed method overcomes this
problem because the plasmon modes also have an associated velocity field. In the previous
chapter, it was shown that if the electron liquid has a finite drift velocity β = v/vF, the
window in which the Pauli blocking mechanism is active broadens. Instead of an abrupt
absorption transition at ~ω2 = 2µ, now the transition is smoothed over a range from 2µ−

to 2µ+, where

µ± =
µ

1∓ β
. (8.1)

Therefore, by increasing the drift velocity β, one can extend the Pauli blocking above the
value of 2µ. This enables to modulate a telecom laser with moderate electron density in
the range n̄ = 1 − 6 × 1012 cm−2. This degree of doping is achievable by electro-static
gating as discussed in Sec. 2.4.

In the study at hand, first the density and current density profiles associated to graphene
plasmons are derived starting from semiclassical equations. After showing that this semi-
classical theory correctly describes the energy dissipation of a terahertz laser observed in
graphene nanostripes due to the excitation of the plasmons, the obtained density and ve-
locity profile to calculate the local absorption of the electron liquid in the frequency range
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Figure 8.2: Proposed modulation setup using a nanostripe of width W . A long wavelength λ1

laser with frequency ω1 excites plasmons that oscillate along the y direction (dashed horizontal red
lines depict the wave front). These plasmons modulate a laser shown in blue with wavelength λ2,
frequency ω2, spot size 2ρ and polarisation along q which has an angle ψ with the y axis.

of a telecom laser are derived. Finally, by using this theory the amount of absorbed ra-
diation from a telecom laser due to the electron liquid in an array of nanostripes at room
temperature is calculated.

Note that in order to use this approach, the time scales connected to the two different
phenomena needs to be substantially different: ω2 � ω1, i.e. the frequency of the second
laser needs to be much larger than the oscillating frequency of the plasmons in the stripe.
Then one can consider the interaction of the second laser as instantaneous with respect
to the oscillation of the electron density forming the plasmon. In this case the oscillation
happens at f1 = ω1/(2π) ' 28 THz and the modulated telecom laser has a frequency
f2 = ω2/(2π) ' 200 THz, so this assumption is justified.

8.2 Plasmonic excitations in a graphene nanostripe
The nanostripes are considered to have a transverse size W > 10 nm and longitudinal size
L (with L � W ) as shown in Fig. 8.2. The x-direction is chosen to be longitudinal and
the y-direction to be transverse to the nanostripe. The stripes are embedded between two
dielectrics with dielectric constants ε1 and ε2.

The frequency of the first laser will be denoted by ω1 and its wavelength by λ1. Because
the wavelength λ1 � W , the electric field induced by the first laser is considered as
homogeneous. Secondly, a laser with frequency ω2 and wavelength λ2 impinges on the
nanostripe and will be modulated by the excited plasmons. This laser has a spot size 2ρ.
The polarisation of the second laser has an angle ψ with the y-axis of the nanostripe.



180 Plasmon-assisted high-frequency modulation of a telecom laser

In the remainder of this section, a semiclassical calculation of the plasmon modes of
the nanostripe is presented. This provides the density and current density profiles of the
plasmons that are necessary to calculate the amplitude modulation. Further it is shown
that this semiclassical analysis reproduces qualitatively the experimental results for the
absorption changes due to plasmon excitation. The semiclassical analysis is based on the
discussion in Ref. [293].

8.2.1 Semiclassical calculation of plasma modes in graphene nanos-
tructures

The equations governing the motion of the MDF liquid in the above described range of
parameters are the continuity equation:

− iωn(r, ω) +∇ · j(r, ω) = 0 , (8.2)

and Ohm’s law with a Drude conductivity:

− ej(r, ω) = σD(r, ω)Etot(r, ω) . (8.3)

In Eq. (8.2) n(r, ω) is the carrier density perturbation, and j(r, ω) is the associated local
current density. In Eq. (8.3) the local Drude optical conductivity is introduced:

σD(r, ω) =
iD(r)

π(ω + iγ)
, (8.4)

where D(r) = e2vF

√
πn̄(r)/~, with n̄(r) the background carrier density, is the Drude

weight that was introduced in the context of Dirac plasmons in Sec. 3.2 [50]. Notice
that the effect of having a graphene nanostripe array is only encoded in the MDF Drude
weight. The remainder of the semiclassical analysis holds for any type of Fermi liquid
that is confined over a certain length scale W > 10 nm. As a consequence, this analysis
neglects the discretisation of the single-particle energy levels due to lateral confinement
as is well known to occur for graphene nanoribbons [79]. This assumption is, however,
justified as it would only significantly affect the single-particle electron dispersion for
small graphene nanoribbons W < 10 nm. To emphasize the fact that in this section the
width W is considered to be large enough to neglect the single-particle confinement, the
word nanostripe is used in stead of nanoribbon. Notice that this also means that the results
will not be affected by type of edge, e.g. zig-zag or armchair, of the nanostripe.

In this chapter non-local effects in the conductivity, as well as retardation effects are
neglected, and all the damping processes are modelled with a phenomenological damping
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rate γ in Eq. (8.4). Neglecting retardation one can write the electric field entering Eq. (8.3)
as Etot(r, ω) = −∇Φtot(r, ω) = −∇Φext(r, ω) − ∇Φind(r, ω). Taking the divergence
of Eq. (8.3) and inserting Eq. (8.2), one finds a relation between the density perturbation
n(r, ω) and the potential Φtot(r, ω), valid for ω 6= −iγ, given by:

ω(ω + iγ)(−e)n(r, ω) = P [Φtot](r, ω) , (8.5)

where P is an operator defined as:

P [f ](r, ω) = −∇
[
D(r)

π
∇f(r, ω)

]
. (8.6)

Eq. (8.5) is valid in the region of the x − y plane where graphene is present i.e. where
D(r) 6= 0. On the edge of this region the electric potential must satisfy the boundary
condition:

û(r) · D(r)∇Φtot(r, ω) = 0 , (8.7)

where û(r) is the outward normal to the graphene boundary. This condition implies that
no charge can exit the graphene sheet. Note that the operator P is self-adjoint and semi-
positive defined on the set of functions satisfying the boundary condition in Eq. (8.7).

To close the set of equations, one needs another relation between the electric potential
and the density perturbation. This equation is given by:

Φind(r, ω) = −eQ[n](r, ω) , (8.8)

where the operator Q describing the electron-electron interaction reads:

Q[f ](r, ω) =

∫
dr′f(r′, ω)

ε̄|r − r′|
. (8.9)

Here ε̄ = (ε1 + ε2)/2 represents the average dielectric constant of the system. Note that
the operator Q is positive defined and, therefore, can be inverted.

Using Eqs. (8.5)-(8.8) one obtains:

− eω(ω + iγ)n(r, ω) = P [Φext − eQ[n]](r, ω) . (8.10)

Equation (8.10) describes the linear response of the system to an external electric field.
To find the collective modes of charge density oscillations one sets Φext ≡ 0 and looks

for non-zero solutions of Eq. (8.10). This leads to the study of the eigenvalue equation for
the operator PQ:

P [Q[nα]] = Ω2
αnα . (8.11)
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Here Ω2
α ≥ 0 denote the eigenvalues of the operator PQ, while nα are the corresponding

density eigenfunctions. The corresponding potential eigenfunctions are given by:

Φα = −eQ[nα] . (8.12)

The potential eigenfunctions are eigenfunctions of the operator QP 6= PQ and therefore
respect the equation:

Q[P [Φα]] = Ω2
αΦα . (8.13)

Note that because the operator PQ is not self-adjoint with respect to the standard scalar
product its eigenfunctions are not orthogonal in the usual sense. However, it can be shown,
using the simultaneous diagonalisation theorem, that the eigenfunctions follow the orthog-
onality condition:

− e
∫
drΦ∗α(r)nβ(r) = Eαδαβ , (8.14)

where the Eα are the energy normalisations of the modes.
The system, therefore, supports self-sustaining oscillations of the type:

Φtot(r, t) =
Bαe

−iωαt

2
Φα(r) + c.c.

n(r, t) =
Bαe

−iωαt

2
nα(r) + c.c.

j(r, t) =
Bαωαe

−iωαt

2Ωα

jα(r) + c.c. ,

(8.15)

where Bα is a complex amplitude and he functions nα(r) and Φα(r) have been obtained
from the eigenvalue equation Eqs. (8.11) and (8.13) respectively. The complex oscillation
frequencies are given by:

ωα =

{
0 if Ωα = 0

Ωα

√
1− γ2

4Ω2
α
− iγ

2
if Ωα 6= 0 ,

(8.16)

and the associated current density field is:

jα(r) =
iD(r)

πeΩα

∇Φα(r) . (8.17)

Note that Eq. (8.13) always has 0 as an eigenvalue, associated to a constant potential
profile. This eigenmode corresponds to a static density perturbation proportional to the
equilibrium density. The above described method can therefore be useful in calculating
the electrostatic equilibrium density distribution in a generic graphene nanostructure.
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8.2.2 Linear response and absorption in graphene nanostructures

Now, it is shown that the above calculated collective modes allow to express the density
response to an external potential and the absorption coefficient of incident light in a simple
way. Since the functions nα(r) are a complete set one can use them to expand the density
n(r, ω) as:

n(r, ω) =
∑
α

cα(ω)nα(r) . (8.18)

Inserting this decomposition in Eq. (8.10) one obtains:

P [Φext](r, ω) = −e
∑
α

[ω(ω + iγ)− Ω2
α]cα(ω)nα(r) , (8.19)

multiplying by Φ∗β(r), integrating over r, and making use of Eq. (8.14), an expression for
the coefficients Bβ(ω) is found:

Bβ(ω) =

∫
Φ∗β(r)P [Φext](r, ω)dr

Eβ[ω(ω + iγ)− Ω2
β]

= −eΩ2
β

∫
n∗β(r)Φext(r, ω)dr

Eβ[ω(ω + iγ)− Ω2
β]
.

(8.20)

In the last step the self-adjointness of the operator P was used. Inserting Eq. (8.20) back
in Eq. (8.18), one finds the expression

n(r, ω) = −e
∫
dr′χnn(r, r′, ω)Φext(r

′, ω) , (8.21)

where the density-density response function is given by:

χnn(r, r′, ω) =
∑
α

Ω2
αnα(r)n∗α(r′)

Eα[ω(ω + iγ)− Ω2
α]
. (8.22)

Using Eqs. (8.3), (8.21)-(8.22) the density and velocity response of the system under an
external potential can be written as:

n(r, ω) =
∑
α

Bα(ω)nα(r)

j(r, ω) =
∑
α

Bα(ω)
ω

Ωα

jα(r) ,
(8.23)
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where the mode amplitudes are defined by:

Bα(ω) =
Ω2
α(−e)

∫
drn∗α(r)Φext(r, ω)

[ω(ω + iγ)− Ω2
α]Eα

. (8.24)

In order to calculate the power dissipated in the system to excite plasmon modes, the
power absorbed by the electron system needs to be calculated:

Pabs(ω) =

∫
dr

1

2
Re[−ej(r, ω) ·E∗ext(r, ω)]

=
eω

2

∫
drIm[n(r, ω)Φ∗ext(r, ω)]

=
−e2ω

2

∫
dr

∫
dr′Im[χnn(r, r′, ω)Φext(r

′, ω)Φ∗ext(r, ω)]

=
eω

2

∑
α

∣∣∫ drn∗α(r)Φext(r, ω)
∣∣2∫

drΦ∗α(r)nα(r)
Im
[

Ω2
α

ω(ω + iγ)− Ω2
α

]
.

(8.25)

To find the absorption, Eq. (8.25) needs to be divided by the total incident power

Pin(ω) =
c

8π

∫
dr |∇Φext(r, ω)|2 , (8.26)

such that the absorption becomes

A(ω) = −4πω

c

∑
α

dαIm
[

Ω2
α

ω(ω + iγ)− Ω2
α

]
, (8.27)

where the couplings dα are given by

dα = −e
∣∣∫ drn∗α(r)Φext(r, ω)

∣∣2
[
∫
drΦα(r)n∗α(r)][

∫
dr |∇Φext(r, ω)|2]

. (8.28)

8.2.3 Plasma modes of an infinite strip
In this section the above described method is applied to calculate the normal modes of
charge density oscillation of a graphene strip of width W and length L � W . A homo-
geneous carrier density n̄(r) = n̄ is assumed, neglecting the well-known accumulation of
charge near the edges [294]. Accordingly also the Drude weight is assumed to be uniform
throughout the strip, i.e. D(r) = D. Since the strip is very long the boundary condi-
tion (8.7) can be substituted with a periodic boundary condition on the short edges of the
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strip at x = ±L/2 without affecting the results. Using the translational invariance of the
system in the x direction one can show that the potential, density, and current density fields
of the normal modes of the strip are:

Φmk(r) = Φ̄eikxϕmk

( y
W

)
nmk(r) = n̄eikxρmk

( y
W

)
jmk(r) =

j̄eikx√
ξmk

[
kWϕmk

( y
W

)
x̂− iϕ′mk

( y
W

)
ŷ
]
.

(8.29)

Here the functions ϕmk are the solutions of the eigenvalue integro-differential equation
(the convention ỹ = y/W and k̃ = kW is used):

ξmkϕmk(ỹ) =

∫ 1
2

− 1
2

dỹ′
K0(|k̃||ỹ − ỹ′|)

π
(k̃2 − ∂2

ỹ)ϕmk(ỹ
′) , (8.30)

respecting the boundary condition:

ϕ′mk(ỹ = ±1/2) = 0 , (8.31)

ξmk are the corresponding eigenvalues, the functions ρmk are the solutions of the equation:

ϕmk(ỹ) =

∫ 1
2

− 1
2

dỹ′
K0(|k̃||ỹ − ỹ′|)

π
ρmk(ỹ

′) , (8.32)

and the normalisation is chosen to be:∫ 1
2

− 1
2

dỹρmk(ỹ)ϕ∗pk(ỹ) = δmp . (8.33)

In Eqs. (8.30)-(8.32)K0 is the modified Bessel function of the second kind that arises from
performing the x-integration in Eq. (8.9) since [96]

K0(z) =

∫ ∞
0

cos(zt)√
t2 + 1

dt . (8.34)

The eigenfrequencies are given by:

Ω2
mk = Ω2

plξmk , (8.35)
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where the characteristic plasmon frequency is defined by:

Ωpl =

√
2D

ε̄W
. (8.36)

The potential and current density amplitudes are:

Φ̄ = −2πn̄eW

ε̄
, (8.37)

and
j̄ = n̄WΩpl . (8.38)

This implies the energy normalisation:

− e
∫
drΦ∗mk(r)npq(r) =

2πe2n̄2W 2L

ε̄
δmpδkq . (8.39)

In the presence of dissipation the oscillation frequencies are given by:

ωmk =

{
0 if m, k = 0

Ωpl

√
ξmk − γ2

4Ω2
pl
− iγ

2
otherwise .

(8.40)

In Fig. 8.3 the dispersion (8.40) of the modes obtained by numerically solving Eq. (8.30)
is shown. The results show that one can distinguish two different types of modes. On
one hand, one has a gapless mode that manifests a crossover between a 1D dispersion
ω ∼ k

√
− ln(k) for kW � 1 to a 2D dispersion ω ∼

√
k for kW � 1. This mode is

labelled a Type I-mode. On the other hand, there is a spectrum of gapped modes with gap
given by Ωpl

√
ξm0 at γ = 0. These modes arise due to the confinement of the system in the

y-direction and are labelled Type II-modes. In Table 8.1 the numerically calculated values
of ξm0 for the modes with m = 0− 5 are reported.

In Fig. 8.4 the numerically calculated k = 0 lateral profiles of the density perturbation,
ρm0(y), and the y-component of the current density jym0(y) for the Type II modes are
shown. Notice that the electron density diverges near the edges of the nanostripe, which is
the consequence of the used semiclassical model [295] and will be compensated for if one
does assume charge accumulation at the edge of the nanostructures.

The density and current density response to an external field can be written as:

n(r, ω) =
∑
mk

Bmk(ω)nmk(r)

j(r, ω) =
∑
mk

Bmk(ω)
ω

Ωmk

jmk(r) .
(8.41)
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Figure 8.3: Dispersion of the different plasmon modes in a graphene nanostripe. The Type I
plasmon is shown as a dashed curve, the Type II plasmons are solid curves. The blue curves are
symmetric while the red ones are antisymmetric in the density perturbation. In this figure we have
uses γ = 0.

m ξm0

0 0
1 2.31
2 5.52
3 8.64
4 11.76
5 14.90

Table 8.1: Numerical values for the eigenvalues ξmk at k = 0 for different values of m.
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Figure 8.4: Lateral (left) density perturbation profile and (right) current density profile of the Type
II plasmon modes at k = 0 with m indicated in the legend.

For a uniform electric field oscillating in the y-direction (Φext(r, ω) = −E(ω)y) one
gets:

Bmk(ω) = δk0
E(ω)ε̄

2πen̄
αmk

Ω2
mk

ω(ω + iγ)− Ω2
mk

, (8.42)

while the absorption in the same situation is:

A⊥(ω) =
4Dγω2

c

∑
m

|αm0|2ξm0

(ω2 − Ω2
plξm0)2 + γ2ω2

. (8.43)

The coefficients αmk are defined by:

αmk =

∫ 1
2

− 1
2

dỹỹρmk(ỹ) . (8.44)

If on the other hand the electric field is oscillating in the x-direction (Φext(r, ω) =
−E(ω)x), there is no density modulation or induced potential Φind. Therefore, the current
is J(r, ω) = σD(r, ω)Eext(r, ω) and the absorption is the usual Drude absorption [80]:

A‖(ω) =
4Dγ

c(ω2 + γ2)
. (8.45)

In Fig. 8.5 the absorption as a function of the incident photon energy for the light
polarisation perpendicular and parallel to the strip is shown. The results show that the
spectral weight is mainly transferred to the first mode, which corresponds to the m = 1-
mode. Further also the m = 3-mode is excited at larger frequency. This absorption
spectrum corresponds to the ones found earlier in experiments as discussed in Sec. 3.3
and as shown in Fig. 3.12(b) [53, 155].
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Figure 8.5: Spectral dependence of the absorption of a graphene nanostripe on hBN with width
W = 20 nm and electron concentration n̄ = 1012 cm−2. The damping rate is γ = 0.3 Ωpl .

8.2.4 Time dependence of the density and velocity profiles

The time dependent density and current density profiles can be obtained by the Fourier
transform over the frequency variable ω of the modes in Eq. (8.41). This Fourier integral
consists of a convolution over the electric field E(ω) which can be solved easily if one
assumes that the electric field of the incident laser that excites the plasmons has the form
E(ω) = π(E0δ(ω − ω1) + E∗0δ(ω + ω1)) . The modes are given by

n(r, t) =
∑
m

Re
[
Cm(ω1)nm0(r)e−iω1t

]
,

j(r, t) =
∑
m

ω1

Ωplξm0

Re
[
Cm(ω1)jm0(r)e−iω1t

]
.

(8.46)

In Eq. (8.46) for a uniform electric field in the y direction, the complex amplitudes Cm(ω)
are given by

Cm(ω) =
E0ε̄

2πen̄
αm0

Ω2
plξm0

ω(ω + iγ)− Ω2
plξm0

. (8.47)

Notice that because only k = 0 modes are excited, the velocity is oriented in the y-
direction. Due to the additional imaginary i appearing in front of the y-component of
the velocity in Eq. (8.29), the density and velocity profile oscillate in anti-phase.
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8.3 Absorption modulation

In the preceding section, it was derived how an incident laser with frequency ω1 excites
plasmon modes that oscillate in the lateral direction of the nanostripe at the frequency of
the incident laser. As shown in Eq. (8.46), these plasmon modes correspond to an oscillat-
ing electron density and current density distribution in the strip that are superpositions of
the eigenmodes presented in Fig. 8.4. In this section it is calculated how the local change
in electron density and current density affects local chemical potential and velocity that
influence the absorption of the nanostripes at frequency ω2.

8.3.1 Zero temperature

For a given carrier concentration nc and current density j, the chemical potential µ and
drift velocity β = v/vF at T = 0 can be obtained by combining Eq. (7.17) with the way
the concentration depends on the chemical potential at T = 0, which is presented in Eq.
(2.29). The chemical potential then becomes:

µ(nd,v) = ~vF

√
πnd(1− β2)3/4 . (8.48)

Here nd = n̄+ n is the sum of the equilibrium concentration and the density perturbation
and corresponds to the local doping of the system. At T = 0 the carrier concentration
nc = nd such that the drift velocity β is related to the current density as

j′ =
j

jc

= β , (8.49)

where jc = endvF is the critical current density corresponding to the case where all avail-
able electrons move at the speed of the Fermi velocity vF.

In Eq. (8.48) the last factor containing the velocity β arises because a finite velocity
redistributes the carriers in the Dirac cone. In order to keep the total dopant concentration
nd constant, the chemical potential needs to be lowered if the current density, and hence
drift velocity, increases. This is schematically depicted in Fig. 8.6. Because the density
perturbation and the current density vary in both space and time as given by Eq. (8.46), a
Fermi level profile can be defined as µ(r, t) ≡ µ(n(r, t), j(r, t)). Notice that this needs
to be contrasted with the case of the previous chapter where the chemical potential was
fixed by the leads and the gate and therefore independent from the drift velocity. In this
case the equilibrium electron concentration n̄ is determined by electrostatic gating and the
plasmons develop density profiles on top of that.
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Figure 8.6: Distribution of the occupied states at T = 0 in graphene for a fixed doping concen-
tration n in the conduction band. In the absence of an electron drift velocity (left) the states are
occupied up to the energy determined by the chemical potential µ0. If there is a finite drift velocity
(right), the cone is partly occupied from µ−β to µ+

β as defined in Eq. (8.1). Further, in order to keep
the total number of occupied states constant, the chemical potential drops to µβ .

As shown in Eq. (7.77), the absorption of a second laser with frequency ω2 depends on
the chemical potential µ and the velocity β. For ease of reference, the formula is repeated:

AL(T)(ω) = παQEDΘ(~ω − 2µ) + αQEDΘ

(
~ω − 2µ

1 + β

)
Θ

(
2µ

1− β
− ~ω

)

×

±~ω − 2µ

β~ω

√
1−

(
~ω − 2µ

β~ω

)2

− sgn
(
~ω − 2µ

β~ω

)
arccos

∣∣∣∣~ω − 2µ

β~ω

∣∣∣∣
 .

(8.50)

In this set-up, those quantities vary in space and time, and therefore one can determine the
local absorption A(ω2, r, t) ≡ A(ω2, µ(r, t), β(r, t)).

In order to modulate the ω2 laser, one can use the two terms from Eq. (8.50). The
first term describes the usual Fermi step and depends only on µ. This term describes Pauli
blocking. Because the density and current density oscillate in time, also the chemical
potential µ(r, t) and drift velocity β(r, t) oscillate in time. Therefore, if the lowest value
of the chemical potential of one oscillation cycle at position r is denoted by δµ<(r) and the
highest value by δµ>(r), then the first term of Eq. (8.50) will contribute to the modulation
at position r if

2δµ<(r) < ~ω2 < 2δµ>(r) . (8.51)
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Figure 8.7: Chemical potential µ as a function of the drift velocity β. The solid curve (T = 0)
corresponds to Eq. (8.48). The finite temperature curves are found by solving Eq. (8.53) for µ.

In this range the absorption varies between 0 and παQED.
The second term describes the smoothing of the Fermi step due to a drift finite velocity

over the spectral window from 2µ− to 2µ+ as defined in Eq. (8.1). Because, as a function
of time, the drift velocity profile from Eq. (8.46) oscillates from −δβ to δβ, where δβ
is the amplitude of the velocity modulation, this window opens and closes at twice the
oscillation frequency. The velocity induced opening and closing of the absorption window
can be used to modulate the ω2 laser if, at least for a part of the oscillation period, its
photon energy is

2µ−(nd,v) < ~ω2 < 2µ+(ntot,v) . (8.52)

Note that at T = 0 the upper boundary of Eq. (8.52) can become arbitrarily large if β → 1.
This means that one could modulate a large frequency ω2 with low doping.

At each moment in time t one can integrate the local absorption A(ω2, r, t) over the
entire strip. In this way one finds the absorption A(ω2, t) of the ω2 laser varying in time
and hence the total amplitude modulation of this laser. Note that the two conditions in
Eqs. (8.51) and (8.52) overlap. Therefore, the two modulation mechanisms described in
the previous paragraphs will coexists in the overlapping region.

8.3.2 Finite temperature

The finite temperature absorption of the system was discussed in Sec. 3.1.5 following
the Maldague technique [111]. Because the electrons follow a drifted Fermi distribution
function [266, 267], the chemical potential appearing in the Maldague integral depends on
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both the temperature T and the drift velocity β. It is determined by the equation

nd(µ, T, v)

nd

=
(kBT )2

E2
F

Li2

[
−e−

µ
kBT

]
− Li2

[
−e

µ
kBT

]
(1− β2)3/2

. (8.53)

In Eq. (8.53) Li2[x] is the dilogarithm function, EF = µ(nd, 0) is the Fermi level, i.e. the
chemical potential from Eq. (8.48) at β = 0. The corresponding chemical potential as a
function of the drift velocity for different temperatures is shown in Fig. 8.7. From this,
one can calculate the corresponding drift velocity as

β (µ, T, nd) =

√
1−

(
2 (T ′)2

[
Li2

(
− exp

(
−µ

′

T ′

))
− Li2

(
− exp

(
µ′

T ′

))])2/3

.

(8.54)
In Eq. (8.54) the quantities T ′ = kBT/EF and µ′ = µ/EF are introduced. This allows to
find a relation between j′ and (µ, β) as

j′ = 2 (T ′)
2
−Li2

(
− exp

(
− µ′

T ′

))
− Li2

(
− exp

(
µ′

T ′

))
(
1− β (µ′, T ′)2)3/2

β (µ′, T ′) . (8.55)

This equation determines the current density as a function of µ′ and T ′. Vice versa, this
also allows to calculate the chemical potential as a function of j′ and T ′. The result can
be finally used to calculate β from the previous equation. In Fig. 8.8 the result of this
calculation is shown as the drift velocity β as a function of the reduced current density
j′ for different values of the temperature. The result shows that as the current density
increases, the drift velocity saturates towards the β = 1 limit.

In Fig. 8.9 the room temperature absorption is shown as a function of incident photon
energy for different values of the velocity. The effect of the velocity on the absorption
spectrum is now twofold. On the one hand it lowers the chemical potential such that the
Fermi step shifts to lower values of ~ω, and on the other hand it widens the window defined
in Eq. (8.52). Notice that for ψ = π/2 the difference between the curves is much larger
for large energy.

As shown in Fig. 8.9, also the spectral boundaries for modulation presented in Eq. (8.52)
are affected by temperature. Fig. 8.10 shows the boundaries 2µ± at room temperature as
a function of the velocity for different dopant concentrations nd. One sees that as the
velocity approaches vF, there is a competition between the decreasing chemical potential
as shown in Fig. 8.7 pushing the boundary down, and the decreasing denominator of µ+

pushing the boundary for µ+ up. At finite temperature, Fig. 8.10(a) shows that the diver-
gence of µ+ for β → 1 is suppressed. Notice that at finite temperature also the absorption
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Figure 8.8: Drift velocity β as a function of the current density j′ for different values of the tem-
perature.

is smeared over a frequency range as shown in Fig. 8.9. Therefore the boundaries pre-
sented in Eq. (8.52) are not strict any more for T 6= 0 but can still serve as a guide to find
appropriate parameters for achieving modulation.

8.4 Modulating a telecom laser at terahertz speed
The set-up under consideration uses a λ1 = 10.6 µm pump laser (i.e. ~ω1 = 117 meV)
that excites the plasmons and that modulates a λ2 = 1.54 µm telecom probe laser (~ω2 =
805 meV) for which the polarisation has an angle ψ = 0 with the y-axis. For different
“gatable” electron concentrations the modulation is calculated and the width of the nanos-
tripes is considered to be optimized such that the m = 1 plasmon-mode is in resonance
with the pump laser as it has been observed that these modes are the easiest to excite [155].
This means that the width W ∗ is given by

W ∗ = 2αeeξ10
(~vF)2

√
πn̄

ε̄(~ω1)2
= 0.44

(πn̄[1012 cm−2])
1/2

ε̄ (~ω1[eV])2 nm . (8.56)

In Table 8.2 the three Fermi levels considered in these simulations are reported together
with the corresponding background concentration n̄ and optimized width W ∗. Notice
that in this analysis the plasmon-plasmon interaction between the graphene nanostripes is
neglected because the stripes are considered to be not too close to each other [53, 155].

The system of nanostripes is considered to be deposited on a substrate of CaF2 which
has a dielectric constant εCaF2 = 1.382. Furthermore it is assumed that γ = 0.3ω1 [295]
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Figure 8.9: Spectral dependence of the absorption at T = 300 K for an electron concentration
nd = 4 × 1012 cm−2 and for different velocities as indicated by the legend. The results are for a
polarisation (a) parallel to the velocity and (b) perpendicular to it.

and that the pump laser has a power P1 = 300 mW. Assuming that the pump laser’s spot
size equals its wavelength, the electric field that excites the plasmons can be inferred as

E1 =

√
8P1

cρ2
1

= 9.795

√
P1 [mW]

λ1 [µm]
kV/cm = 16.01 kV/cm . (8.57)

Using the data quoted above, one can calculate the time dependent profiles of the
chemical potential µ and the drift velocity β at finite temperature. At several points in the
oscillation cycle, these profiles are shown in Fig. 8.11 for a Fermi level of EF = 0.2 eV .
Consequently, one can use the theory of current-affected absorption at finite temperature
explained in the previous section to calculate the absorption profile as shown in the bottom
panel of Fig. 8.11. The mean of the absorption profiles as a function of time for the three

EF [eV] n̄ [1012 cm−2] W ∗ [nm]
0.1 0.73 19.9
0.2 2.93 39.8
0.3 6.61 59.7

Table 8.2: Parameters used for the different simulations.
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Figure 8.10: (a) Upper boundary and (b) lower boundary of the modulation window Eq. (8.52) at
T = 300 K as a function of the drift velocity β for different concentrations as indicated by the
legend.
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Figure 8.11: Velocity, chemical potential and absorption profile for different time instances for the
case of EF = 0.2 eV and optimized width as discussed before. In all plots the temperature is
T = 300 K.
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Figure 8.12: Real-time absorption profile of a nanoribbon with optimized width W ∗ as discussed
in the text. (A(t) is in units of παQED.)

cases considered is shown in Fig. 8.12. The modulation of the ω2 probe laser will occur
through a change in the amplitude of the electric field E2 of the probe laser as

E2(t) =
∑
i=L,T

E2,i cos(ω2t)
√

1− παQED 〈Ai(r, t)〉rei . (8.58)

In Eq. (8.58) the time dependence of the electric field after interaction with the nanostripes
is shown. The effect of a change in electric field strength will show up in experiments as
a set of side-bands to the central peak that is positioned at the frequency of the probe laser
ω2. The Fourier components of this signal are shown in Fig. 8.13 at the different positions
of the expected sidebands.

Fig. 8.13 shows that the odd side-bands have an amplitude that is near the machine
precision and should, therefore, be neglected. It are the even side-bands that are the most
prominent. This is already expected by investigation of the absorption signal as shown in
Fig. 8.12 where it should be noted that the period of the plasmon oscillation is T1 ∼ 35 fs.
The results show that in the course of one plasmon oscillation, the absorption went through
two cycles. Therefore, the effect of the absorption has a frequency twice that of the pump
laser ω1.

In order to discriminate between the contribution of the drift velocity and the chemical
potential in the absorption, in Fig. 8.14 the time dependent absorption at different positions
over the width of the strip are shown. The figure shows that near the side of the strip the
signal oscillates at the frequency of the pump laser but in anti-phase with the opposite
side. Here, the effect of the density oscillation is the strongest, but because of the anti-
phase oscillation it will not suffice to modulate the probe laser. At the center of the strip,
however, the amplitude of the oscillation is lower but here the signal oscillates at twice
the frequency of the pump laser. The absorption oscillation at the strip center is the direct
consequence of the drift velocity of the charge carriers because in the center of the stip,
the density has a node. Furthermore, as the absorption does not depend on the sign of the
current density, the frequency of oscillation is twice that of the pump laser. Finally, the
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Figure 8.13: Different harmonics of the Fourier transformed signal EL(ω) based on the absorption
profiles shown in Fig. 8.12. The dashed line denotes the lower boundary of the machine precision.

signal at the center of the strip cannot be compensated in the averaging. Therefore, it is
clear that the notion of a current-induced absorption change is detrimental for modulation
of the probe laser. Notice that if one would use the theory of graphene absorption without
accounting for a finite drift velocity, the absorption would not acquire a time-dependent
oscillation.

8.5 Conclusions
In this chapter it was shown that plasmons excited in a graphene nanostripe by a MIR light
source can be used to modulate the amplitude of a telecom laser at twice the frequency of
the pump laser. The modulation makes use of the velocity oscillations of the electron liquid
associated with the plasmons in the nanostripe. If the amplitude of the drift velocity profile
of the plasmons is large enough, one can use the velocity induced absorption smearing of
the Pauli blocking to extend the modulation to much larger energy scales than accessibly
by solely modulating the chemical potential as is usually done with graphene modulators.

In calculating the final results, care was exercised to mimic the experimental environ-
ment by e.g. calculating the results for a non-zero temperature and considering carrier
concentrations that are within reach of electrostatic gating. The results show that the mod-
ulation indeed persists up to room-temperature for these concentrations. In order to boost
this number, one could consider a stack of graphene stripes, such that the absorption of the
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Figure 8.14: Absorption in units of παQED as a function of time for the EF = 0.3 eV sample of
the previous Section at different positions of the strip as indicated. The dashed line is the resulting
total mean absorption of the strip.

different layers accumulates. Alternatively on can place the graphene stripes in an optical
cavity where the beam that one wants to modulate passes several times through the stripes
[296].

The set-up considered in this chapter was experimentally investigated by our experi-
mental collaborator, Prof. A. N. Grigorenko and his group. Recently, they indeed mea-
sured a mixed signal where the amplitude of the telecom laser oscillates at twice the fre-
quency of the MIR laser. This indicates that the proposed mechanism of using the velocity
profile of the charge carriers to modulate a second laser beam is indeed observed.



CHAPTER 9

Conclusion and outlook

In this thesis, the plasmonic properties of graphene and related materials were theoretically
investigated. Within the random phase approximation, the plasmonic modes were calcu-
lated for different configurations of the two-dimensional systems. Their quality factor,
oscillator strength, energy dispersion, among others, were interpreted in the framework
of linear response theory. Through the analysis, the questions that were posed in the first
chapter can be answered as follows:

How are graphene plasmons affected by the hexagonal symmetry of the
lattice?

In chapter 4 it is shown that the hexagonal symmetry of the graphene honeycomb lattice
affects the single-particle energy dispersion. As a consequence, the density-density re-
sponse function changes in magnitude as well and affects the dispersion of plasmons in
graphene systems with large electron or hole doping. However, the trigonal warping of the
Dirac cone that is induced by the hexagonal symmetry does not to affect the isotropy of
the plasmon dispersion. It has to be noted that the robustness of the plasmon dispersion to
a trigonal distortion of the single-particle energy dispersion is remarkable, in particular in
view of earlier calculations that showed that uniaxial distortions break the isotropy.

How can one excite charge neutral plasmons by valley polarising a graphene
flake?
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In chapter 5 it is shown that when graphene is deposited on an hBN crystal, the electronic
spectrum is gapped. If one creates a valley imbalance in the gapped system, the plasmons
in both valleys start behaving differently. It is shown that as a function of the polarisation,
there is a critical plasmon frequency for which the relative phase of the oscillation between
both valleys transforms from being in-phase to being in anti-phase. Plasmons that oscillate
in anti-phase with the same amplitude in both valleys are charge neutral. Furthermore,
it is shown that a new plasmon mode appearing in a gap in the particle hole excitation
spectrum is very sensitive to the valley polarisation and can become almost completely
charge neutral. Finally, a novel partly damped plasmon mode for low electron doping was
identified. This mode is shown to be completely charge neutral in the long wavelength
limit.

How do external fields influence the lifetime of plasmons in silicene?

In chapter 6 it is shown that silicene also supports plasmons. Because external electric or
exchange fields affect the single-particle energy spectrum in a spin- and valley-dependent
way, the particle hole excitation spectrum acquires a spin and valley texture. Consequently,
one can tune the lifetime of silicene plasmons by external electric and exchange fields that
can turn the excitations of single particles of a specific spin and valley type on or off.

How does an electric current influence the optical properties of graphene
and can it be used to enhance the lifetime of plasmons in graphene?

In chapter 7 it is shown that due to an electric current, the graphene sheet absorbs exter-
nal radiation in a birefringent way. Furthermore, the plasmon dispersion becomes non-
reciprocal, yielding a different dispersion for oppositely propagating plasmons. Finally,
it is shown that the plasmons are collimated in the downstream direction and that the
collimation can be tuned by changing the current density of the drift current. This mech-
anism can be used to enhance the plasmon lifetime. It is shown that it is possible that,
for a given photon frequency, in the absence of a drift current the plasmon is damped by
inter-band transitions. However, applying a current allows the plasmon to propagate in the
downstream direction without being damped by single-particle processes and, hence, its
lifetime is increased.

Can plasmons excited by a mid-infrared laser be used to modulate the
amplitude of a telecom laser?

In chapter 8 it is shown that the current dependent absorption of the graphene flake can be
used to describe the absorption of a graphene nanostripe in which plasmons are excited by
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a MIR laser. The oscillating density and velocity profile of these plasmons induce an os-
cillating local chemical potential and drift velocity that change the absorption. It is shown
that these plasmons can modulate a telecom laser at twice the frequency of the MIR laser.

As explained in the thesis, the plasmonic research of graphene and related materi-
als still progresses at a tremendous pace. There are, however, still a lot of unanswered
questions regarding the use of graphene, or other two-dimensional related materials, as
platforms for plasmonic applications or for new and unexpected physics. Therefore, there
is a lot of potential to extend the work presented in this thesis.

The graphene/hBN platform, or other kinds of van der Waals heterostructures, are only
just being explored for their use in plasmonics. As an extension of the work that is done in
chapter 5, it is interesting investigating plasmons in the quasi-equilibrium state in which
one of the two valleys is optically pumped. This will create a system with three kinds of
charge carriers: two electron pockets in both valleys and one hole pocket. Furthermore,
because it is a quasi-equilibrium system, it is important to consider a finite temperature
response. It was already shown that in such a system a new non-reciprocal plasmon mode
arises at the edge of the graphene flake [208]. However, the internal plasmonic response
is still unknown and should be investigated.

The evaluation of the effect of external fields on the damping of silicene plasmons
presented in chapter 6 is a first step in understanding plasmon dynamics in silicene. As
silicene is being promoted as an ideal platform for the merger of silicon-based semicon-
ductor physics and 2D materials, it would be useful to gain more insights in processes
limiting the plasmon lifetime other than single-particle excitation. For example, it is un-
known how plasmons in silicene interact with phonons in the material or the underlying
substrate. For graphene plasmons it is shown that the plasmons strongly hybridise with
phonons in a SiC substrate [125], therefore, a similar analysis should be done to quantify
the effect. Furthermore, as silicene is tipped as an ideal platform for spintronics, it is im-
portant to understand the effect of exchange interaction on the silicene plasmons. This is
not incorporated at the level of the RPA presented in this thesis, but can be included by
means of local field factors [102].

In the quest to extend the plasmon lifetime in graphene systems, the proposal presented
in chapter 7 is a first example of how changes to the system can decrease the plasmon
decay rate. In general, one should investigate how the breaking of (local) time reversal
symmetry can generate non-reciprocal plasmons in the absence of magnetic fields. The
non-reciprocal edge mode mentioned above and the current-induced non-reciprocal plas-
mons are two examples of plasmons where due to the breaking of time-reversal symmetry
(by circularly polarised light or a finite drift current respectively) reciprocity is broken. It
is expected that because these modes only propagate unidirectionally, the phase space in
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which damping processes can occur is strongly reduced. As a consequence, these plas-
mons could have longer lifetimes. Therefore, it is necessary to investigate the damping
processes of these kinds of plasmons more extensively.



APPENDIX A

Retarded 2D plasmon dispersion

In the thesis the Coulomb interaction is always considered to be instantaneous. As a
consequence, the plasmon dispersion is found to depend on the wave vector q as ωpl ∼

√
q

as shown in Eq. (3.117). Although this is correct for short wavelengths, it is clear that in
the long wavelength limit, i.e. q → 0, this cannot be correct as then the plasmon group
velocity, vg =

∂ωpl

∂q
diverges and exceeds the speed of light. Therefore, in order to find the

correct plasmon dispersion, one needs to account for a finite speed of light c. This is the
subject of this appendix. The analysis presented in this appendix is based on Ref. [297].

A.1 Maxwell’s equations

In order to find the retarded mode at the interface between two dielectrics (interface per-
pendicular to the z direction), the electric and magnetic fields are described by Maxwell’s
equations:

∇ ·E(j) = 0 (A.1)
∇ ·B(j) = 0 (A.2)

∇×E(j) = −
∂B(j)

∂t
(A.3)

∇×B(j) =
n2

(j)

c2

∂E(j)

∂t
(A.4)
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Here, one assumed that there are no free charges or currents in the system and n(j) is the
refractive index of dielectric j. The boundary conditions at the interface are given by

n12 × (E2 −E1) = 0 (A.5)

(ε2E2 − ε1E1) · n12 =
4π

ω
q · J2D (A.6)

(B2 −B1) · n12 = 0 (A.7)

n12 ×
(
µ−1

2 B2 − µ−1
1 B1

)
= −4π

c
J2D (A.8)

These equations should now be solved for a mode confined to the interface. Notice that
the 2D current density J2D is related to the electric field as

J2D = σE. (A.9)

Here σ is the conductivity. Notice that the transverse part of the conductivity has been
neglected.

A.2 Confined mode at the interface
Suppose that the interface is positioned at z = 0, then we can find the confined mode
by solving the equations from the previous section for a mode with an electric field that
decays exponentially inside te dielectrics as

E(j) (r, t) = a(j) exp
(
iqx± β(j)z − iωt

)
+ c.c., (A.10)

here the mode is assumed to propagate in the x-direction, the ± ensures to an exponential
decay in the respective regions and the quantity β(j) is

β(j) =

√
q2 −

ω2n2
(j)

c2
. (A.11)

Using the condition ∇ ·E = 0 , one finds

iqa(j),x ± β(j)a(j),z = 0 (A.12)

a(j),z = ∓ iq

β(j)

a(j),x (A.13)

which relates the z component with the x component of a(j).
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Now one can enter these expressions in the boundary conditions from the previous
section and find

ε2E2,z − ε1E1,z =
4π

ω
qJ2D,x =

4π

ω
qσEx

+ε2
iq

β(2)

ax + ε1
iq

β(1)

ax =
4π

ω
qσax (A.14)

here the condition a(1),x = a(2),x = ax was used to satisfy the first boundary condition. So
one finds

−ε2β(1) − ε1β(2) =
4π

ω
iσβ(1)β(2),

0 = 1 +
4πiσβ(1)β(2)

ω
(
ε2β(1) + ε1β(2)

) . (A.15)

Using this expression, one can obtain the plasmon dispersion for a Drude conductivity

σD =
iD
πω

where D is the Drude weight such that

1 =
4D
√
c2q2 − ω2n2

(1)

√
c2q2 − ω2n2

(2)

ω2c
(
ε2

√
c2q2 − ω2n2

(1) + ε1

√
c2q2 − ω2n2

(2)

)
in the case of a suspended sample, n(j) = 1, this becomes

ω2c = 2D
√
c2q2 − ω2 (A.16)

ω2 =

(
2D
c

)2 −1±
√

1 + 4c2q2
2D
c

2
(A.17)

such that the positive root becomes

ωpl (q) = Ωpp

√√√√1

2

(√
1 +

4c2q2

Ω2
pp
− 1

)
(A.18)

where the quantity Ωpp = 2D/c, i.e. the plasmon-polariton characteristic frequency has
been introduced. Equation (A.18) shows the full retarded mode with limits

lim
q→0

ωpl (q) = cq, (A.19)

lim
c→∞

ωpl (q) =
√

Ωppcq =
√

2Dq. (A.20)
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The first limit shows the plasmon-polariton hybridisation at small q, the second limit shows
the same

√
q dependency at large wave vector as found before. The plasmon-polariton

hybridisation is shown in Fig. 3.11 in the main text.



APPENDIX B

Analytical results for the response function of different
systems

In this Appendix, the analytical results for the non-interacting density-density response
functions of different systems are summarised for reference.

B.1 2D electron gas

The 2D electron gas has the Hamiltonian

H =
p2

2m
, (B.1)

where m is the (band)mass of the charge carriers. As a consequence, the energy spectrum
is

εk =
(~k)2

2m
. (B.2)

Following [102] one can find the non-interacting density-density response function as

χ(0)
nn (q, ω) =

gs

L2

∑
k

nk − nk+q

~ω + εk − εk+q + i~η
. (B.3)
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Notice that the density vertex equals unity in this case and that one does not have a valley
dependence. The response function can be split in a similar way as for graphene as

χ(0)
nn (q, ω) =

gs

L2

∑
k

nk
~ω + εk − εk+q + i~η

+
gs

L2

∑
k

nk
−~ω + εk − εk−q − i~η

. (B.4)

This shows that the second term can be obtained from the first one by replacing ω + iη →
−ω − iη. The first term can be written as

gs

L2

∑
k

nk
~ω + εk − εk+q + i~η

=
2mgs

~2

∫ 1

0

dk̄

2π
k̄

∫
dθ

2π

1

ω̄ − 2k̄q̄ cos θ − q̄2 + iη

where

ω̄ =
~ω
EF

=
2m~ω
(~kF)2 , q̄ =

q

kF

, k̄ =
k

kF

. (B.5)

As explained in Ref. [102] this can be written in terms of the quantity

να =
ω̄

2q̄
+ α

q̄

2
. (B.6)

Here, α = ±1. The final result is

Reχ(0)
nn (q, ω) = −D

(
1 +

1

q̄

[∑
α=±1

sgn [να] Θ
(
ν2
α − 1

)√
ν2
α − 1

])
, (B.7)

Imχ(0)
nn (q, ω) =

−D
q̄

[∑
α=±1

Θ
(
1− ν2

α

)√
1− ν2

α

]
. (B.8)

Here, D = gsm/ (2π~2) is the 2DEG density of states with gs = 2 the spin degeneracy
factor. In Fig. B.1 the real and imaginary part of the 2DEG density-density response
function are shown. The PHES is defined as the region for which the quantity in Eq. (B.6)
is between -1 and 1 for both values of α = ±1.

B.2 Graphene
The graphene density-density response function has been calculated in depth in Sec. 3.1.3.
The presented solution is compact and useful for the explications of plasmonic effects
during the course of the thesis. However, as explained in Ref. [106], the solution can also
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Figure B.1: Real (left) and imaginary (right) part of the non-interacting density-density response
function for a 2DEG.

be written in the (q, ω) plane by dividing the plane in six regions as indicated in Fig. B.3.
Introducing the following functions

f (q, ω) =
D (EF)

8

q̄2√
|ω̄2 − q̄2|

, (B.9)

G> (x) = x
√
x2 − 1− arcosh (x) and x > 1 (B.10)

G< (x) = x
√

1− x2 − arccos (x) and |x| < 1 (B.11)

The finite doping part of the non-interacting response function χ
(0)
nn (q, ω) labeled by

χEF
(q, ω) in Eq. (3.50) is given in the language of the regions shown in Fig.B.3 by

ReχEF
(q, ω) = −D (EF) + f (q, ω)

×



π 1A

−G>

(
2−ω̄
q̄

)
+G>

(
2+ω̄
q̄

)
1B

−G<

(
ω̄−2
q̄

)
2A
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(
2+ω̄
q̄

)
2B

−G<

(
ω̄−2
q̄

)
+G<

(
2+ω̄
q̄

)
3A

G>

(
2+ω̄
q̄

)
−G<

(
ω̄−2
q̄

)
3B

(B.12)
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ImχEF
(q, ω) = f (q, ω)×



G>

(
2−ω̄
q̄

)
−G>

(
2+ω̄
q̄

)
1A

π 1B

−G>

(
2+ω̄
q̄

)
2A

−G<

(
2+ω̄
q̄

)
2B

0 3A
0 3B

(B.13)

The regions are defined as

1A : q̄ > ω̄ and ω̄ < 2− q̄
1B : q̄ < ω̄ and ω̄ < 2− q̄
2A : q̄ > ω̄ and ω̄ > 2− q̄ and ω̄ > q̄ − 2

2B : q̄ < ω̄ and ω̄ > 2− q̄ and ω̄ < q̄ + 2

3A : q̄ > ω̄ and ω̄ < q̄ − 2

3B : q̄ < ω̄ and ω̄ > q̄ + 2 (B.14)

The undoped contribution is

χu (q, ω) = −πD (EF)

8

q̄2√
q̄2 − ω̄2

. (B.15)

Here, if q̄ < ω̄, the function is allowed to become imaginary.
The subdivision of the (q, ω) plane arises from the functions Fαβ

Im and Fαβ
Re from Eqs.

(3.40) and (3.52) and allows to give insight in how the response function is structured. A
more in-depth discussion of the function and its properties can be found in Sec. 3.1.4.

B.3 Gapped graphene

Also for the gapped graphene system, one can write the response function in the (q, ω)
plane by defining different regions according to Ref. [198]. Now there are nine different
regions as indicated in Fig. B.3. The function f (q, ω) from Eq. (B.9) is again defined.
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Figure B.2: Different regions in the (q, ω) plane as defined in Eq. (B.14). The black dashed curves
in indicate the boundaries of the PHES.

Now, there are additional necessary functions that are defined as

x0 =

√
1 +

4∆̄2

q̄2 − ω̄2
, (B.16)

G∆
< (x) = x

√
x2

0 − x2 −
(
2− x2

0

)
arccos (x/x0) , (B.17)

G∆
< (x) = x

√
x2 − x2

0 −
(
2− x2

0

)
arcosh (x/x0) , (B.18)

G∆
0 (x) = x

√
x2 − x2

0 −
(
2− x2

0

)
arsinh

(
x/
√
−x2

0

)
. (B.19)
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The solution then becomes

Reχnn (q, ω) = −D (EF) + f (q, ω)

×


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, (B.20)

Imχnn (q, ω) = f (q, ω)×


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)
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)
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>
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0 3A
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)
2B

π (x2
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. (B.21)

On the other hand the undoped contribution is given by

χu (q, ω) = −D (EF)

 ∆̄

q̄2 − ω̄2
+
k̄2 − ω̄2 − 4∆̄2

4
(
k̄2 − ω̄2

)3/2


Θ (q̄ − ω̄) arccos

(
k̄2−ω̄2−4∆̄2

ω̄2−k̄2−4∆̄2

)
−Θ (q̄ − ω̄) log

((
2∆̄+
√
ω̄2−q̄2

)2

|ω̄2−k̄2−4∆̄2|

) 
 .

(B.22)
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Figure B.3: Different regions in the (q, ω) plane as defined in Eq. (B.23). The used parameter for
these results is ∆̄ = 0.7. The black dashed curves in indicate the boundaries of the PHES.

The regions that are used to define the quantities are given by

1A : ω̄ < 1−
√(

q̄ − k̄F

)2
+ ∆̄2

2A : 1−
√(

q̄ − k̄F

)2
+ ∆̄2 < ω̄ < −1 +

√(
q̄ + k̄F

)2
+ ∆̄2,

−1 +

√(
q̄ − k̄F

)2
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√(
q̄ + k̄F

)2
+ ∆̄2
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√(
q̄ − k̄F

)2
+ ∆̄2

4A : ω̄ < q̄ and − 1 +

√(
q̄ + k̄F

)2
+ ∆̄2
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√
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)2
+ ∆̄2
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√(
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+ ∆̄2 < ω̄ < 1 +

√(
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)2
+ ∆̄2
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√(
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)2
+ ∆̄2
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√
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)2
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√
q̄2 + 4∆̄2 (B.23)

In these expressions the Fermi wave vector k̄F =
√

1− ∆̄2 was defined.





APPENDIX C

Response of the dielectric environment

In this appendix the response of an anisotropic dielectric environment on the e-e interaction
in a graphene sheet is calculated. In the first section, the effect on the e-e interaction on
graphene deposited on a slab with finite thickness d that is supported by a substrate is
considered. In the second section, an additional slab with thickness d′ is deposited on top
of the graphene flake in order to create an encapsulated system. This will result in an
expression for the effective hBN dielectric function as shown in Eq. (5.41) in the main
text. The derivation presented in this appendix was inspired by Ref. [298].

C.1 Interaction in graphene deposited on an anisotropic
dielectric medium

In order to find the interaction, one needs to solve the Poisson equation for the case of a
slab of material with thickness d and a charge e on top. This system is put in between
two infinite media with dielectric constant εa and εb respectively. By solving this one first
obtains the interaction potential at the edge of the slab as derived in Ref. [197].

C.1.1 Maxwell equations and set-up
The main condition is that the displacement fieldD must satisfy the equation

∇.D = 0, (C.1)
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everywhere in space. Further, the boundary conditions for Maxwell’s equations state that
at an interface between two media one has

n1,2 × (E1 −E2) = 0, (C.2)
n1,2. (D1 −D2) = ρ. (C.3)

Further, note that
Di = εiEi. (C.4)

These equations imply that the electric field components along the interface need to be
continuous, as is the case for the perpendicular component of D except at the top of the
slab, where ρ = −4πeδ (r) implies there is a finite charge density.

The dielectric tensor of the slab is given by

ε̃ =

 εx 0 0
0 εy 0
0 0 εz

 . (C.5)

This material is put in between two media with isotropic dielectric properties and a di-
electric constant given by εa and εb respectively. This divides the space in three parts as
follows: 

εa for z > 0
ε̃ for 0 > z > −d
εb for z < −d

. (C.6)

C.1.2 Solving for the potential
The electric potential that corresponds to the e-e interaction determines the electric field
E and the displacement field D. Therefore, it is this quantity that will be calculated. The
relation between electric field and potential is

Ei = −∇φi, (C.7)

where φi is the electric potential. Because Eq. C.1 has to hold, the equation becomes

− εi∇2φi = 0, (C.8)

for i = a, b and
−
∑

j=x,y,z

εj∂
2
jφ = 0, (C.9)
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in the slab region, which can be transformed by rescaling the coordinates as

x′j =
xj√
εj
, (C.10)

such that∇′2φ = 0 holds. This gives a solution of the form
φa (r, z) = ϕae

ika.re−kaz for z > 0
φ (r′, z′) = eiq.r

′ (
Aeqz

′
+Be−qz

′) for 0 > z > −d
φb (r, z) = ϕbe

ikb.rekbz for z < −d
. (C.11)

The proposed form solves the equation because

− εa∇2φa = −εaϕa
(
−k2

a + k2
a

)
eik.re−kz = 0. (C.12)

Note that Eq. (C.11) also makes sure that the potential does not diverge towards z → ±∞.
The potential in the slab can be rewritten as

φ (r, z) = eik
′.r
(
Ae

q√
εz
z

+Be
− q√

εz
z
)
, (C.13)

where k′ =
(

qx√
εx
, qy√

εy

)
such that

εx
q2
x

εx
+ εy

q2
y

εy
− εz

q2

εz
= 0. (C.14)

Applying the boundary conditions defined in Eqs. (C.2)-(C.3), one finds the equations

−ϕaika,xeika.r = −i qx√
εx
eik
′.r (A+B) ,

−ϕaika,yeika.r = −i qy√
εy
eik
′.r (A+B) , (C.15)

−εa (−ka)ϕaeika.r = −εzeik
′.r q
√
εz

(A−B) + 4πe,

which were immediately evaluated at z = 0. Momentum conservation yields

k := ka = k′ = kb, (C.16)

so

k =

(
qx√
εx
,
qy√
εy

)
, (C.17)
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so by defining

κ :=
q
√
εz

=

(√
εx
εz
kx,

√
εy
εz
ky

)
→ κ =

√
k2
x

εx
εz

+
εy
εz
k2
y, (C.18)

one gets

ϕa = A+B,

ϕa = A+B, (C.19)
εa (−k)ϕa = εzκ (A−B) + 4πe.

Similarly, for the other side of the slab, one has that

−i kx√
εx
eik
′.r
(
Ae−κd +Beκd

)
= −ϕbikb,xeikb.re−kbd,

−i ky√
εy
eik
′.r
(
Ae−κd +Beκd

)
= −ϕbikb,yeikb.re−kbd, (C.20)

−eik′.rκεz
(
Ae−κd −Beκd

)
= −εbϕbkbeikb.re−kbd.

Introducing the same quantity as before, one finds

Ae−κd +Beκd = ϕbe
−kd,

Ae−κd +Beκd = ϕbe
−kd, (C.21)

κεz
(
Ae−κd −Beκd

)
= εbϕbke

−kd.

As a summary: one obtains four equation for the four unknown variables. These vari-
ables are namely A, B, ϕa and ϕb. The potential ϕa is the one that determines the inter-
particle interaction on top of the slab, so in the graphene layer that is deposited there. The
relevant equations are

ϕa = A+B,

ϕbe
−kd = Ae−κd +Beκd,

−εakϕa = εzκ (A−B) + 4πe,

εbϕbke
−kd = κεz

(
Ae−κd −Beκd

)
. (C.22)

These need to be solved them for ϕa by finding expressions for A and B. Further one can
plug in the second equation in the fourth and the first in the third to get

−εak (A+B) = εzκ (A−B) + 4πe, (C.23)
εbk
(
Ae−κd +Beκd

)
= κεz

(
Ae−κd −Beκd

)
, (C.24)
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this can be easily solved for A and B resulting in

A = − 4πe (εbk + εzκ) e2dκ

e2dκ (εak + εzκ) (εbk + εzκ)− (εak − εzκ) (εbk − εzκ)
, (C.25)

B =
4πe (εbk − εzκ)

e2dκ (εak + εzκ) (εbk + εzκ)− (εak − εzκ) (εbk − εzκ)
. (C.26)

such that the potential ϕa is given by

ϕa = −4πe

k

εzκk cosh (κd) + εbk
2 sinh (κd)

(εa + εb) εzkκ cosh (κd) + (εaεbk2 + ε2zκ
2) sinh (κd)

,

= −2πe

kε̄

εzκk + εbk
2 tanh (κd)

εzkκ+ (εaεbk2 + ε2zκ
2) tanh (κd) /ε̄

, (C.27)

With ε̄ = (εa + εb) /2, this is exactly Eq. (1) from the appendix of Ref. [197]. The
interaction potential in graphene can then be obtained from

Vgr (k) = −eϕa. (C.28)

C.2 Interaction potential for a graphene sheet encapsu-
lated by hBN

Similar to the case considered in the previous section, one can now consider a system with
an additional layer of dielectric material but now deposited on top of the graphene sheet.
The additional slab has a thickness d. Therefore, the division of the dielectric media from
Eq. (C.6) becomes 

εa for z > d′

ε̃ for d′ > z > −d
εb for z < −d

. (C.29)

From this equation, one can immediately see that because the graphene flake does not
affect the dielectric properties of the system and is considered to be merely a boundary
condition, the physical phenomena arising from properties of the dielectric itself will re-
spond as if it is a system with thickness d+ d′.

Following a simimar method as described before, Eq. (C.11) now becomes
φa (r, z) = ϕae

ika.re−kaz for z > d′

φ1 (r′, z′) = eiq.r
′ (
Aeqz

′
+Be−qz

′) for d′ > z > 0
φ2 (r′, z′) = eiq.r

′ (
Ceqz

′
+De−qz

′) for 0 > z > −d
φb (r, z) = ϕbe

ikb.rekbz for z < −d

. (C.30)
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By applying the correct boundary conditions, this leads to the following six equations

ϕa = Ae(κ+k)d′ +Be−(κ−k)d′ ,

kεaϕa = −εzκ
(
Ae(κ+k)d′ −Be−(κ−k)d′

)
,

ϕb = Ce−(κ−k)d +De(κ+k)d,

kεbϕb = εzκ
(
Ce−(κ−k)d −De(κ+k)d

)
,

A+B = C +D,

εzκ (A−B) = εzκ (C −D) + 4πe. (C.31)

Here, the quantity κ is defined as before in Eq. (C.18). These equations can be solved
algebraicly and yield

Vgr (k) = −e (A+B)

=
2πe2

kε̄

k [εzκ cosh (κd′) + kεa sinh (κd′)] [εzκ cosh (κd) + kεb sinh (κd)]

εzκ [εzκk cosh (κ (d+ d′)) + (k2εaεb + ε2zκ
2) sinh (κ (d+ d′)) /ε̄]

.

(C.32)

This results in the screening potential as defined in Eq. (5.41) in the main text.



APPENDIX D

Tight-binding band structure of silicene

As explained in the main text in chapter 6, silicene consists of a buckled hexagonal lattice.
Due to the buckling, the π orbitals hybridise with the σ orbitals into a mixture of sp2 and
sp3 hybridisation. In this appendix, the construction of the Hamiltonian in Eq. (6.1) is
outlined. Subsequently, the transformations that are necessary to obtain the functions φ1

and φ2 from Eqs. (6.2) and (6.3) explained.

D.1 Tight-binding Hamiltonian
The tight-binding Hamiltonian can be written as Eq. (6.1) as [213]

H0 =

[
Hπ Hn

H†n Hσ

]
, (D.1)

which is written in the basis
{
pAz , p

B
z , p

A
y , p

A
x , s

A, pBy , p
B
x , s

B
}

and where

Hσ =

[
E T
T † E

]
. (D.2)

In this Hσ, the diagonal matrix E describes the transitions by the σ bond in between the
orbitals of the usual sp2 hybridised system. Assuming that all the orbitals are orthogonal,
only the on-site energy ∆sp difference between a s and p orbital contributes such that one
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finds

E =

 0 0 0
0 0 0
0 0 ∆sp

 . (D.3)

The T matrix describes hoppings in between different sublattices and, therefore, acquires
phase factors. The vectors connecting the nearest neighbours are given by

d1 = a0

(√
3

2
,
1

2
, cot θb

)
, (D.4)

d2 = a0

(
−
√

3

2
,
1

2
, cot θb

)
, (D.5)

d3 = a0 (0,−1, cot θb) . (D.6)

Here, a0 is the in-plane projection of the inter-atomic distance and θb is the buckling angle
as defined in the main text. Because the system is hexagonal, it shares the reciprocal
lattice structure with graphene, but with a different lattice constant. Similarly, one can
define Dirac points K and K ′ as well. Positioned at these Dirac points, the only effect
of the hoppings is to include a notion of the buckling angle. Indeed, the hopping matrix
elements are

t (k) =
3∑
j=1

t (dj) e
ik·dj . (D.7)

Therefore, one can construct the T matrix following the quantities introduced by Slater-
Koster [299] as

T =

 −V ′1 −iV ′1 V ′2
−iV ′1 V ′1 −iV ′2
−V2 iV ′2 0

 . (D.8)

Similarly, also the Hn matrix that connects the sp2 hybridised atoms with the π bonds can
be constructed as

Hn =

[
0 0 0 V ′3 −iV ′3 0
V ′3 iV ′3 0 0 0 0

]
. (D.9)

Here, the quantities V ′i are defined as

V ′1 ≡
3

4
sin2 (θb) (Vppπ − Vppσ) ,

V ′2 ≡
3

2
sin (θb)Vspσ, (D.10)

V ′3 ≡
3

2
sin (θb) cos (θb) (Vppπ − Vppσ) .
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This can be inferred by following the construction presented in Ref. [299] where the re-
lation between the different hopping parameters t (dj) and the energy integrals between
different atomic orbitals are reported. Notice that the phase factors from Eq. (D.7) have
been suppressed because the hopping has been considered to occur at a Dirac point. There-
fore, Hamiltonian Hπ has all zero elements.

D.2 Diagonalizing the Hamiltonian
The Hamiltonian from Eq. (D.1) can be diagonalized following the procedure discussed
in Ref. [213]. This procedure first uses the C3 symmetry of the crystal to combine the px
and py orbitals for γ = A,B as

ϕγ1 = − 1√
2

(
pγx + ipγy

)
, (D.11)

ϕ±2 =
1√
2

[
±ϕA∗1 − ϕB∗1

]
. (D.12)

This block-diagonalises the Hamiltonian in the basis
{
pAz , s

A, ϕB1 , p
B
z , s

B, ϕA1 , ϕ
+
2 , ϕ

−
2

}
as

H0 =

 HA 0 0
0 HB 0
0 0 HC

 , (D.13)

where

HA = HB|V2→−V2 =

 0 0 −iV ′3
0 ∆sp iV ′2
iV ′3 −iV ′2 0

 , (D.14)

HC =

[
V1 0
0 −V1

]
. (D.15)

The two matrices HA and HB have the a similar form and also share the same energy
values. These energy values can be labeled εj with j = 1, 2, 3. A unitary transformation
can diagonalize the Hamiltonians HA and HB. This transformation is shown in Ref. [213]
and shall here be summarised in the matrix UA with elements uij = UA|ij . The transfor-
mation that diagonalises HB is called UB accordingly. These two transformation matrices
are identical up to a sign on the second row.

The steps shown in the previous paragraphs show that the matrix H0 can be diago-
nalised by a combination of the different unitary transformations as

H
′

0 = U †H0U = diag [ε1, ε1, ε2, ε2, ε3, ε3, V1,−V1] . (D.16)
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This Hamiltonian is written in the basis
{
φ1, φ2, φ3, φ4, φ5, φ6, ϕ

+
2 , ϕ

−
2

}
where φj are linear

combinations of
{
pAz , s

A, ϕB1
}

for odd j and of
{
pBz , s

B, ϕA1
}

for even j.
Upon calculation of the energies εj , it turns out that V1 is largest energy scale, ε2 the

second largest and ε3 the smallest. Therefore, of all eight energy levels, ε1 corresponds to
the fourth and fifth energy level. The energy levels −V1 and the doubly degenerate ε3 are
occupied in an undoped silicene sheet and also the ε1 level is partly occupied. The other
energy levels remain empty. Therefore, the carrier conduction will occur using the states
at the ε1 energy level. The eigenstates corresponding to ε1 are φ1 and φ2 and are given in
Eqs. (6.2) and (6.3) in the main text. Note that as in the case of graphene, the energy level
ε1 is crossed by the energy spectrum in the Dirac points.

If one restores the k dependency and expands around theK-point, one finds the Hamil-
tonian from Eq. (6.4) with Fermi velocity

vF = −3a0

2

[
u2

11

(
Vppπ sin2 (θb) + Vppσ cos2 (θb)

)
− u2

21Vssσ
+2u11u21 cos (θb)Vspσ − 1

2
|u31|2 sin2 (θb) (Vppσ − Vppπ)

]
. (D.17)

Notice that this indeed has the limit

vF = −3a0

2
Vppπ, (D.18)

when the buckling disappears, corresponding to a buckling angle θb = π/2. (Notice
that also the elements of the unitary transformation depend on θb such that u11 → 1 and
u31 → 0 in this limit.)
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