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"Technological progress is like an axe in 
the hand of a pathological criminal."

Einstein’s Warning



The age of AI
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The age of AI?
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Machine Learning

▪ Machine Learning: automatic extraction of knowledge from data 

▪ Setting the scene with credit scoring example

Data

Machine learning technique

Pattern

Machine Learning



HR Analytics
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Recommender Systems Targeted Advertising

Fraud Detection

Many more …
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Responsible AI

The development and application of AI that is 
aligned with moral values of society
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Immediate Systemic Long term

Images by Midjourney

AI Risks



Europe’s Ethics Guidelines for Trustworthy AI (2019)

Immediate

AI Risks

A selection follows next.



1. Explainable AI



Black Box?
▪ Deep learning: large artificial neural network with massive number of parameters
o MobileNetV2: 4.3 million parameters

o GPT-4: >1 trillion parameters (an image of a printed version of the formula…)



Trust: lab-setting versus real-life
▪ Data: image of skin lesion

▪ Task: diagnose skin cancer

▪ High test accuracy, matching accuracy of 21 dermatologists

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028


Trust: lab-setting versus real-life
▪ Data: image of skin lesion

▪ Task: diagnose skin cancer

▪ High test accuracy, matching accuracy of 21 dermatologists

▪ Issue: when dermatologist is concerned about lesion, a ruler is placed next to it 
in the picture

▪ Pattern learnt?: if ruler then malignant 
(authors stated ruler had limited impact)

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028


Trust: lab-setting versus real-life
▪ Data: picture

▪ Task: predict if horse or not

▪ High test accuracy, low accuracy when deployed in the field

▪ Issue: horse pictures had watermark with copyright at bottom left

▪ Pattern learnt: if watermark then horse

https://arxiv.org/pdf/1902.10178.pdf

https://arxiv.org/pdf/1902.10178.pdf


2. Fairness

▪ Discrimination against sensitive groups

▪ Bias



2. Fairness

▪ Discrimination against sensitive groups

▪ Bias
o HR Analytics, prediciton model to review job applicants’ resumes to automate the search for top talent

o Trained on resumes from past (10 year period), biased data

o Model trained to prefer male candidates, for example:
▪ Penalized uses of word “woman’s” (eg woman’s chess club president)

▪ Penalizes all-woman colleges
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“Although we share enthusiasm about the potential of PRS to improve health outcomes through their 
eventual routine implementation as clinical biomarkers, we consider the consistent observation that they 
currently have far greater predictive value in individuals of recent European descent than of other 
ancestries to be the major ethical and scientific challenge surrounding clinical translation and, at present, 
the most critical limitation to genetics in precision medicine.”



3. Experimentation
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▪ Ethics as an afterhtought…

▪ We should be mindful of experiments on our children



4. Generative AI risks
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▪ Hallucinations
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Asked to Bing Chat on October 12th 2023.



Generative AI risks
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1. Hallucinations

2. Misuse

Screenhots captured on October 11th, 2023.



Generative AI risks
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▪ Hallucinations

▪ Misuse

▪ Bias

https://www.brookings.edu/articles/the-politics-of-ai-chatgpt-and-political-bias/
https://arxiv.org/abs/2005.14165

GPT-3: based on
- 60% from internet-crawled material, 
- 22% from curated content from the internet, 
- 16% from books, 
- 3% from Wikipedia.

https://www.brookings.edu/articles/the-politics-of-ai-chatgpt-and-political-bias/
https://arxiv.org/abs/2005.14165


Generative AI risks
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AI Risks
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Immediate Systemic Long term



Systemic Risks
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▪ Concentration of power: a few US and Asian giants dominating the field

About 10% academics
About 10% European



Systemic Risks
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▪ Concentration of power: a few US and Asian giants dominating the field

▪ Why is that bad?

▪ They understand the technology (cf. discussion on open source)

▪ They control the technology (cf. Elon Musk and Starlink)

▪ They drive the discussions and regulations on what is right and wrong 
(cf. closed door meeting in Washington)



Systemic Risks
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▪ Jobs: displacement and new opportunities



64.700

5.500 4.800
3.500 3.500

Trucks De Lijn Taxi NMBS Renault 
Vilvoorde

Sources:
https://nl.wikipedia.org/wiki/De_Lijn_(vervoermaatschappij)
https://www.taxi-info.be/bestanden/file/Jaarverslag%20Sociaal%20Fonds%20Taxi%20en%20VVB%202018.pdf
https://www.vrt.be/vrtnws/nl/2018/01/11/treinbestuurders-zijn-gegeerd-goed/
https://en.wikipedia.org/wiki/Vilvoorde_Renault_Factory

Driver jobs in 
Belgium

Systemic Risks



Impact of AI

▪ Will it impact jobs?
o Consensus seems: 30-40% of jobs at risk due to automation over next decade(s) in advanced economies

o OECD (2023) warns “AI likely to significantly impact jobs”

▪ Whose jobs?
o Net gain job increase not evenly distributed

o Which ones? Also non-routine jobs

34

AI



Solutions

1. Reskilling
o Hard to automate skills, and learn to work with machines

o “And as technology keeps changing, we need to focus more on continuous education 
throughout our lives. And yes, giving everyone the freedom to pursue purpose isn’t going to be 
free. People like me should pay for it, and a lot of you are going to do really well, and you 
should, too.” Zuckerberg (2017)
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Solutions

1. Reskilling
o Hard to automate skills, and learn to work with machines

2. Universal Basic Income
o Advocated by Mark Zuckerberg, Elon Musk, Jack Dorsey, Larry Page

3. Learn to live with the freedom of not working
o Being a stay-at-home mom or dad, artist, author argubaly not held in as high 

esteem as being a succesful entrepeneur or CEO.

o “reexamine what we value, what we are collectively willing to pay for – whether it’s 
teachers, nurses, caregivers, moms or dads who stay at home, artists, all the things 
that are incredibly valuable to us right now but don’t rank high on the pay totem 
pole – that’s a conversation we need to begin to have.” Barack Obama (2016)

o “[W]e have been trained too long to strive and not to enjoy” 
Keynes (1930)
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AI Risks
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Immediate Systemic Long term
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▪ The potential for an AI-dominated future: 
A world beyond human control?

▪ Most discussed, least relevant right now.

▪ Focus on this area is argued to also serve a certain big tech agenda.

Long term risk
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Pause Giant AI Experiments: An Open Letter
“Should we risk loss of control of our civilization?”

Long term risk



40

Conclusion

▪ Embrace AI
▪ Age of AI
▪ Fast moving
▪ “AI is not gonna take your job, someone who 

understands AI is going to take your job. 
Get good at it.” Scott Galloway

▪ Be aware of the risks
▪ Not just a chatGPT issue
▪ Need for education
▪ Not for me? 
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Questions

David Martens
Data Science Ethics: Concepts, Techniques and Cautionary Tales
Oxford University Press (March 24, 2022)
272 pages
www.dsethics.com

http://www.dsethics.com/
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