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S.1. Plasma size measurements as a function of input power 
The plasma size is adopted from the experiments at 1 bar and 20 slm and applied in the model for all 
different flow rates. Both the length and width of the plasma are almost independent of flow rate. 

(a) 

 

(b) 

 
Figure S.1. Plasma width (a) and length (b) as digitized from measured data by D'Isa for 1 bar and 20 slm (blue 
squares) [1] compared to interpolation used in the model to describe the heat source based on the input power 
(red). 

The values of X and Y of figure 2 in the main paper correspond with the plasma width and length for a 
given input power presented in Figure S.1. We applied an interpolation function to present the plasma 
size in each dimension for the given input powers, since the dependence on flow rate is negligible. For 
the full experimental work, we refer to [1].  Note that an increase in plasma power leads to an increase 
in the volume of the heat source, and consequently, deposited power and power density are not directly 
proportional. 

  



2 
 

S.2. Meshing of the simulation domain 
S.2.1. 3D Mesh 

The 3D mesh consists of 17,792,576 mesh elements, of which 15,910,456 are tetrahedral elements, 
1,882,120 are prisms, 198,312 are triangles 3400 are quads, 340 are edge elements and 10 are vertex 
elements. The mesh size is illustrated in Figure S.2. 

 
Figure S.2. Mesh plot of the 3D fluid domain, representing the mesh size. 

The mesh was refined by reducing the maximum and minimum element size by 50% until negligible 
(<1%) changes in maximum velocity in the reactor were obtained, and the maximum element size was 
set to be 0.4 mm and the minimum element size to 0.1 mm.  

S.2.2. 2D axi-symmetric mesh 
The 2D axisymmetric mesh consists of 1,034,434 mesh elements, of which 983,714 are triangles, 
50,720 are quads, 8523 are edge elements and 9 are vertex elements.  The mesh size is illustrated in 
Figure S.3. 

 
Figure S.3. Mesh plot of the 3D fluid domain, representing the mesh size of the region where the mesh size transitions. 

From Figure S.3 it is apparent that the mesh is too dense to plot at once, the inlet region of the mesh 
was plotted, to show the mesh density. The mesh was first refined by reducing the maximum and 
minimum element size by 50% until negligible changes (<1%) in global variables (e.g., maximum 
temperature, maximum velocity magnitude and conversion) were observed. The mesh was further 
refined until negligible changes in local values (local reaction and transport rates) were observed. 

The region from the inlet to an axial position of 16 cm has a finer mesh, with the maximum mesh 
element size set to 0.0772 mm and the minimum mesh element size set to 2.9 × 10-4 mm. The longest 
heat source at 2400 W is well below 10 cm as can be seen from Figure S.1 (b). The afterglow region to 
the outlet is meshed with the maximum element size set to 0.189 mm and the minimum element size 
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set to 2.18 × 10-3 mm. In the afterglow the temperature gradients are significantly less steep, requiring 
a less dens mesh. 

Finally, in order to validate whether our mesh is fine enough to resolve the boundary layer near the 
wall, we used the distance to the cell center in viscous units, which is less than 0.5 for all of our 
simulation results, as suggested for modelling the low-Reynolds formulation of the boundary layers in 
[2]. 
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S.3. Thermophysical properties of the quartz tube 
Figure S.4 presents the thermal conductivity (left) and the heat capacity (right) of the quartz tube, as a 
function of temperature.  

 
Figure S.4. Thermophysical properties of the quartz tube as a function of temperature: thermal conductivity 

(left) and heat capacity (right). 

Nearly all multi-dimensional CO2 models from literature do not solve for surface-to-ambient radiation 
(e.g., [3-6]). In contrast to these models, we considered surface-to-ambient radiation in our model, by 
employing the Stefan-Boltzmann law at the HA-boundary (see Table 2 of the main paper) in the 2D 
axisymmetric model. We found that applying the surface-to-ambient radiation at the AH boundary 
significantly reduces the gas temperature at the edges of the fluid domain (BG). This is due to more 
efficient heat dissipation through the quartz wall out of the simulation domain compared to only 
convective heat loss at this boundary, as can be seen in Figure S.5 

 
Figure S.5. Axial temperature profile at the HA boundary for different emission coefficients, for 10 slm, 1500 W and 1 atm. 

The reported surface emissivity for quartz tubes varies in literature from 0.67-0.95 [7-9]. We applied a 
surface emissivity of 0.75 in our model. As can be seen from Figure S.5, higher values of this coefficient 
have a negligible effect on the gas temperature near the quartz wall. The temperature variation between 
the inner and outer boundary of the quartz tube is never more than 25 K for the conditions under study. 
Generally, one could take the temperature at the edge of the fluid domain as a proxy for the temperature 
at the edge of the simulation domain and avoid modelling the quartz tube. 
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S.4. Turbulent viscosity and SST variables  
The turbulent viscosity, μT used in Eq.5 in section 2.2 of the main paper is defined as [10]: 𝜇் = 𝑎ଵ𝑘max (𝑎ଵ𝜔, 𝑆𝑓௩ଶ) (1) 

 

With 𝑓௩ଶ, a blending function, defined as: 𝑓௩ଶ = tanh(𝜃ଶଶ)  (2) 𝜃ଶ = 𝑚𝑎𝑥 ቀ ଶ√௞ఉబ∗ఠ௟ೢ , ହ଴଴ ఓఘఠ௟మೢ ቁ  (3) 
With S the measure of the strain rate and 𝑙௪ the distance closest to the wall.  𝛽଴∗ is a model constant. 
The model constants are defined through an interpolation function:  ∅ =  𝑓௩ଵ∅ଵ + (1 − 𝑓௩ଵ)∅ଶ for  ∅ = 𝛽, 𝛾,𝜎௞ ,𝜎ఠ (4) 
 

Furthermore, the blending function 𝑓௩ଵ is defined as: 𝑓௩ଵ = tanh(𝜃ଵସ)  (5) 𝜃ଵ = 𝑚𝑖𝑛 ቂ𝑚𝑎𝑥 ቀ √௞ఉబ∗ఠ௟ೢ , ହ଴଴ ఓఘఠ௟మೢ ቁ , ସఘఙഘమ௞஼஽ೖഘ௟మೢ ቃ  
 

(6) 

𝐶𝐷௞ఠ = max ൬2𝜌𝜎ఠଶ𝜔 ∇𝜔 ⋅ ∇𝑘, 10ିଵ଴൰ (7) 

 

The constants for the model used in equation 1-7 are β* = 0.09, a1= 5/9, β1 = 3/40, σωl = 0.85, σωl = 0.5, 
a2 = 0.44, β2 = 0.0828, σk2 = 1 and σω2 = 0.856, taken from Menter et al. [11]. For further information 
on the SST model, we refer to [2, 10].  

 

S.5 NASA polynomials for the different species 
The thermophysical properties for each species are determined using the nine-term NASA Glenn 
polynomials which are valid up to 20 000 K [12]. The equations for the polynomials are as follows:  

 𝐶௣°(𝑇) = 𝑅 ቀ𝑎ଵ𝑇ିଶ + 𝑎ଶ𝑇 + 𝑎ଷ + 𝑎ସ𝑇 + 𝑎ହ𝑇ଶ + 𝑎଺𝑇ଷ + 𝑎଻𝑇ସቁ (8) 𝐻°(𝑇) = 𝑅𝑇 ቆ−𝑎ଵ𝑇ିଶ + 𝑎ଶ ln𝑇𝑇 + 𝑎ଷ + 𝑎ସ 𝑇2 + 𝑎ହ 𝑇ଶ3 + 𝑎଺ 𝑇ଷ4 + 𝑎଻ 𝑇ସ5 + 𝑏ଵ𝑇 ቇ (9) 𝑆°(𝑇) = 𝑅 ቆ−𝑎ଵ 𝑇ିଶ2 − 𝑎ଶ𝑇 + 𝑎ଷ ln𝑇 + 𝑎ସ𝑇 + 𝑎ହ 𝑇ଶ2 + 𝑎଺ 𝑇ଷ3 + 𝑎଻ 𝑇ସ4 + 𝑏ଶቇ (10) 

 

With 𝐶௣°(𝑇) the molar heat capacity at constant pressure, at temperature T, 𝐻°(𝑇) the molar enthalpy 
at temperature T relative to the molar enthalpy at 0 K, and 𝑆°(𝑇) the entropy at temperature T, all for 
standard state. The standard state, denoted with °, refers to the standard state of the ideal gas at 1 atm. 

  



6 
 

S.6. Calculation of the thermal conductivity and dynamic viscosity of species i: 
Equation 11 represents the calculation of the thermal conductivity of species i [13]: 𝑘௠,௜ = 2.669 × 10ି଺ ඥ்ெ೔×ଵ଴యఙ೔మஐೖ × ଵ.ଵହ஼೛,೔ା଴.଼଼ோ೒ெ೔   

 
(11) Ω௞ =  ௕భ(்∗)್మ + ௕య௘௫௣(௕ర்∗) + ௕ఱ௘௫௣(௕ల்∗) + ସ.ଽଽ଼∙ଵ଴షరబఓವ,೔ర௞మ್்∗ఙ೔ల ,    𝑇∗ = 𝑇 ఌ೔௞್   (12) 

 

With the characteristic length of the Lennard-Jones potential represented by 𝜎௜  and the dimensionless 
collision integral indicated by Ω௞. 𝐶௣,௜ the heat capacity at constant pressure of the individual species, 𝑀௜ the molar mass of the individual species and 𝑅௚ is the ideal gas constant. In equation 12, 𝑏௫ are 
empirical constants, 𝜇஽,௜  is the dipole constant of species 𝑖 (D), 𝜀௜ is the potential energy minimum 
value (J) and 𝑘௕ is Boltzmann’s constant (J K-1).  Finally, 𝜇 and 𝜌 also depend on the chemical 
composition. The former is calculated using: 𝜇 =  ∑ ఓ೔ଵା భೣ೔ ∑ ௫ೕథ೔ೕ೙ೕసభ,ೕಯ೔௡௜ୀଵ ,   𝜙௜௝ = (ଵା(ఓ೔ ఓೕ)⁄ బ.ఱ(ெೕ ெ೔⁄ )బ.మఱ)మ൫ସ √ଶ⁄ ൯൫ଵାெ೔ ெೕ⁄ ൯బ.ఱ   

(13) 

𝜇௜ = 2.669 × 10ି଺ ඥ்ெ೔×ଵ଴యఙ೔మஐವ   (14) 

Ω஽ =  ௕భ(்∗)್మ + ௕య௘௫௣(௕ర்∗) + ௕ఱ௘௫௣(௕ల்∗) + ସ.ଽଽ଼×ଵ଴షరబఓವ,೔ర௞మ್்∗ఙ೔ల ,   𝑇∗ = 𝑇 ௞್ఌ೔   (15) 

With 𝑥௜  is the molar fraction, 𝜇௜  the dynamic viscosity of species 𝑖, Ω஽ the dimensionless collision 
integral and 𝜌 the density [13].  
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S.7. Full experimental dataset compared to the modelled range. 
As discussed in section 3.1 of the main paper, our model is not yet able to reproduce the CO2 conversion 
in the full experimental range of SEI values. Figure S.6 presents the full SEI range, as provided by D’Isa 
et al. [1]. 

 
Figure S.6 Full experimental dataset as presented by D'Isa et al. [10], compared with the conditions modelled in the main 

paper. 

Our model was not validated for 100 slm flow rate, since the observed conversion is in the order of 
magnitude of the error bars, and furthermore, no temperature measurements were provided for this flow 
rate. As discussed in section 3.1 of the main paper, higher SEI measurements could not yet be 
reproduced by our model, due to reactions persisting until the end of the simulation domain.  
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S.8. Sensitivity analysis heat source expanded 
It was reported by Viegas et al. that optical contraction can happen in CO2 plasmas below 150 mbar. 
The effect is not reported at higher pressures, and Vialetto et al. showed that at 250 mbar, the normalized 
electron number density and emission intensity profile overlap; nevertheless possible optical 
contraction  is considered here [14]. Viegas et al. suggested a scaling factor of 1.6 when assessing the 
size of the plasma, that is, the measured width should be multiplied by 1.6 to get the actual plasma 
width. In our model, the plasma is approximated as a heat source, and therefore, the heat source width 
is multiplied by 1.5 for identical input power of 1500W at 10 slm and 40 slm. The corresponding power 
deposition profiles are plotted in Figure S.7. 

 
Figure S.7. Heat source profile according to measured data (left) and radially expanded by a factor 1.5 (right) 

As can be seen from figure S.8 expanding the power deposition profile by a factor 1.5 actually increases 

 correspondence with the experiment, as the core temperature drops, which reduces our overestimation 
of the temperature. The conversion decreases from 10.6% to 10.4% and is thus clearly less sensitive to 
this change.  
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Figure S.8. Temperature profile for original heat source (left) and radially expanded heat source (right) for 10 slm and  

1500 W. 

However, expanding the heat source at higher flow rates actually results in the gas not being heated 
efficiently. It should be noted that the temperature scale in Figure S.9 (right) was adapted for clarity.  

 
Figure S.9. Temperature profile for original heat source (left) and radially expanded heat source (right) for 40 slm and  

1500 W. 

Clearly, at 40 slm, drastic changes in the heat source have a significant effect on both temperature 
profile and conversion, since the temperature does not increase sufficiently enough to dissociate CO2 at 
40 slm, 1500 W for the broader heat source. Therefore, we can conclude that even though fitting the 
heat source might lead to better agreement with experiment in some conditions, we adhere to the 
measured plasma dimensions, assuming optical contraction is irrelevant at higher pressure. 
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S.9 Sensitivity analysis for the initial turbulent intensity 
It is known from literature that Menter’s SST models are sensitive to the boundary conditions for the 
specific dissipation rate (𝜔) [11]. Our models fully resolve the boundary layer using a low-Reynolds 
formulation at the wall, which is consistent with the no-slip condition. This is checked based on the 
distance to the cell center in viscous units, as suggested in [2]. The outlet boundary condition is 
sufficiently far away from the heat source in the model and is therefore assumed to have limited effect.  

Lastly, at the inlet both k and 𝜔 need to be specified. These results might affect the results further in 
the domain.  Both k and 𝜔 can be averaged over the φ-direction analogous to the velocity (see section 
2.1 of the main paper), and the results over the inlet for 40 slm are plotted in figure S.10. 

 
Figure S.10. Turbulent kinetic energy (left) and specific dissipation rate (right) for 40 slm at the inlet of the 2D domain, 

derived by averaging over the phi-direction in the 3D model. 

  

Alternatively, a value for k (0.005 m2 s-2) and 𝜔 (20 s-1) can be chosen at the inlet, as is done in the main 
paper. This means that both the turbulent kinetic energy and the turbulent dissipation rate vary over two 
orders of magnitude at the inlet. We compare both methods at the highest flow rate, which corresponds 
to the strongest turbulence. Figure S.11 shows the relative turbulent intensity for the chosen values (left) 
and the interpolated values from the 3D model (right). 

 
Figure S.11 Comparison of relative turbulent intensity for fixed values of k and 𝜔 (left) and for the interpolated values 

(right) for 40 slm and 1500 W. 
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As can be seen in Figure S.11, the turbulent intensity profiles are somewhat different for both cases. 
This results in variations in the core plasma temperature, however, as discussed in the main paper 
(section 3.2) and in the SI section S.8, significant deviations in the temperature profile are required to 
really affect the conversion. Moreover, as discussed in section 3.7.3 of the main paper, turbulence needs 
to be significantly enhanced to promote conversion, as indicated by Table 3 of the main paper. The 
temperature profile is plotted for 40 slm and 1500 W in Figure S.12.  

 
Figure S.12 Comparison of temperature profile for fixed values of k and 𝜔 (left) and for the interpolated values (right) for 40 

slm and 1500 W. 

As can be seen in the figure, there is a strong drop in core plasma temperature when the interpolated 
values for k and 𝜔 are employed (right). Nevertheless, as discussed in section 3.2 of the main paper, 
the conversion shows only limited sensitivity with respect to the temperature profile. Moreover, as 
discussed in section 3.5 of the main paper, all C atoms are created by dissociation of CO, and diffusion 
of C atoms can only cause additional conversion upon reacting with CO2 according to R5, which does 
not occur. The core plasma temperature, which determines the dissociation rate of CO, is thus of lesser 
importance, as shown in section 3.2 of the main paper. Moreover, at lower flow rates, as well as at 
higher SEI, the effects become significantly less pronounced, as plotted in Figure S.13. 
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40 slm – 2100W 

 

10 slm – 1500 W 

 
Figure S.13. Comparison of temperature profile for fixed values of k and 𝜔 (left) and for the interpolated values (right), 

for 40 slm and 2100 W (top) and for 10 slm and 1500 W (bottom). 
 

As can be seen in Figure S.13, when increasing the SEI at the highest flow rate (40 slm), the differences 
in temperature profile become less pronounced, whereas at the highest SEI condition and the lowest 
flow rate (10 slm), the differences are completely negligible.  

All conclusions in the main paper are thus valid for both values of the turbulent kinetic energy and the 
specific dissipation rate at the inlet. The fixed values for turbulent kinetic energy and specific dissipation 
rate are used in the main paper, since computationally, they converge to a solution more easily.  
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S.10 There is no chemical equilibrium and LTE in CO2 MW plasma: Need for 
coupling all physics within the model 
In LTE, the plasma's local composition depends solely on temperature and pressure [15, 16]. To 
evaluate the validity of the LTE approximation, we disregarded transport of species in our model, for 
the same gas flow velocity and temperature profiles, and hence, the temperature and pressure are kept 
identical. Diffusion is neglected by reducing all diffusion coefficients (cf. equation 12) to 1% of their 
original value, while turbulent diffusion is neglected by setting the turbulent Schmidt number (cf. 
equation 18) to 106 (the turbulent Schmidt number of a single species does not exceed 1.7 in any of the 
modelled conditions), and finally convective transport of species is ignored by setting the gas velocity 
in equation 8 to zero.   

Figure S.14 shows the calculated mole fractions of the various species, when solving the thermo-
chemical model (solid) and when neglecting transport (dashed), on a radial cutline taken at an axial 
position of 55 mm (i.e., the plasma center), for 1200 W, 10 slm and 1 atm. Note that the exact axial 
position for analyzing the molar fractions is not important, as long as it is within the plasma core, since 
the gradients in the z-direction are negligible, at least when we assume a rectangular function for the 
heat source along the axial direction. However, the gradients in the z-direction become important in the 
afterglow region.  

 
Figure S.14. Comparison of calculated molar fractions of the various plasma species along a radial cut line at z = 55 mm, for 

1200 W, 10 slm and 1 atm, for a solution where all physics considered in the model are fully coupled of the model (solid) 
and when transport of species is neglected (dashed). 

As discussed above, within the LTE approximation, the local plasma composition does not depend on 
the transport of species. However, Figure S.14 shows that when transport of species is neglected, the 
molar concentration profiles differ strongly from the solution where all physics considered in the model 
are fully coupled. Consequently, LTE is not obtained, due to deviations in chemical equilibrium.  

Indeed, to achieve chemical equilibrium in a CO2 plasma, transport (predominantly diffusion) processes 
must be significantly slower than the reaction kinetics. When the total rate of all forward reactions in 
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which a species participates, is identical to the total rate of all backward reactions, chemical equilibrium 
is obtained. However, if the formed species is transported away before the backward reaction can take 
place, no chemical equilibrium is obtained. Hence, the difference between the solid and dashed lines in 
Figure S.14, i.e., with and without transport of species, clearly demonstrates that transport is important, 
and fast enough to disrupt chemical equilibrium. 

Diffusion is fast enough to disrupt chemical equilibrium in the MW CO2 plasma, because the large 
temperature gradient along the radial direction (cf. 6(a) of the main paper) results in large concentration 
gradients, promoting diffusion. Only between 6 and 8 mm, the LTE mole fractions correspond roughly 
with the mole fractions obtained with the solution where all physics considered in the model are fully 
coupled. However, as will be illustrated in section Figure S.15 below, there is still net production and 
transport in this region, indicating that also here chemical equilibrium is not obtained. In summary, it 
is clear that solving the transport of species, which drives the chemical non-equilibrium, is key in 
accurately assessing the CO2 conversion. In the next section, we will evaluate the importance of 
transport by diffusion vs convection.  

This discrepancy in mole fractions is sufficient evidence that LTE is not valid, and the influence of 
transport phenomena on the net rates, that are discussed in section 3.5 and 3.6 of the main paper, might 
not be as apparent.  

Therefore, Figure S.15 shows the different components governing conservation of mass (cf. equation 8 
of the main paper) of CO for steady state conditions, when neglecting transport, as a function of radial 
position, for an axial position of 55 mm (i.e., the plasma center). As transport phenomena are not taken 
into account, only the net reaction rates are plotted, because the net diffusive and convective flux of CO 
are zero. This figure should be compared with Figure 9 in the main paper, where transport is taken into 
account. 

 
Figure S.15. Calculated net reaction rates of reactions involving CO atoms, neglecting transport, as a function of radial 
position, at an axial position of 55 mm, for 10 slm, 1200 W and 1 atm. The sign of the reaction rates is chosen so that 
positive values correspond to net CO production. The scale of the y-axis is kept the same as in Figure 9, for a 1-on-1 

comparison. 
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As is apparent from Figure S.15, chemical equilibrium is reached when transport phenomena are 
neglected, because the net reaction rates are (close to) zero. There are very small deviations from zero, 
due to the numerically small diffusion.  Moreover, by comparing to Figure 9 in the main paper, it is 
clear that species transport, mainly diffusion, is important in determining local net production rates. 
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S. 11 Flow velocity lines and velocity components 
Figure S.16 shows the flow lines in 3D across the 2D axisymmetric domain, with the temperature 
plotted on a cut plane through the center, for 10 slm, 1200 W and 1 atm. 

 
Figure S.16. Flow lines with uniform density and the temperature profile for 10 slm, 1200 W and 1 atm. 

The flow lines are spaced with uniform density, and the figure illustrates that the flow speeds up after 
the plasma and that the swirl is maintained after the plasma. Figure S.17 depicts the different velocity 
components for 10 slm, 1200 W and 1 atm.  
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Figure S.17. Velocity components for 10 slm, 1200 W and 1 atm. 

As can be seen in Figure S.17, the swirl flow is still present even after the plasma, and the z-velocity in 
the reactor is almost exclusively positive. Most importantly, the r-velocity is exclusively negative in the 
reactor, apart from a small region near the inlet. Hence, all convective transport is towards the symmetry 
axis of the reactor.  
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S.12 Mole fraction analysis 
Figure S.18 shows the difference in CO mole fraction between the laminar and turbulent flow solution, 
near the reactor outlet. Positive values mean a higher CO mole fraction in the laminar flow solution, 
while negative values correspond to a lower CO mole fraction.  

 

Figure S.18. Difference in mole fraction of CO between the laminar and turbulent solution near the 
outlet, at 1500 W, 40 slm and 1 atm. 

Only at the edge of the fluid domain, there is significantly less CO present in the laminar solution (about 
4%), and this result is a direct consequence of turbulent mixing at the edge of the domain. Turbulent 
diffusion causes more CO to diffuse into the cold gas stream at the edge of the reactor, where it can be 
transported out by axial convection.  
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