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## S1 Construction of the Neural Network Potential

The DFT calculations are performed with a computational setup that is identical to the one used in Ref. ${ }^{1}$. The initial data set for the fitting of the high-dimensional neural network potential (HDNNP) is obtained in the same manner as described in Ref. ${ }^{2}$, extracting 28335 structures from the AIMD data of Ref ${ }^{1}$. The vibrational and surface motion is additionally sampled by generating 4000 structures with an elevated vibrational $\left(T_{\mathrm{vib}}=1200 \mathrm{~K}\right)$ and surface $\left(T_{\mathrm{s}}=1000 \mathrm{~K}\right)$ temperature, but with the lattice expansion coefficient kept fixed at $T_{\mathrm{s}}=500 \mathrm{~K}$. Finally, extrapolation errors are detected by running (RP)MD with the incomplete HDNNP, after which additional DFT calculations are performed and added to the training data set of the HDNNP. This yields a total amount of 48517 structures used in the training of the HDNNP. These structures are finally randomly split into a training and testing data set, using a ratio of $90 / 10$.

The training of the HDNNP and the static PES calculations are performed with RuNNer ${ }^{3-5}$, where the latter is performed indirectly by using $\mathrm{ASE}^{6}$ as an interface. Quasi-classical trajectory (QCT) simulations ${ }^{7}$ are performed with LAMMPS ${ }^{8,9}$, whereas RPMD simulations are performed with $\mathrm{i}-\mathrm{Pi}^{10,11}$, which is still interfaced with LAMMPS to obtain the forces.

The local environment of an atom is defined by the following cut-off function

$$
f_{c}(R)= \begin{cases}\frac{1}{2}\left[\cos \left(\pi \frac{R}{R_{c}}\right)+1\right] & R<R_{c}  \tag{S1}\\ 0 & R \geq R_{c}\end{cases}
$$

where only atomic contributions within the cut-off radius are taken into account, here taken to be $13 \mathrm{a}_{0}$. The radial symmetry functions (effectively two-body interactions) are ${ }^{12,13}$

$$
\begin{equation*}
G_{i}^{\mathrm{rad}}=\sum_{j \neq i} e^{-\eta\left(R_{i, j}-R_{s}\right)^{2}} f_{c}\left(R_{i, j}\right), \tag{S2}
\end{equation*}
$$

where $R_{i, j}$ is the internuclear distance between atoms $i$ and $j$, and $\eta$ and $R_{s}$ are parameters characterizing the function form, where $R_{s}=0$ in this work. Furthermore, the angular symmetry functions (effectively three-body interactions) are taken as ${ }^{12,13}$

$$
\begin{equation*}
G_{i}^{\mathrm{ang}}=2^{1-\zeta} \sum_{j, k \neq i}\left(1+\lambda \cos \theta_{i, j, k}\right)^{\zeta} e^{-\eta\left(R_{i, j}+R_{i, k}+R_{j, k}\right)} f_{c}\left(R_{i, j}\right) f_{c}\left(R_{i, k}\right) f_{c}\left(R_{j, k}\right), \tag{S3}
\end{equation*}
$$

where $\theta_{i, j, k}=\frac{R_{i, j} \cdot R_{i, k}}{R_{i, j} R_{i, k}}$, and $\eta, \zeta$ and $\lambda$ are parameters characterizing the function form, where $\eta=0$ in this work. The parameters used for the radial and angular symmetry functions are given in Tables S1 and S2.

## S2 Accuracy of the Neural Network Potential

The RMSE of the test training data set is $0.6 \mathrm{meV} /$ atom (total of 28.7 meV ) and $24 \mathrm{meV} / \AA$ for the energies and forces, respectively. Furthermore, $85 \%$ of the test and training data set energies are reproduced within chemical accuracy (i.e., $4.2 \mathrm{~kJ} / \mathrm{mol}$ ), and $94 \%$ within two times chemical accuracy (Figure S1). In general, the structures that yield the largest errors tend to be very high-energy data that are likely to have only a (very) limited effect on the RPMD. The DFT minimum barrier height at $T_{\mathrm{s}}=500 \mathrm{~K}$ (but keeping the surface atoms fixed at their ideal positions) is $78.4 \mathrm{~kJ} / \mathrm{mol}$, which is well reproduced by the HDNNP with $79.3 \mathrm{~kJ} / \mathrm{mol}$. In Figure S2, the potential energy surface surrounding the minimum barrier geometry (i.e., only the height of the carbon atom $\left(Z_{\mathrm{C}}\right)$ and the dissociating bond length $r$ are varied, while all other degrees of freedom (DOFs) are kept fixed at their minimum barrier geometry values) as obtained with the HDNNP and DFT are in excellent agreement. Likewise, the agreement between the HDNNP and DFT for the van der Waals well in Figure S3 is excellent. Finally, the HDNNP and DFT are in good agreement for the sticking probabilities of $\mathrm{CHD}_{3}$ as computed with the QCT approach (Figure S4).

## S3 Molecular Dynamics

The QCT simulations are performed in the same way as in Ref. ${ }^{1}$, with the notable exception that in this work the forces are obtained from the HDNNP instead of directly from DFT and the propagation of the equations of motion is performed in LAMMPS instead of VASP ${ }^{14-20}$. As such, we will only discuss the details relevant to the RPMD simulations.

The NVT simulations for the surface and molecular vibrational initial conditions employ the PIGLET approach ${ }^{21,22}$, where the temperature in the RPMD Hamiltonian is always equal to that of the thermostat. Compared to QCT, the time step is reduced from 0.4 to 0.1 fs . In the $N V E$ simulations, the system is no longer in equilibrium and therefore we need to make a choice for the effective temperature in the ring polymer Hamiltonian, here taken to be 1000 K. Figure S5 shows that, even for incidence energies well below the minimum barrier height, employing a lower effective temperature ( 500 K ) hardly affects the sticking probability. Furthermore, we use 24 beads, which yields converged vibrational energies in the molecule. It should also be noted that in QCT the vibrational states are sampled by performing a 1D NVE simulation along each mode, from which the initial displacement (compared to the equilibrium geometry) and concomitant velocity is selected by randomly sampling the phase of the vibration. In contrast, in RPMD we perform a 15D NVT simulation (the 6 translational and rotational DOFs are removed afterwards) to obtain the vibrational positions and velocities. The vibrational temperature is
equal to the nozzle temperature. These simulations are first equilibrated for 5 ps and then propagated for another 5 ps , from which snapshots are taken every 10 fs . Also, for QCT the surface atom motion is sampled using a harmonic oscillator model and NVE simulations, ${ }^{23-25}$ whereas for RPMD we simply use $N V T$ simulations. For the surface motion, it is sufficient to use a time step of 1.0 fs , a total simulation time of 2 ps , and take a snapshot at each time step during the second half of the simulation. In all simulations we take the surface temperature $T_{\mathrm{s}}$ as 500 K . Although this is correct for the comparison with the $\mathrm{CHD}_{3}$ experiments ${ }^{1}$, the $\mathrm{CH}_{4}$ experiments ${ }^{26}$ have been performed with $T_{\mathrm{s}}=600 \mathrm{~K}$. Fortunately, the difference in temperature is small and should have only a limited effect on the computed sticking probability. ${ }^{27-31}$ To reduce the computational costs, the RPMD simulations use a slightly reduced reaction threshold ( $2.2 \AA$ instead of $3 \AA$ ) compared to QCT, but this does not affect the results. For each sticking probability, between 2000 and 20000 trajectories have been run. Moreover, the simulated rotational state of $\mathrm{CH}_{4}$ and $\mathrm{CHD}_{3}$ is $J=0$ (i.e., the rotational ground state), which is appropriate for the simulation of supersonic molecular beams of methane ${ }^{1,32}$. The center of mass velocity $v$ of the molecule in the molecular beam is given by the flux weighted probability distribution ${ }^{33,34}$

$$
\begin{equation*}
f\left(v ; T_{\mathrm{n}}\right) \mathrm{d} v=A v^{3} e^{-\left(v-v_{0}\right)^{2} / \alpha^{2}} \mathrm{~d} v \tag{S4}
\end{equation*}
$$

where $T_{\mathrm{n}}$ is the nozzle temperature, $A$ is a normalization constant, $v_{0}$ is the stream velocity, and $\alpha$ is the width of the distribution. The parameters for $\mathrm{CH}_{4}{ }^{26}$ and $\mathrm{CHD}_{3}{ }^{1}$ are provided in Tables S 3 and S 4 , where for $\mathrm{CH}_{4}$ Eq. S 4 is fit to $E_{\mathrm{i}}$ and the FWHM to obtain $v_{0}$ and $\alpha$. Finally, the reaction outcome is determined by computing positions and bond lengths of the centroid.
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Figure S1: Distribution of the absolute energy errors of the HDNNP compared to the DFT total energy. The data is taken from the training and test data sets. The dashed line indicates chemical accuracy, i.e., $4.2 \mathrm{~kJ} / \mathrm{mol}$.


Figure S2: Elbow plot of the transition state of methane on $\mathrm{Pt}(111)$ as a function of $Z_{\mathrm{C}}$ and $r$, while keeping all other DOFs fixed at their minimum TS values. Contour lines are drawn at an interval of $10 \mathrm{~kJ} / \mathrm{mol}$ between 60 and $100 \mathrm{~kJ} / \mathrm{mol}$, where red and blue indicate data obtained with the HDNNP and DFT, respectively. The dashed lines indicate the MEP in the shown reduced dimensionality and the black square indicates the highest point along the MEP.


Figure S3: Van der Waals well of methane on $\mathrm{Pt}(111)$ with 1 (blue), 2 (orange), or 3 (grey) H atoms pointing towards the surface as a function of the distance $Z_{\mathrm{C}}$ between the carbon atom and the surface, while keeping methane fixed to its ideal gas phase geometry. The solid and dashed lines indicate results from the HDNNP and DFT, respectively. The gas phase is taken as the reference energy.


Figure S4: Sticking probability of $\mathrm{CHD}_{3}$ on $\mathrm{Pt}(111)$ as a function of incidence energy. Blue and orange circles indicate QCT results from DFT ${ }^{1}$ and the HDNNP, respectively, and the grey diamonds indicate experimental results. The error bars represent confidence intervals of $68 \%$.


Figure S5: Sticking probability of $\mathrm{CH}_{4}$ on $\mathrm{Pt}(111)$ as a function of incidence energy. Open blue and closed orange circles indicate RPMD results employing an effective temperature of 500 K and 1000 K , respectively, in the ring Hamiltonian. The closed grey diamonds indicate experimental results. The error bars represent confidence intervals of $68 \%$.

Table S1: Parameters used for the radial symmetry functions (see Eq. S2) describing the interaction of the reference atom (Ref.) with its neighbouring atoms (Neighb.) within the cut-off radius.

| Ref. | Neighb. | $\eta$ | Ref. | Neighb. | $\eta$ | Ref. | Neighb. | $\eta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | C | 0.000 | Pt | C | 0.000 | C | H | 0.000 |
| H | C | 0.007 | Pt | C | 0.005 | C | H | 0.007 |
| H | C | 0.018 | Pt | C | 0.011 | C | H | 0.018 |
| H | C | 0.036 | Pt | C | 0.021 | C | H | 0.036 |
| H | C | 0.068 | Pt | C | 0.034 | C | H | 0.068 |
| H | C | 0.130 | Pt | C | 0.055 | C | H | 0.130 |
| H | C | 0.270 | Pt | C | 0.088 | C | H | 0.270 |
| H | C | 0.700 | Pt | C | 0.145 | C | H | 0.700 |
|  |  |  | Pt | C | 0.260 |  |  |  |
|  |  |  | Pt | C | 0.500 |  |  |  |
| H | H | 0.000 | Pt | H | 0.000 | C | Pt | 0.000 |
| H | H | 0.007 | Pt | H | 0.005 | C | Pt | 0.005 |
| H | H | 0.018 | Pt | H | 0.012 | C | Pt | 0.011 |
| H | H | 0.035 | Pt | H | 0.022 | C | Pt | 0.021 |
| H | H | 0.065 | Pt | H | 0.037 | C | Pt | 0.034 |
| H | H | 0.120 | Pt | H | 0.060 | C | Pt | 0.055 |
| H | H | 0.240 | Pt | H | 0.098 | C | Pt | 0.088 |
| H | H | 0.550 | Pt | H | 0.165 | C | Pt | 0.145 |
|  |  |  | Pt | H | 0.290 | C | Pt | 0.260 |
|  |  |  | Pt | H | 0.600 | C | Pt | 0.500 |
| H | Pt | 0.000 | Pt | Pt | 0.000 |  |  |  |
| H | Pt | 0.005 | Pt | Pt | 0.005 |  |  |  |
| H | Pt | 0.012 | Pt | Pt | 0.012 |  |  |  |
| H | Pt | 0.022 | Pt | Pt | 0.022 |  |  |  |
| H | Pt | 0.037 | Pt | Pt | 0.037 |  |  |  |
| H | Pt | 0.060 | Pt | Pt | 0.060 |  |  |  |
| H | Pt | 0.098 | Pt | Pt | 0.098 |  |  |  |
| H | Pt | 0.165 | Pt | Pt | 0.165 |  |  |  |

Table S2: Parameters used for the angular symmetry functions (see Eq. S3) describing the interaction of the reference atom (Ref.) with its neighbouring atoms (Neighb. 1 and 2) within the cut-off radius.

| Ref. | Neighb. 1 | Neighb. 2 | $\lambda$ | $\zeta$ | \|| Ref. | Neighb. 1 | Neighb. 2 | $\lambda$ | $\zeta$ | \| Ref. | Neighb. 1 | Neighb. 2 | $\lambda$ | $\zeta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | H | H | 1 | 5.00 | Pt | H | H | 1 | 1.05 | C | H | H | 1 | 1.20 |
| H | H | H | 1 | 7.50 | Pt | H | H | 1 | 1.70 | C | H | H | 1 | 1.80 |
| H | H | H | 1 | 12.00 | Pt | H | H | 1 | 3.00 | C | H | H | 1 | 3.00 |
| H | H | H | 1 | 20.00 | Pt | H | H | 1 | 6.00 | C | H | H | 1 | 5.30 |
| H | H | H | 1 | 40.00 | Pt | H | H | 1 | 15.00 | C | H | H | 1 | 10.00 |
|  |  |  |  |  | Pt | H | H | 1 | 68.00 |  |  |  |  |  |
| H | H | H | -1 | 1.30 | Pt | H | H | -1 | 1.00 | C | H | H | -1 | 5.00 |
| H | H | H | -1 | 1.90 | Pt | H | H | -1 | 1.27 | C | H | H | -1 | 8.00 |
| H | H | H | -1 | 2.80 | Pt | H | H | -1 | 1.65 | C | H | H | -1 | 13.00 |
| H | H | H | -1 | 4.30 | Pt | H | H | -1 | 2.15 | C | H | H | -1 | 23.00 |
| H | H | H | -1 | 7.00 | Pt | H | H | -1 | 2.90 | C | H | H | -1 | 50.00 |
|  |  |  |  |  | Pt | H | H | -1 | 4.00 |  |  |  |  |  |
| H | C | H | 1 | 9.00 | Pt | H | C | 1 | 1.05 | C | H | Pt | 1 | 1.05 |
| H | C | H | 1 | 13.00 | Pt | H | C | 1 | 1.70 | C | H | Pt | 1 | 1.70 |
| H | C | H | 1 | 21.00 | Pt | H | C | 1 | 3.00 | C | H | Pt | 1 | 3.00 |
| H | C | H | 1 | 38.00 | Pt | H | C | 1 | 6.00 | C | H | Pt | 1 | 6.00 |
| H | C | H | 1 | 80.00 | Pt | H | C | 1 | 15.00 | C | H | Pt | 1 | 15.00 |
|  |  |  |  |  | Pt | H | C | 1 | 68.00 | C | H | Pt | 1 | 68.00 |
| H | C | H | -1 | 1.00 | Pt | H | C | -1 | 1.00 | C | H | Pt | -1 | 1.00 |
| H | C | H | -1 | 1.30 | Pt | H | C | -1 | 1.27 | C | H | Pt | -1 | 1.27 |
| H | C | H | -1 | 1.80 | Pt | H | C | -1 | 1.65 | C | H | Pt | -1 | 1.65 |
| H | C | H | -1 | 2.50 | Pt | H | C | -1 | 2.15 | C | H | Pt | -1 | 2.15 |
| H | C | H | -1 | 3.50 | Pt | H | C | -1 | 2.90 | C | H | Pt | -1 | 2.90 |
|  |  |  |  |  | Pt | H | C | -1 | 4.00 | C | H | Pt | -1 | 4.00 |
| H | Pt | H | 1 | 1.05 | Pt | Pt | H | 1 | 1.05 | C | Pt | Pt | 1 | 1.05 |
| H | Pt | H | 1 | 1.70 | Pt | Pt | H | 1 | 1.70 | C | Pt | Pt | 1 | 1.70 |
| H | Pt | H | 1 | 3.00 | Pt | Pt | H | 1 | 3.00 | C | Pt | Pt | 1 | 3.00 |
| H | Pt | H | 1 | 6.00 | Pt | Pt | H | 1 | 6.00 | C | Pt | Pt | 1 | 6.00 |
| H | Pt | H | 1 | 15.00 | Pt | Pt | H | 1 | 15.00 | C | Pt | Pt | 1 | 15.00 |
| H | Pt | H | 1 | 68.00 | Pt | Pt | H | 1 | 68.00 | C | Pt | Pt | 1 | 68.00 |
| H | Pt | H | -1 | 1.05 | Pt | Pt | H | -1 | 1.05 | C | Pt | Pt | -1 | 1.00 |
| H | Pt | H | -1 | 1.70 | Pt | Pt | H | -1 | 1.70 | C | Pt | Pt | -1 | 1.27 |
| H | Pt | H | -1 | 3.00 | Pt | Pt | H | -1 | 3.00 | C | Pt | Pt | -1 | 1.65 |
| H | Pt | H | -1 | 6.00 | Pt | Pt | H | -1 | 6.00 | C | Pt | Pt | -1 | 2.15 |
| H | Pt | H | -1 | 15.00 | Pt | Pt | H | -1 | 15.00 | C | Pt | Pt | -1 | 2.90 |
| H | Pt | H | -1 | 68.00 | Pt | Pt | H | -1 | 68.00 | C | Pt | Pt | -1 | 4.00 |
| H | Pt | C | 1 | 1.05 | Pt | Pt | C | 1 | 1.05 |  |  |  |  |  |
| H | Pt | C | 1 | 1.70 | Pt | Pt | C | 1 | 1.70 |  |  |  |  |  |
| H | Pt | C | 1 | 3.00 | Pt | Pt | C | 1 | 3.00 |  |  |  |  |  |
| H | Pt | C | 1 | 6.00 | Pt | Pt | C | 1 | 6.00 |  |  |  |  |  |
| H | Pt | C | 1 | 15.00 | Pt | Pt | C | 1 | 15.00 |  |  |  |  |  |
| H | Pt | C | 1 | 68.00 | Pt | Pt | C | 1 | 68.00 |  |  |  |  |  |
| H | Pt | C | -1 | 1.00 | Pt | Pt | C | -1 | 1.05 |  |  |  |  |  |
| H | Pt | C | -1 | 1.27 | Pt | Pt | C | -1 | 1.70 |  |  |  |  |  |
| H | Pt | C | -1 | 1.65 | Pt | Pt | C | -1 | 3.00 |  |  |  |  |  |
| H | Pt | C | -1 | 2.15 | Pt | Pt | C |  | 6.00 |  |  |  |  |  |
| H | Pt | C | -1 | 2.90 | Pt | Pt | C | -1 | 15.00 |  |  |  |  |  |
| H | Pt | C | -1 | 4.00 |  |  |  |  |  |  |  |  |  |  |
| H | Pt | Pt | 1 | 1.05 | Pt | Pt | Pt | 1 | 1.05 |  |  |  |  |  |
| H | Pt | Pt | 1 | 1.70 | Pt | Pt | Pt | 1 | 1.70 |  |  |  |  |  |
| H | Pt | Pt | 1 | 3.00 | Pt | Pt | Pt | 1 | 3.00 |  |  |  |  |  |
| H | Pt | Pt | 1 | 6.00 | Pt | Pt | Pt | 1 | 6.00 |  |  |  |  |  |
| H | Pt | Pt | 1 | 15.00 | Pt | Pt | Pt |  | 15.00 |  |  |  |  |  |
| H | Pt | Pt | 1 | 68.00 | Pt | Pt | Pt |  | 68.00 |  |  |  |  |  |
| H | Pt | Pt | -1 | 1.00 | Pt | Pt | Pt | -1 | 1.05 |  |  |  |  |  |
| H | Pt | Pt | -1 | 1.27 | Pt | Pt | Pt | -1 | 1.70 |  |  |  |  |  |
| H | Pt | Pt | -1 | 1.65 | Pt | Pt | Pt |  | 3.00 |  |  |  |  |  |
| H | Pt | Pt | -1 | 2.15 | Pt | Pt | Pt |  | 6.00 |  |  |  |  |  |
| H | Pt | Pt | -1 | 2.90 | Pt | Pt | Pt | -1 | 15.00 |  |  |  |  |  |
| H | Pt | Pt | -1 | 4.00 |  |  |  |  |  |  |  |  |  |  |

Table S3: Molecular beam parameters from Ref. ${ }^{26}$ (obtained via private communication) that describe the simulated $\mathrm{CH}_{4}$ velocity distributions. The incidence energy $E_{\mathrm{i}}$ and the FWHM parameter were determined through time-of-flight measurements, whereas the stream velocity $v_{0}$ and width parameter $\alpha$ were determined through a fit to the aforementioned parameters using Eq. S4.

| $T_{\mathrm{n}}(\mathrm{K})$ | $\left\langle E_{\mathrm{i}}\right\rangle(\mathrm{kJ} / \mathrm{mol})$ | FWHM $(\mathrm{kJ} / \mathrm{mol})$ | $v_{0}(\mathrm{~m} / \mathrm{s})$ | $\alpha(\mathrm{m} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| 323 | 9.7 | 2.1 | 1093 | 72 |
| 323 | 22.0 | 3.0 | 1652 | 68 |
| 323 | 32.5 | 3.2 | 2011 | 60 |
| 323 | 44.5 | 5.0 | 2352 | 80 |
| 323 | 53.2 | 6.2 | 2571 | 90 |
| 373 | 63.4 | 8.4 | 2806 | 112 |

Table S4: Molecular beam parameters from Ref. ${ }^{1}$ that describe the simulated CHD $_{3}$ velocity distributions. The stream velocity $v_{0}$ and width parameter $\alpha$ were determined through time-of-flight measurements

| $T_{\mathrm{n}}(\mathrm{K})$ | $\left\langle E_{\mathrm{i}}\right\rangle(\mathrm{kJ} / \mathrm{mol})$ | $v_{0}(\mathrm{~m} / \mathrm{s})$ | $\alpha(\mathrm{m} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| 400 | 81.7 | 2899 | 216 |
| 450 | 89.2 | 3026 | 246 |
| 500 | 97.4 | 3157 | 270 |
| 550 | 102.5 | 3231 | 299 |
| 600 | 111.9 | 3369 | 333 |
| 650 | 120.0 | 3483 | 367 |

