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Summary 

Plasma-based CO2 conversion is worldwide gaining increasing interest. The aim of this work 

is to find potential pathways to improve the energy efficiency of plasma-based CO2 

conversion beyond what is feasible in thermodynamic equilibrium. To do so, we use a 

combination of modeling and experiments to better understand the underlying 

mechanisms of CO2 conversion, ranging from non-thermal to thermal equilibrium 

conditions.  

The status of development of plasma-based CO2 splitting and its combination with other 

reactions is introduced in Chapter 1. Zero-dimensional (0D) chemical kinetics modelling, 

describing the detailed plasma chemistry, is developed to explore the vibrational kinetics 

of CO2, as the latter is known to play a crucial role in the energy-efficient CO2 conversion. 

The 0D model is explained in detail in Chapter 2 and applied in Chapter 4, where it is 

successfully validated against pulsed CO2 glow discharge experiments, enabling the 

reconstruction of the complex dynamics underlying gas heating in a pure CO2 discharge. 

This paves the way towards the study of gas heating in more complex gas mixtures, such as 

CO2 plasmas with high dissociation degrees. Since gas heating has a strong effect on 

vibrational excitation, Chapter 4 represents a substantial step forward in the definition of 

the experimental conditions suitable for vibrationally-enhanced CO2 splitting in a plasma. 

Energy-efficient, plasma-based CO2 conversion can also be obtained upon the addition of 

a reactive carbon bed in the post-discharge region. The reaction between solid carbon and 

O2 to form CO allows to both reduce the separation costs and increase the selectivity 

towards CO, thus, increasing the energy efficiency of the overall conversion process. In this 

regard, a novel 0D model to infer the mechanism underlying the performance of the carbon 

bed over time is developed within this thesis. The model is explained in Chapter 2, while 

the experimental setup is described in Chapter 3, and the results are presented in Chapter 

5. The model outcome indicates that gas temperature and oxygen complexes formed at 

the surface of solid carbon play a fundamental and interdependent role. These findings 

open the way towards further optimization of the coupling between plasma and carbon 

bed. 

Experimentally, it has been demonstrated that warm plasmas (e.g. microwave or gliding 

arc plasmas) can yield very high energy efficiency for CO2 conversion, but typically only at 

reduced pressure. For industrial application, it will be important to realize such good energy 
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efficiency at atmospheric pressure as well. However, recent experiments illustrate that 

microwave plasmas at atmospheric pressure are too close to thermal conditions to achieve 

a high energy efficiency. 

Hence, a comprehensive set of advanced diagnostics is used in this thesis to characterize 

the plasma and the reactor performance, focusing on CO2 and CO2/CH4 microwave 

discharges, as described in Chapter 3. In particular, laser scattering is coupled with optical 

emission imaging to reconstruct the shape of the plasma and link it with the evolution of 

electron density and temperature, and gas temperature. The results lead to a deeper 

understanding of the mechanism of power concentration with increasing pressure, typical 

of plasmas in most gases, as presented in Chapter 6, which is of great importance for model 

validation and understanding of reactor performance. 

In a complex chemistry such as dry reforming of methane (CO2/CH4), transport of reactive 

species is essential to define the performance of the reactor and achieve the desired 

outputs. On this matter, the electron and heavy-particle properties of the CO2 and CO2/CH4 

microwave discharge are characterized for two different flow configurations, i.e. forward 

vortex (FV) and reverse vortex (RV), which exhibit different core transport mechanisms, i.e. 

flow-independent diffusion and flow-dependent convection, respectively. In addition, the 

effect of the gas flow dynamics on the reactor performance is determined by gas 

chromatography. The results, presented in Chapter 7, show that the RV flow configuration 

enables control of the process selectivity towards gaseous or solid products, e.g. by 

inhibiting the deposition of solid carbon inside the reactor, even in pure CH4 experiments.  

This thesis adds to the state-of-the-art by providing a deeper insight in the underlying 

mechanisms governing plasma-based CO2 conversion, under a wide range of experimental 

conditions and in combination with other thermodynamically challenging reactions. 

Chapter 8 details how the results of this thesis can be used to direct future research efforts 

to improve both conversion and energy efficiency. 
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Samenvatting (Dutch Summary) 

Plasma-gebaseerde CO2 conversie krijgt wereldwijd steeds meer belangstelling.  Het doel 

van dit werk is de mogelijkheden te onderzoeken om de energie-efficiëntie van plasma-

gebaseerde CO2 conversie verder te verbeteren dan mogelijk is bij thermodynamisch 

evenwicht. In deze thesis gebruiken wij een combinatie van computationele modellering 

en experimenten om de onderliggende mechanismen van CO2 conversie beter te begrijpen, 

variërend van niet-thermische tot thermische evenwichtsvoorwaarden. 

De stand van de ontwikkeling van plasma-gebaseerde CO2 conversie en zijn combinatie met 

andere reacties wordt geïntroduceerd in Hoofdstuk 1. Nul-dimensionale (0D) chemische 

kinetische modellering, met een beschrijving van de gedetailleerde plasmachemie, is 

ontwikkeld om de vibrationele kinetiek van CO2 te bekijken, aangezien deze laatste een 

cruciale rol kan spelen in de energie-efficiëntie van CO2 conversie. Het 0D model wordt 

uitgelegd in Hoofdstuk 2, en toegepast in Hoofdstuk 4, waar het met succes gevalideerd 

wordt aan de hand van experimenten met een gepulseerde CO2 glimontladingsplasma. 

Hierdoor wordt het reconstrueren van de complexe dynamiek van gasverwarming in een 

zuiver CO2 plasma mogelijk. Dit zet ook de deur open voor de studie van gasverwarming in 

complexere gasmengsels zoals CO2 plasma met hoge dissociatie-graden. Vermits 

gasverwarming een sterk effect heeft op vibrationele excitatie, betekent Hoofdstuk 4 een 

substantiële stap voorwaarts voor de omschrijving van de experimentele condities geschikt 

voor vibrationeel-geactiveerde CO2 conversie in een plasma. 

Energie-efficiënte, plasma-gebaseerde CO2 conversie kan ook worden verkregen na de 

toevoeging van een reactief koolstofbed na het plasma. De reactie tussen het koolstof en 

O2 om CO te produceren maakt het mogelijk om de scheidingskosten te verminderen en de 

selectiviteit naar CO te doen toenemen. Daarmee is de energie-efficiëntie van de conversie 

verbeterd. In dit verband is een innovatief 0D model binnen deze thesis ontwikkeld om de 

onderliggende mechanismen van de prestaties van het koolstofbed in functie van de tijd af 

te leiden. Het model wordt uitgelegd in Hoofdstuk 2, terwijl de experimentele opstelling 

beschreven wordt in Hoofdstuk 3, en de resultaten gepresenteerd worden in Hoofdstuk 5. 

Het modelresultaat geeft aan dat de gastemperatuur en oppervlakte-zuurstofcomplexen 

aan het koolstofbed een fundamentele en onderling afhankelijke rol spelen. Deze 

bevindingen openen de weg naar verdere optimalisatie van de koppeling tussen het plasma 

en het koolstofbed. 

https://context.reverso.net/translation/dutch-english/steeds+meer+belangstelling
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Experimenteel is aangetoond dat warm plasma (bijv. Microgolf en/of gliding arc plasma) 

zeer hoge energie-efficiëntie kan opleveren voor CO2 conversie, maar meestal alleen bij 

gereduceerde druk. Voor industriële toepassing het is belangrijk om goede energie-

efficiëntie te verkrijgen bij atmosferische druk. Toch illustreren recente experimenten dat 

microgolf plasma bij atmosferische druk te dicht bij thermische omstandigheden is om een 

hoge energie-efficiëntie te bereiken.  

Vandaar dat een uitgebreide reeks geavanceerde diagnostiek in deze thesis wordt gebruikt 

voor het karakteriseren van het plasma en de prestaties van de reactor, met een focus op 

CO2 and CO2/CH4 microgolf plasma, zoals beschreven in Hoofdstuk 3. Laserlichtverstrooiing 

en optische emissie beeldvorming zijn gekoppeld om het plasma te reconstrueren en de 

vorm te linken met de evolutie van de elektronendichtheid en -temperatuur, en 

gastemperatuur. De uitkomsten leiden tot een dieper begrip van de mechanism van 

vermogensconcentratie met toenemende druk, typisch voor plasma in de meeste gassen, 

zoals beschreven in Hoofdstuk 6, wat van groot belang is voor modelvalidatie en begrip van 

de prestaties van de reactor. 

In een complexe chemie als “dry reforming” van methaan (CO2/CH4) is transport van 

reactieve stoffen essentieel om de prestaties van de reactor te definiëren en de gewenste 

output te bereiken. In dat verband zijn de eigenschappen van de elektronen en neutrale 

deeltjesbundel gekarakteriseerd voor twee verschillende gasstromingsconfiguraties, d.w.z. 

forward vortex (FV) and reverse vortex (FV), die verschillende transportmechanismen 

tussen het centrum van het plasma en de periferie vertonen, d.w.z. respectievelijk stroom-

afhankelijke convectie en stroom-onafhankelijke diffusie. Verder wordt het effect van de 

gasstromingsdynamica op de prestatie van de reactor bepaald met behulp van 

gaschromatografie. De resultaten, beschreven in Hoofdstuk 7, laten zien dat de RV 

stromingsconfiguratie controle over de selectiviteit van het process naar gasvormige of 

vaste producten biedt, bijv. door het remmen van de afzetting van vaste koolstof in de 

reactor, zelfs in experimenten met zuivere CH4.  

Deze thesis streeft ernaar om een dieper inzicht te verschaffen in de onderliggende 

mechanismen van plasma-gebaseerde CO2 conversie, t.o.v. wat reeds gekend is, onder een 

brede waaier van experimentele omstandigheden en in combinatie met andere 

thermodynamisch uitdagende reacties. De resultaten van deze thesis kunnen toekomstige 

onderzoeksinspanningen helpen sturen op de sleutelfactoren voor energie-efficiënte 

conversie, zoals beschreven in Hoofdstuk 8. 
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Chapter 1 Introduction  

1.1 CO2 upcycling in response to the climate and energy crisis 

Carbon dioxide emissions are considered the origin of climate change. Therefore, their 

reduction is highly desirable and the society is put under particular pressure to find a 

solution before long. Model simulations suggested that CO2 increase in the atmosphere will 

have a direct impact on Northern Hemisphere summer temperature, heat stress, and 

tropical precipitation extremes1. It has been pointed out that temperature targets alone 

are insufficient to limit the risks associated with anthropogenic emissions2,3. Indeed, the 

existing fossil-fuel energy infrastructure will emit about 658 Gt CO2 by 2050, if operated in 

a business as usual way, which will lead the global temperature increase to exceed the 1.5 

°C target4. Around 54% of these emissions comes from the power sector, which puts more 

pressure on the need of decarbonizing the power production. 

The European Union (EU) is currently facing a complex geopolitical crisis, which is 

threatening the energy transition strategy and its energy security5. High dependence on 

gas imports is one of the EU’s biggest problems. Recent gas shortages have led to higher 

prices, driving up the cost of electricity on the market last fall and winter. The equivalent 

of 25% of current EU gas imports from Russia could be saved by 2030 through the 

renovation and electrification of residential buildings, according to the European Climate 

Foundation6. Under the REPowerEU plan, an additional 35 TWh could be generated 

through renewable energy projects within this year, reducing natural gas use by more than 

6 billion cubic meters7,8. 

Under this pressure, the development of alternatives to the use of fossil carbon has become 

a priority in many countries. Renewable energy is expected to contribute to half of the 

growth in global energy supplies and become the largest source of power by 20409. As a 

drawback, renewable energy sources have intermittent production rates and are 

inherently not well balanced with the fluctuations in the electricity demand, as depicted in 

Figure 1.1.  
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Figure 1.1. Predicted fluctuations in the production of renewable energy (from wind and solar sources) and 

consumption on eleven days in a row for Lower Austria. Digitalized from10. 

More specific, conventional fossil-based sources are still needed to supplement periods of 

shortage (e.g. reduced daylight during winter, absence of wind, drought) in electricity 

demand. On the other hand, when the production exceeds the demand, the generation of 

renewable energy cannot be fully exploited and has to be lowered, causing economical 

losses11. Therefore, the development of technologies able to simultaneously reduce CO2 

emissions and store the excess of renewable energy into chemical bonds of fuels is of vital 

importance. 

Since 2015, with the Paris agreement, there have been multiple efforts towards the 

implementation of low-carbon energy production, in order to pursue the net-zero target, 

in at least 20 countries in the world. A net-zero emissions energy system does not add any 

CO2 to the atmosphere12. There are different ways of approaching the issue of reducing 

CO2 emissions. For instance, H2 has the highest possible energy density and its use features 

CO2-free emissions. However, hydrogen-based energy production is limited by the storage 

capacity of the available facilities, due to the very low volumetric density of H2. Such a 

drawback can be overcome with the development of the offshore geological storage of 

hydrogen in sub-sea reservoirs13. Alternatively, CO2 can be either captured and stored 

(known as CCS) or captured and utilized into valuable chemicals, useful for a wide range of 

industrial applications. This approach, known as CCU - CO2 Capture and Utilization is very 

promising, as CO2 becomes then a renewable resource of energy for various applications. 
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Especially, CO2 utilization as feedstock for fuels represents a major route for 

decarbonisation14.  

Direct CO2 splitting (equation (1.1)) is highly endothermic and requires a lot of energy in 

thermo-catalytic processes, i.e. temperatures of at least 2000 K at atmospheric pressure15: 

CO2 → CO + 1/2 O2, with ΔHR
°  = 283 kJ/mol (or 2.9 eV/molecule).                                                                                                           (1.1) 

The net reaction (1.1) is initiated by breaking the O=CO bond: 

CO2+ M → CO + O + M, with ΔHR
°  = 534 kJ/mol (or 5.5 eV/molecule).                                                                                                           (1.2) 

The CO produced can be used in e.g., the Fischer-Tropsch process to produce liquid 

hydrocarbons or in methanol synthesis16. Upcycling of CO2 into value-added products 

represents a substantially untapped opportunity to tackle environmental issues and point 

towards energy independence of the European economy. 

 

1.2 Plasma-based CO2 conversion 

Amongst all the technologies capable of converting CO2 into CO, plasma technology is 

promising due to (i) its high process versatility, allowing performing different types of 

reactions in combination with CO2 splitting (e.g. dry reforming of methane, CO2 

hydrogenation or CO2 methanation); (ii) the intrinsic low investment and operating costs 

(depending on the type of plasma reactor); (iii) the rare earth metal-free operation; (iv) its 

scalability; and (v) being easily combined with various kinds of renewable energy17. Due to 

its unique and highly-reactive composition (high-energy free electrons, excited 

molecules/atoms, radicals and ions, as well as photons), plasma offers a route to convert 

CO2 with high energy efficiency and operation flexibility, and at mild conditions (ambient 

pressure and temperature), as demonstrated in numerous studies18. For instance, pure CO2 

dissociation was investigated with dielectric barrier discharges (DBDs), which are one of 

most common types of non-thermal plasmas for CO2 conversion15,19,20. Notwithstanding 

this, DBDs provide low energy efficiency (around 10%)15. Under typical conditions for DBDs, 

i.e. reduced electric field of 200 Td (Townsend; 1 Td = 10-21 V m2)15 and electron 

temperature higher than 5 eV21, only ca. 10% of the electron energy is deposited into the 

CO2 vibrational degrees of freedom, which are known to promote dissociation through the 
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most efficient pathway15. Therefore, intensive research has been conducted on the 

applicability of so-called warm plasmas, which are plasmas close to thermal equilibrium, 

but with non-equilibrium electron kinetics. The particular operating conditions of these 

plasmas allow combining advantages of both thermal (high gas temperature) and non-

thermal (vibrational excitation) systems15,22. With this aim, warm plasmas such as 

microwave (MW) plasmas23–25, radio-frequency (RF) plasmas26,27, (2D) gliding arc (GA) 

plasmas28,29 or (3D) GA plasmas at atmospheric pressure30–32, were investigated for more 

efficient CO2 conversion, providing promising results. An overview of the experimental 

results that were reported in literature, up to 2017, for the various plasmas mentioned 

above is shown in Figure 1.2. For more detailed information, we refer to Snoeckx and 

Bogaerts15.  

 

Figure 1.2. Comparison of experimental CO2 conversion and energy efficiency of different plasma reactors, 

reported in literature. The 60% efficiency target is also indicated. Taken from Snoeckx and Bogaerts15. 

Figure 1.2 shows that the highest energy efficiencies were reported for MW plasmas in the 

1980s. These efficiencies reach 80% for subsonic flows, and 90% with a supersonic flow33–

35. However, so far, these reported efficiencies have not been reproduced. More recent 

experiments show maximum energy efficiencies around 50% for MW discharges25,36,37. All 
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experiments that were reporting such high energy efficiencies were performed at reduced 

pressures of 100-600 mbar. These pressures are not optimal for industrial application since 

there would be an additional energy cost to reducing the pressure. For atmospheric 

pressure, Spencer et al.38 obtained maximum energy efficiencies of 20%, and new 

experimental values were reported for MW discharges at atmospheric pressure since 

Figure 1.2 was published. Particularly, energy efficiencies of 28.9% with 11.8% conversion39 

and 50% with 9% conversion40 were achieved without any catalysts. 

Despite the encouraging results, plasma technology for CO2 conversion is still at low 

technological readiness level (TRL 3-4; lab scale), although D-CRBN, a spin-off of the 

University of Antwerp, is currently bringing the technology to TRL 5-6. However, plasma is 

a well-established technology for lighting, surface cleaning, etching, film deposition and 

polymerization at industrial level41,42. Moreover, non-thermal plasma stands out as a 

promising alternative to the widely used oxidation processes for water and flue gas 

treatment43 and can be a suitable tool for nanomaterial processing, analytical chemistry, 

sterilization, disinfection, medicine and food safety44. Given the wide range of applications 

for which the technology is well established, plasma has a great potential to support CCU 

strategies and help overcoming the climate and energy crisis. However, more research is 

needed to further improve the capabilities of plasma-based CO2 conversion in terms of (i) 

energy efficiency, (ii) conversion, and (iii) product selectivity. In this regard, this thesis is 

aimed to take some steps forward in the understanding of the key factors, with a special 

care towards the underlying chemical and physical mechanisms. In the next section, the 

main chemical pathways for CO2 conversion are analyzed with respect to the energy 

efficiency. 
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1.3 Strategies towards energy-efficient CO2 plasma splitting 

Depending on the experimental conditions, different pathways to dissociate CO2 can be 

activated, each characterized by a specific energy threshold for dissociation. Thus, their 

contributions to the dissociation rate will determine the overall energy efficiency of the 

process. The main dissociation pathways are illustrated in Figure 1.3.  

 

Figure 1.3. Potential energy diagram (as a function of one O–CO bond length) that illustrates the molecular 

physics behind three variants of CO2 dissociation, namely the thermal pathway, the stepwise vibrational 

excitation and the electron-impact direct dissociation. The schematic is adapted from17,36. 

The reactions leading to CO2 dissociation by direct electron impact require a high amount 

of energy, typically about 7 eV and 10 eV for the main dissociative channels, and involve a 

significant amount of heat to be released. The theoretical maximum energy efficiency for 



 
— 

25 

this dissociation pathway is ca. 17.5%45. Electron-impact CO2 dissociation is typical for DBD 

and corona discharges, which exhibit energy efficiencies lower than 17.5% (cf. Figure 1.2), 

far below the target of 60%.  However, it is possible to reduce the energy cost for 

dissociation to ca. 5.5 eV, hence improving the overall energy efficiency, by taking 

advantage of non-equilibrium conditions, resulting mainly from collisions of highly 

vibrating molecules previously excited by the electrons from the discharge46. Particularly, 

the stepwise vibrational excitation of the asymmetric stretching mode of CO2 (v3) up to the 

dissociation limit, also called ladder-climbing mechanism, can be the key for a highly 

efficient CO2 conversion into CO46. The negative anharmonicity of v3 (i.e. the level spacing 

decreases for higher levels)47 promotes the overpopulation of the higher levels through 

vibration-vibration (V-V) collisions, eventually leading to splitting of the molecule48,49. If this 

process can be exploited, for instance in MW and GA plasmas at specific conditions (e.g., 

reduced pressure or power pulsing), this can explain the higher energy efficiency in these 

plasma types (cf. Figure 1.2). However, Tg should be maintained low in order to avoid 

vibration-translation (V-T) relaxation and conserve an effective ladder-climbing46. In this 

thesis, a self-consistent kinetic model is developed to infer the gas heating dynamics in pure 

CO2, low-pressure discharges. The model is described in detail in Chapter 2 (Section 2.2) 

and is then validated against experimental work published for a pulsed CO2 glow 

discharge50. Compared to the wide array of CO2 plasma kinetic models reported in the 

literature, the 0D model presented in this study is for the first time validated for both the 

active phase of the discharge and its afterglow. The model outcome and the gained insights 

are reported and discussed in Chapter 4.  

The thermal pathway, represented by equation 1.2 above, shares the same energy 

threshold as the ladder-climbing mechanism. However, the former requires temperatures 

above ca. 3000 K, meaning that a lot of energy has to be spent to heat up the gas first, thus 

increasing the energy cost. Warm plasmas, with Tg = 3000-4000 K (or more in case of 

discharge contraction51), are typically characterized by thermal equilibrium conversion36,52–

55. Under these conditions, high conversion rates and energy efficiencies of up to 80% and 

50% (close to the theoretical efficiency limit ~52%, with no CO losses in back-reactions15), 

respectively, were achieved25,37. Nevertheless, the thermal pathway for CO2 cannot explain 

alone the energy efficiencies higher than 80% reported for the splitting of CO2 in the past33–

35. Recently, van de Steeg et al.56 proposed a redefinition of the thermal limit to 70% for 

the energy efficiency, proving that the combination of fast transport and high energy 

deposition in the plasma core can result in a local chemical non-equilibrium, where 

additional CO2 dissociation through the O-CO2 association might occur. However, a 70% 

energy efficiency is still lower than the previous experimental observations33–35. Motivated 

by these observations, this thesis focuses on the application of warm plasmas, with a 
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special attention to the fundamentals underlying the reactor performance. Moreover, the 

thesis goes beyond the study of pure CO2 splitting, as explained in the next sections. 

 

1.4 Alternative routes 

A limitation for energy-efficient CO2 conversion in warm plasmas is the backward 

(recombination) reaction of CO with O atoms or O2 molecules, forming CO2 again. Thus, 

fast removal of the O atoms from the mixture is crucial to maximize the conversion and 

energy efficiency. This was demonstrated by modeling in a classical GA plasma57 and by a 

combination of modeling and experiments in a MW discharge56. Experimentally, the 

removal of oxygen can be achieved by combining CO2 splitting with a (gas or solid) co-

reactant, which converts it into value-added compounds, quenching the back-reactions. 

With the aim of gathering more insights, this thesis focuses on a fundamental investigation 

of the combination of CO2 warm plasmas with solid carbon (section 1.4.1) and CH4 (section 

1.4.2).  

 

1.4.1 Solid carbon as co-reactant 

CO2 conversion using solid carbon (biochar) as a solid reactant, also known as CO2 

gasification of biochar, is a widely investigated process that combines CO2 utilization and 

solid waste valorisation, thus expanding the horizon of CCU technologies58,59.  In effect, this 

process represents a model for the study of the gasification of more complex and 

heterogeneous solid wastes, which requires the development of time-consuming models 

or machine learning methods60. The reaction of CO2 with carbon is known as the reverse 

Boudouard reaction (RBR) (equation (1.3))59: 

CO2(g) + C(s) ↔ 2CO(g), with ΔHR
° = 172 kJ/mol.                                                                                                              (1.3) 

The stoichiometry and reversibility of this reaction was first identified by Boudouard in 

189961. As indicated by the large positive enthalpy, the RBR is highly endothermic and the 

equilibrium lies far to the left to produce CO2 as the dominant product62. However, at high 

temperatures (typically > 1000 K), the reaction proceeds spontaneously to produce CO58. 

Several gasification heat sources to favour the RBR rate have been studied, e.g. 

conventional convective heating59, solar-driven gasification63,64 and microwave-driven CO2 
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gasification62,65,66. Especially MW heating62,65,66 allowed to decrease the activation energy 

for CO2 gasification by 60-70% and to reach energy efficiencies of 45% at laboratory scale67. 

Recently, a few groups investigated the RBR with solid carbon driven by different kinds of 

plasmas and showed very interesting results68–72, summarized in Table 1.1. 

Table 1.1. List of experimental studies on the plasma-based CO2 gasification of chars, including the gasified 

char type, the plasma source, the maximum conversion (Χ) and the applied power. 

Gasified char Plasma source Max. Χ 

(%) 

Gasification 

time (s) 

Power 

(kW) 

Reference 

Coke Thermal arc 94.2a - 14 Liu et al.68 

Coke Thermal arc 95a - 14 Li et al.69 

Coconut shell  GA 

Plasmatron 

21.3 ca. 30 - Huang et 

al.70 

Carbonized 

biomass 

GA 

Plasmatron 

27.1 ca. 30 -  Zhang et 

al.71 

Coconut shell MW plasma 

torch 

75a - 1.8 Wu et al.72 

afor CO2/Argon mixtures. 

Thermal plasmas, in combination with char gasification, stand out for the very high 

conversion rates, along with energy efficiencies surpassing the efficiency target of 60%68,69. 

However, as a drawback, argon had to be added to CO2 in the feed mixture, in order to 

sustain the discharge and protect the cathode from carbon contamination73. The additional 

separation (for the products) and recovery (for argon) steps will need to be included, which 

will also increase the cost, thereby reducing the energy efficiency74. Considering that the 

fraction of argon is larger than 50% in the experiments with the highest CO2 

conversion68,69,72, the reduction in energy efficiency can be substantial. Alternatively, warm 

plasmas such as GA Plasmatron (GAP) provide good conversion and energy efficiencies (up 

to 35%), without argon addition, although only for a very short time70,71. The mechanism 

underlying the transient effect of the carbon bed is not yet addressed in the literature. 

Therefore, a novel kinetic model for CO2 gasification of carbon is developed within this 

thesis and described in Chapter 2 (Section 2.3). The kinetic model, combined with 

experiments, is then used in Chapter 5 to analyse the contribution of the RBR and the 

mechanisms underlying the deactivation of the carbon bed over time. 

As mentioned earlier, O/O2 removal from the gas mixture is essential to prevent 

recombination reactions, reforming CO2. Only a few methods are described in literature, 

such as the use of hollow fiber membranes permeable to O/O2, which is then removed 
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using a sweep gas75, the use of zeolites76,77 and electrochemical oxygen separation78. A 

promising route, also mentioned above, is to use solid carbon after the plasma reactor, 

which can be oxidized by O and/or O2 to produce CO, allowing (i) to consume the 

undesirable O/O2 and (ii) to enrich the exhaust in CO, beneficial for the applications. This 

process is also known as O/O2 gasification of carbon and has been investigated for decades, 

both experimentally and computationally79–82. Oxygen scavenging not only increases CO2 

conversion and energy efficiency by quenching recombination, but also reduces the energy 

cost that would be needed for the separation of O2 from CO.  O2-free CO is highly desirable 

to be directly used in industrial applications, like the Fischer-Tropsch process as mentioned 

above. The effectiveness of this process in the post-discharge region of a warm plasma is 

evaluated in Chapter 5. Thus far, research focused on high-purity, carbon materials. 

However, the final goal is the combination of CO2 and solid waste upcycling, with lower C 

content, which might lead to the formation of other undesired gaseous by-products other 

than O2, limiting the purity of the output CO stream. While the investigation of the effect 

of low-purity, carbon materials on the product composition goes beyond the purpose of 

this thesis, more experimental and computational efforts will be required before the 

process can be proposed for industrialization.    

 

1.4.2 Dry reforming of methane 

CO2 and CH4 are by far the most important greenhouse gases (GHGs) and are currently 

responsible for ca. 82% of the radiative forcing83. In the context of reducing GHG emissions, 

plasma can be used to produce syngas (H2 and CO) by upcycling CO2 and CH4 through the 

so-called plasma-assisted dry reforming of methane (DRM)15,84–86: 

CO2 + CH4→ 2CO + 2H2, with ΔHR
°  = 247.3 kJ/mol (1.4) 

This process is highly energy consuming because CO2 is a highly oxidized, 

thermodynamically stable molecule, and its reaction partner, CH4, also requires high 

temperatures to activate its strong chemical bonds. Hence, the process needs to be carried 

out at high temperatures (900-1200 K) in the presence of a catalyst, typically containing Ni, 

Co, precious metals or Mo2C as the active phase87,88. To date, a true amalgam of 

environmental and economical motivations exist, such as the conversion of the greenhouse 

gas CO2, the capability of using biogas as a feedstock, the search for a convenient way to 

liquefy CH4 for easier transport, and the availability of cheap CH4 through shale gas15. At 

the current status of development, plasma-based DRM has been so far only validated in lab 
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tests and there is much work ahead to bring it up to a higher maturity level (technology 

readiness level, TRL = 1-4)89. An overview of the experimental results reported in the 

literature is given in Figure 1.4. 

 

Figure 1.4. Overview of energy cost vs total conversion (i.e. the weighted average of CO2 and CH4 conversions), 

for a large number of different plasma reactors, collected from literature by Snoeckx and Bogaerts15 and 

updated by Wanten et al.86 The efficiency target is defined as the energy cost that should be reached in order 

to be competitive with classical DRM and other emerging technologies for producing syngas. 

Figure 1.4 shows that warm plasmas can provide both low energy cost and high conversion 

rates, although little research has been thus far conducted compared to the widely studied 

DBDs. Amongst the warm plasmas that were investigated, atmospheric pressure glow 

discharges (APGDs)86,90 and MW plasma torches91,92 stand out for the most promising 

results, attributed to the reactor design and/or plasma characteristics86. Particularly, 

reactor design has been poorly studied in the context of plasma-based DRM, especially for 

warm plasmas. However, its essential role in determining the reactor performance was 

demonstrated  by a combination of experiments and modeling in DBD reactors93–95 and an 

arc plasma96. In MW discharges, the effect of the reactor design in DRM was not yet 

established, and the modeling of these plasmas is particularly challenging due to their high 



 
— 

30 

inhomogeneity. Nevertheless, a few self-consistent models were developed to study the 

plasma behavior in similar gas mixtures such as H2/CH4 MW discharges for chemical vapor 

deposition97–99. The origin of such inhomogeneity is investigated with a combination of 

advanced diagnostics within the framework of this thesis, and the main results are reported 

in Chapter 6. In particular, the outcome of this investigation will be of great help in future 

modeling efforts dealing with complex chemistry environments such as DRM. 

Syngas production from DRM is typically accompanied by the formation of H2O, small 

hydrocarbons and solid carbon, depending on the CO2/CH4 ratio15,86. Their presence can be 

explained by the occurrence of side reactions, which further complicate the overall picture. 

Particularly, in the next sections, we focus our attention on non-oxidative coupling of CH4 

to C2 hydrocarbons and on CH4 pyrolysis to H2 and solid carbon, whose contribution is 

essential to explain the experimental results of Chapter 7. 

 

1.4.2 (a) Non-oxidative coupling to C2 hydrocarbons1 

CO2 is often investigated as an oxidant softer than O2 for light alkane partial oxidation 

reactions100,101. Its use as an oxygen source for light alkane activation is attractive due to 

the high content of CO2 in biogas102 and due to the rise of vast new shale gas resources103. 

Non-oxidative coupling to C2 hydrocarbons is a side reaction of DRM, in which C2H6 and 

C2H4 can be produced according to Equations 1.5 and 1.6: 

2CH4 + CO
2
 → C2H6 + H2O + CO, with ΔHR

°  =  111.9 kJ/mol                                                                                                    (1.5) 

2CH4 + 2CO
2
 → C2H4 + 2H2O + 2CO, with ΔHR

°  = 287 kJ/mol. (1.6) 

                                                                 

 

1This paragraph is included in: 
Meta-analysis of CO2 conversion, energy efficiency and other performance data of plasma-catalysis reactors 

with the open access PIONEER database  
A. Salden, M. Budde, C. A. Garcia-Soto, O. Biondo, J. Barauna, M. Faedda, B. Musig, C. Fromentin, M. 

Nguyen-Quang, H. Philpott, G. Hasrack, D. Aceto, Y. Cai, F. Azzolina Jury, A. Bogaerts, P. Da Costa, R. 
Engeln, M. E. Gálvez, T. Gans, T. Garcia, V. Guerra, C. Henriques, M. Motak, M. V. Navarro, V. I. 
Parvulescu, G. van Rooij, B. Samojeden, A. Sobota, P. Tosi, X. Tu, and O. Guaitella  

Submitted to Journal of Energy Chemistry on May 22, 2023 
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The endothermicity of these reactions implies that the use of CO2 as an oxidant requires 

more energy than the non-oxidative coupling driven by O2, which is exothermic, with 

reaction enthalpy of -221 kJ/mol to produce C2H6 and -370.5 kJ/mol to produce C2H4
101. To 

increase conversion and decrease reaction temperature, plasma technology has been 

proposed for CO2/CH4 activation. However, the main product of CO2/CH4 discharges is 

typically syngas, as in Equation 1.4 above, which can be converted to C2 hydrocarbons via 

the Fischer-Tropsch synthesis104.  

 

Figure 1.5. Selectivity to the main C2 hydrocarbons as a function of the SEI for different plasma types (i.e. 

dielectric barrier discharges (DBD), corona, gliding arc (GA), atmospheric pressure glow discharge (APGD), 

nanosecond repetitively pulsed (NRP) and spark discharges), taken from the PIONEER database for CO2/CH4 

discharges. 
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In this regard, the direct non-oxidative pathway tries to eliminate the second step by 

converting the reactants immediately into hydrocarbons15. The specific energy input (SEI = 

input power/feed flow rate) is the major determining factor for the conversion and energy 

cost, as well as for the selectivity towards desired products, as it combines the effects of 

power and residence time15. Moreover, the SEI is easier to calculate than the energy 

efficiency for DRM, as the latter requires that all the reaction products are known and that 

an overall stoichiometric equation for the process is written15,105. Therefore, we plot the 

selectivity towards the main C2 hydrocarbons, for different types of plasmas collected from 

the literature, as a function of the SEI in Figure 1.5. In alternative, a traditional conversion 

vs selectivity plot might be more informative of the reactor performance for the production 

of light hydrocarbons. However, one must plot the selectivity as a function of either the 

conversion of one of the two reactants or the total conversion (see Figure 1.4 above), which 

has been recently accepted as a performance indicator within the plasma community and 

is therefore not yet widely reported in the DRM literature.  

Figure 1.5 shows that for all C2 hydrocarbons the maximum selectivity is reached at low SEI 

values and, beyond that, the selectivity tends to 0%. In effect, Snoeckx and Bogaerts15 

reviewed the literature available up to 2017 and found that the selectivity to C2 

hydrocarbons tends to increase with the feed flow rate and, thus, with decreasing SEI, in 

line with Figure 1.5. Moreover, maximum selectivities to C2H2 and C2H4 are typically 

achieved by warm discharges (i.e. GA and spark discharges in Figure 1.5), whereas C2H6 is 

significantly produced only by non-thermal discharges (i.e. DBD and corona discharge in 

Figure 1.5). The SEI is generally much larger in DBD than in warm plasmas; therefore, the 

inclination of the former towards higher C2H6 selectivity seems counterintuitive. In warm 

plasmas, higher SEI generally promotes the pyrolysis to solid carbon and H2 (Eq. 1.7 below) 

due to higher gas temperature and/or residence time55,106. However, DBDs typically feature 

a filamentary behavior, meaning that the actual gas residence time in the microdischarges 

is much lower than the overall gas residence time in the DBD reactor, and that only a 

fraction of the gas flow actually gets in contact with the discharge. Hence, the filamentary 

regime enables both low gas temperature and high SEI, resulting in more electron impact 

dissociation and three-body recombination processes, thus driving the selectivity towards 

C2H6 and higher hydrocarbons107. However, C2H4 is more valuable than C2H6 for the 

chemical industry, and Figure 1.5 shows that warm plasmas may provide good selectivity 

at low SEI (and thus low energy cost), although little research has been carried out so far. 

With the aim to further corroborate the suitability of warm discharges for CH4 coupling to 

C2 hydrocarbons (especially C2H4), we test the MW reactor available at DIFFER and report 

the results, compared against the literature, in Chapter 7. 
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1.4.2 (b) Solid carbon deposition 

Operations in CO2/CH4 activated mixtures are susceptible to solid carbon deposition and its 

detrimental effect on the discharge and catalyst stability. A lot of research is still ongoing 

towards modified catalysts to circumvent deactivation due to solid carbon deposition, 

which was originally also a big problem for the currently widely adopted steam reforming 

of methane15. Solid carbon can of course be formed by a variety of reactions. Apart from 

the forward Boudouard reaction (CO disproportionation; see equation 1.3 above), another 

thermodynamically favored reaction that results in solid carbon buildup is CH4 

pyrolysis108,109: 

CH4(g) → C(s) + 2H2(g), with ΔHR
°  = 74.9 kJ/mol. (1.7) 

At high temperatures and elevated pressure, non-catalytic reactions in the gas phase play 

an essential role in the formation of higher hydrocarbons. CH4 can be converted directly to 

hydrocarbons by thermally induced coupling reactions at high temperatures110,111. The 

stepwise dehydrogenation of CH4 can be explained by free-radical mechanisms111. 

Modeling of the homogeneous gas-phase reactions between CH4 and O2 achieved 

satisfactory agreement with the experimental data on the products C2H6 and C2H4 above 

1000 K112,113. From these and other literature results, it can be concluded that hydrocarbon 

molecules may undergo either pure or oxygen-supported pyrolysis with the formation of 

small hydrocarbon radicals108. The principal reaction pathway of the carbon deposition 

generally follows the Kassel mechanism109,114:  

2CH4(g) → C2H6(g) + H2(g), with ΔHR
°  = 67.5 kJ/mol (1.8) 

C2H6(g) → C2H4(g) + H2(g), with ΔHR
°  = 135 kJ/mol (1.9) 

C2H4(g) → C2H2(g) + H2(g), with ΔHR
°  = 173.7 kJ/mol (1.10) 

C2H2(g) → 2C(s)+ H2(g), with ΔHR
°  = -228.8 kJ/mol (1.11) 

Primary C2H6 is produced through CH4 dehydrogenation to CH3 radicals and subsequent CH3 

recombination; then, a cascade of dehydrogenation reactions to ethylene, acetylene and 

eventually to solid carbon takes place. However, the rate of formation of C2H4 

(characteristic time of 10-6-10-5 s) and C2H2 (10-4-10-3 s) is much faster than the complete 

decomposition to H2 and solid carbon (> 10-3 s)109,115, thus control over the gas residence 

time in the hot plasma zone may be beneficial to control the deposition process. In order 
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to verify this, we test for the first time the effect of the gas flow configuration in the 

performance of a MW discharge for DRM. The results are presented and discussed in 

Chapter 7, demonstrating the critical role played by the flow geometry in controlling carbon 

deposition. 
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1.5 Aim of the thesis 

The previous sections illustrate that, while significant progress has been made in the 

understanding of the critical parameters for energy-efficient CO2 conversion, some 

research gaps remain. Particularly, the attainability of efficient non-thermal vs thermal 

conversion is still a focal point of discussion within the plasma community (Section 1.3) and 

therefore is a key topic of study in this work. The current state-of-the-art of plasma-based 

CO2 conversion indicates that there are still unexplored avenues for process optimization 

(Section 1.4). On this matter, the literature lacks a fundamental understanding and this 

thesis aims to provide an essential step forward towards a deeper grasp of the underlying 

mechanisms. Hence, the aim of this thesis can be summarized in the all-encompassing goal: 

From fundamental understanding towards efficient, plasma-based CO2 conversion. 

In Chapter 2 and 3, the theoretical background and the experimental aspects are discussed, 

respectively. Chapter 2 includes a detailed description of the construction of chemical 

kinetic models used in the framework of this thesis. Subsequently, in Chapter 3, the 

advanced diagnostics employed for the characterization of the plasma and the reactor 

performance is briefly introduced. 

From Chapter 4 on, this thesis adds to the state-of-the-art by answering several research 

questions: 

• What is the potential significance of vibrational excitation for CO2 dissociation? 

The feasibility of the so-called ladder-climbing up to the dissociation limit of CO2 has thus 

far not been established due to the lack of a reliable benchmark for validation. In Chapter 

4, the 0D kinetic model described in Chapter 2 is applied to reproduce the vibrational and 

gas temperature evolution, measured in conditions that are theoretically suitable to sustain 

a strong vibrational excitation. The verification of the new kinetic scheme allow studying 

the CO2 vibrational and electronic kinetics and their role into the gas heating dynamics. 

Since the storage of energy in the vibrational energy distribution function is highly 

temperature-dependent, this study will enable to indirectly unveil the potential for 

vibrationally enhanced dissociation, without a full description of the ladder-climbing. The 

results of Chapter 4 will have an impact on steering future research addressing vibrational 

excitation as a way to improve the energy efficiency of the process. 
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• Why is the beneficial effect of the carbon bed transient? 

CO2 conversion and energy efficiency, along with O2-free CO production, can be achieved 

with a post-plasma carbon bed, as previously demonstrated in literature68–72. However, 

gasification reactions consume the solid reactant, which needs to be replaced with fresh 

pellets. Therefore, an innovative silo system, described in Chapter 3, has been developed 

in our research group, but it is not yet providing a performance improvement stable over 

time, and the beneficial effect of the system is found to be transient, as explained in 

Chapter 5. This unexpected behavior calls for more insight to identify the relevant 

underlying mechanisms, in order to exploit the full potential. In this thesis, a novel 0D 

kinetic model, described in Chapter 2, is developed to explain the experimental trends in 

Chapter 5. The results will provide detailed insights into the underlying chemistry needed 

to understand and overcome the deactivation of the carbon bed over time.  

• What is the effect of CH4 concentration on the CH4-CO2 discharge parameters? 

In CO2 warm plasmas, the trajectory of O atoms determines to which extent recombination 

reactions (which form CO2 again) can be prevented. The onset of plasma contraction, which 

has been thoroughly studied in the last decades, establishes strong temperature gradients 

within the discharge zone, triggering fast core-periphery transport. We define this 

phenomenon as power concentration, because it is more than just discharge contraction, 

but it also involves changes in heavy-particle properties within the reaction zone and, 

therefore, it affects the productivity of the reactor. In this perspective, understanding the 

contraction dynamics becomes of great importance, especially in complex gas mixtures 

(e.g., DRM) where control over the selectivity towards desired products is essential. Thus, 

in Chapter 6, the evolution of the discharge volume with pressure in DRM is characterized 

for the first time. The results will have important implications for the development of self-

consistent fluid models, essential for understanding the complex nature of MW plasmas. 

• Can we avoid solid carbon deposition in low-ratio CO2/CH4 MW discharges? 

Energy efficiency is defined by the chemical bonds where the input energy is stored. 

Therefore, being able to steer the selectivity towards the desired products means having 

control on the energy efficiency of the process. Plasma-based DRM, and also the classical 

process, are both generally characterized by high carbon deposition at low CO2/CH4 ratios, 

hampering stable operations and reducing the selectivity towards gaseous products. From 

the analysis of the literature emerges that the gas flow dynamics may be at play in 

controlling solid carbon deposition. However, this has never been addressed so far and 
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becomes one of the key aspects of novelty of this thesis. The characterization of the 

performance and the fundamental properties of a MW in reverse vortex flow configuration 

will establish the framework for understanding gas-phase solid carbon formation and 

subsequent deposition. The results will provide an alternative solution to the problem, with 

implications extending to the valorization of CH4 in e.g., non-oxidative coupling to higher 

hydrocarbons. 
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Chapter 2 Kinetic modelling  

2.1 The CO2 vibrational levels 

The CO2 molecule has 3N - 5 = 4 vibrational normal modes: the v1 symmetric stretching, the 

doubly degenerate v2 bending, and the v3 asymmetric stretching mode, as illustrated in 

Figure 2.1.  

 

Figure 2.1. Vibrational modes of CO2 molecules: symmetric stretching mode v1, double degenerated bending 

mode v2 and asymmetric stretching mode v3. 

The vibrational energy of a CO2 vibrational level can be estimated through the anharmonic 

oscillator approximation116, described by the following equation117: 
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where c is the speed of light, h is the Planck constant, ωk, χ
kj
, γ

kjw
, g22 are fitted anharmonic 

constants (taken from118 and reported in Table 2.1), dk defines the degeneration of the 

vibrational mode (d1 = d3 = 1 and d2 = 2) and vk (with k = 1-3) represent the quantum 

numbers for v2 and v3, respectively.  

Table 2.1. Spectroscopic constants for the calculation of energy levels using expression (2.1), obtained from 

Chedin118. 

Constant  Value (cm-1) 

ω1 1335.87915 

ω2 667.20435 

ω3 2361.64697 

χ11 -2.99262 

χ12 -5.27638 

χ13 -19.14044 

χll -1.01428 

χ22 1.58003 

χ23 -12.54184 

χ33 -12.50330 

γ111 0.02422 

γ112 0.00816 

γ113 -0.07736 

γ1ll 0.06316 

γ122 -0.05166 

γ123 0.09561 

γ133 0.06142 

γ2ll 0.00702 

γ222 -0.00471 

γ3ll 0.02587 

γ223 -0.02052 

γ233 0.01834 

γ333 0.00631 

. 

Note that expression (2.1) is modified, compared to117, to include a number of additional 

spectroscopic constants (namely γ
kjw

) introduced by Chedin118. The author calculated also 

ωk, χkj and g22, which differ somehow from the constants provided by Suzuki117 and 

previously used for the calculation of the vibrational energy48,119. In the early 90’s, 

Császár120 and Martin et al.121 found the spectroscopic constants obtained by algebraic 
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contact transformation from Chedin118 to be the most reliable to compute the quartic force 

field of CO2. In addition, they provide a better agreement with the available spectroscopic 

constants reported by Courtoy122, and, therefore, we chose them for the calculation of the 

vibrational energies in this study.  

The quantum number l2 in expression (2.1) characterizes the angular momentum 

projection of bending vibrations onto the molecular axis. This number can take the 

following values: 

l2 = v2, v2 - 2, v2 - 4,…, 1 or 0, (2.2) 

depending if v2 is odd or even123. Finally, with these four quantum numbers, one can specify 

any CO2 vibrational level via the notation CO2(v1v2
l2v3), also known as Herzberg’s notation.  

In the present work, we took into account the so-called accidental Fermi resonance123–126 

among CO2 vibrational levels with nearly the same vibrational energy. More specific, the 

interaction between (v1, v2
l2 , v3) and ((v1 - 1),(v2 + 2)l2,v3) leads to a perturbation. These 

levels, in fact, “repel” each other, meaning that one of them is shifted up and the other 

down, thus the actual levels are not accurately described by the expression (2.1). It is 

important to note that in a symmetric molecule, such as CO2, the Fermi resonance can 

happen only between levels with the same quantum number l2, which arises from the 

symmetry type of the eigenfunctions describing these vibrational levels117,123,127. More on 

the calculation of the energy correction of perturbed levels can be found in the study of 

Amat and Pimbert128 and van den Bekerom et al.47. In this study, the CO2 vibrational levels 

under Fermi resonance are considered as one single effective level, following the same 

approach as in124,129. The energy of this effective vibrational level is determined through 

the average of the energies of all the individual vibrational levels in the effective level, 

calculated using the anharmonic oscillator approximation (2.1), while its statistical weight 

is determined through the sum of the statistical weights of the individual states. These 

effective levels are denoted in this work by CO2(v1, v2
l2 , v3, 𝑓), where the v1, v2 and v3 

quantum numbers correspond to the level with the highest v1; the ranking number f is 

always equal to v1 + 1 and indicates how many individual levels are accounted for in the 

effective level. For instance, the level CO2(20003) stands for the coupling of the three 

individual levels CO2(2000), CO2(1200) and CO2(0400). The statistical weight gv of a coupled 

level CO2(v1, v2
l2 , v3, 𝑓) is determined by the sum of the statistical weights of the various 

individual levels and only depends on the l2 quantum number, being 1 for l2 = 0, and 2 

(corresponding to two possible directions of rotation) otherwise. For example, the 
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statistical weight of the CO2(20003) level is 3, i.e. gv = 1 + 1 +1. In the purpose of keeping 

consistency in the notations, the levels that are not coupled by Fermi resonance are still 

represented by CO2(v1, v2
l2 , v3, 𝑓), using f  = 1. 

As a follow-up of previous modelling efforts, this study includes the 72 vibrational levels 

introduced by119,130 and extends the description of the symmetric (v12, i.e. symmetric 

stretching and bending modes) levels of CO2, resulting in a total of 101 vibrational levels, 

which are listed in Table A1 in Appendix A. In particular, the model comprises a full 

description of the symmetric levels up to 0.5 eV and all the possible combinations with the 

first five asymmetric levels. Indeed, we do not include all asymmetric mode vibrational 

levels, as we do not focus on the ladder climbing up to the dissociation limit. In addition, 

four extra symmetric levels are added to extend the description up to 0.6 eV. Such an 

extension is intended to fully identify the role of v12 on the excitation of v3 and on the 

heating dynamics, as explained later in the results section. 

 

2.2 Description of the CO2 kinetic model2 

The kinetic model developed within this thesis is the result of a collaboration between the 

research groups N-PRiME (IST Lisbon) and PLASMANT (Antwerp). The aim of such 

collaboration is the establishment of a common procedure to construct a detailed 

chemistry set for CO2 low-pressure pulsed direct current discharges and infer the main 

pathways characterizing the heating dynamics in this type of discharges. The verification of 

the model was first tested and carried out using the LoKI (LisbOn Kinetics) simulation 

tool131,132. In this step, we systematically added the vibrational states of CO2 and the 

corresponding reactions. Concurrently, we performed simple calculations of the vibrational 

distribution function (VDF) to verify the correctness of the implementation. The same 

procedure was then repeated with the ZDPlasKin code133, validating the procedure. After 

the inspection on the vibrational chemistry of CO2, the model was implemented in the 

                                                                 

 

2This model was used in the following paper:  
Insights into the limitations to vibrational excitation of CO2: validation of a kinetic model with pulsed 
glow discharge experiments 
O.Biondo, C. Fromentin, T. Silva, V. Guerra, G. van Rooij, A. Bogaerts 
Plasma Sources Sci. Technol., 31, 074003 (2022)  
https://doi.org/10.1088/1361-6595/ac8019 

https://doi.org/10.1088/1361-6595/ac8019
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ZDPlasKin code that was used to obtain the results shown here.  A description of the 0D 

kinetic model, solved with ZDPlasKin, is offered in section 2.2.1. The main steps towards 

the construction of a detailed chemistry set are (i) the construction of a complete and 

consistent set of cross sections (c-s) describing the relevant interactions between electrons 

and heavy gas species (see section 2.2.2); and (ii) the implementation of scaling laws to 

calculate the rate coefficients for vibration-vibration (V-V) and vibration-translation (V-T) 

exchanges (see section 2.2.3), for which the experimental values are unknown. Moreover, 

section 2.2.4 is dedicated to the inclusion of the relaxation of electronic states in the model. 

The complete set of reactions solved by the model can be found in Table A2 in Appendix A. 

The input parameters to the simulations are the discharge pressure, the pulse length, the 

tube radius and length from experiments50. For the simulations presented in section 4.2.1, 

the experimental gas temperature (Tg) profile is used, along with the time-dependent 

electron density profile estimated from the measured temporal variations of the discharge 

current and a reduced electric field (E/N = electric field/gas number density) of 55 Td 

(Townsend; 1 Td = 10-21 V m2), as described by130. The simulations with self-consistent 

calculation of Tg are described in section 2.2.5 and the outcome is presented and discussed 

in section 4.2.2. In addition, we tested the model for E/N = 90 Td, as suggested by our 

calculations presented in section 2.2.6. 

 

2.2.1 Zero-dimensional simulations 

The present modelling study has been performed using the ZDPlasKin133 simulation tool, 

which provides a self-consistent description of both electron and heavy species kinetics in 

the plasma. The 0D simulations were run with a pressure fixed at 6.7 mbar and an initial 

flow rate of 166 sccm of CO2 at 300 K, in order to reproduce the experimental conditions 

for the single-pulse measurements presented by Klarenaar et al.50. Both pressure and mass 

flow rate are kept constant throughout the simulation. Thus, the density of each gas-phase 

species is multiplied by p(t = 0)/p(t), where p is the pressure in the reactor. Also the velocity 

u is updated as u = ṁ(t = 0)/(ρ(t) × A), where ṁ is the mass flow rate, ρ is the gas density 

and A is the cross-sectional area of the simulated volume. This is done at every time-step 

during the simulation. Such modifications are necessary to account for the gas expansion 

due to increasing temperature and molar flow rate upon dissociation of CO2 into CO and ½ 

O2 in the plasma. Both effects are incorporated in the variable β(t), the gas expansion 

factor, which is defined by  
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 β(t) =
M(t = 0)Tg(t = 0)

M(t)Tg(t)
 

(2.3) 

with M being the total number of particles.  β(t) is initially equal to 1 and decreases when 

the gas expands and it is included in the calculation of the conversion and product yields. 

After specifying the initial parameters, the Boltzmann solver BOLSIG+134, which is included 

in the ZDPlasKin tool, is used to calculate the electron energy distribution function (EEDF) 

using estimated values for E/N and the electron density (ne) while simulating the active part 

of the discharge. E/N can be either estimated directly from the experiments or self-

consistently calculated from the estimated values of power density (see section 3.6) using 

Joule’s law: P
dep

 = σE2 = σN2(E N⁄ )2, with σ being the conductivity, which is given by 

σ = eneμe. The electron mobility μe is obtained from the Boltzmann solver, and e is the 

elementary charge. In the afterglow, E/N and ne are set to zero, because the power 

deposition is equal to zero and electron impact processes are expected to have a negligible 

contribution. For the calculation of the EEDF, it is necessary to specify the scattering cross 

sections (c-s) for electrons colliding with the heavy species in the plasma, along with the 

initial gas composition and pressure. Once the EEDF is computed, the macroscopic electron 

properties such as electron temperature (Te) or rate coefficients for the electron-impact 

reactions are obtained and provided to the chemistry module of the ZDPlasKin tool. At this 

point, the 0D model solves the temporal evolution of the different species densities 

according to the following equation,  

dns

dt
= ∑ Rj[asj

R - asj
L ]= ∑ (kj ∏  nl)ljj [asj

R - asj
L ]  (2.4) 

in which ns refers to the density of the species s, index j refers to reaction j and index l refers 

to the different reactants of reaction j. asj
R  and asj

L  are the right- and left-hand side 

stoichiometric coefficients of species s, respectively, taking part in reaction j, kj is the 

reaction rate coefficient, and Rj = kj ∏  nll , is the reaction rate, with ∏  nll  being the product 

of densities nl of species present on the left side of reaction j. BOLSIG+ and the chemistry 

module are iteratively called to calculate the electron-impact rate coefficients and species 

densities, respectively, and to update the EEDF and the gas composition in a consistent 

way. For the chemistry module of the simulation, it is necessary to give as input a chemistry 

set with the reactions that need to be tested. The systematic addition of the relevant 

reactions and rate coefficients is detailed in the following sections.  

The model described here features the self-consistent calculation of T3 and T12, which are 

calculated based on the population of CO2(00011) and CO2(10002), respectively. Thanks to 
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the close energies of levels in Fermi resonance with non-Fermi bending levels, and to the 

similarity of the rate coefficients involving these states, it has been shown that T12 is a good 

descriptor of the excitation of both v1 and v2
50. In both cases, the vibrational temperature 

is obtained from 

Tv = 
-E1

kB × ln(n1 n0⁄ )
, (2.5) 

where E1 is the energy of the first v3 level for T3 or of the first v12 level for T12, with n1 being 

the corresponding density, n0 being the ground-state density of CO2 and kB the Boltzmann 

constant in J K-1. Moreover, the self-consistent calculation of Tg is also implemented and 

applied to validate the heating mechanism proposed. More details on this calculation are 

given in section 2.2.5. 

 

2.2.2 Electron kinetics 

The first step to develop a kinetic model for a gaseous discharge is the selection of a 

complete and consistent set of c-s to describe the electron kinetics. The electrons gain 

energy from the electric field and subsequently redistribute it among different energy 

channels. Firstly, the EEDF is calculated by solving the steady-state, homogeneous electron 

Boltzmann equation in the two-term expansion approximation135. The electron Boltzmann 

equation is solved taking into account elastic and inelastic collisions between electrons and 

CO2(X1Σ+) molecules, including vibrational excitation energy losses (corresponding either to 

the excitation of individual levels or of groups of vibrational levels), superelastic collisions 

with CO2 vibrationally excited states, excitation of two groups of electronic states, and 

ionization. Moreover, complete sets of c-s are incorporated for the dissociation products, 

namely CO, O and O2, despite the splitting of CO2 is very limited under the conditions of 

study here. The choice of the electron impact c-s set was made upon comparison against 

the swarm parameters, more specifically the reduced electron mobility and the reduced 

Townsend effective ionization coefficient. In this context, the electron impact c-s set in135 

provides a very good agreement with the experimental swarm parameters. The inclusion 

of higher vibrational levels leads to a deviation of the calculated reduced electron mobility 

in the range of E/N = 20-100 Td, which is relevant to this study and thus poses a threat to 

the correctness of the simulations. Hence, only the collisional processes contained in the 

electron impact c-s set of 135 have been used for the numerical solution of the electron 

Boltzmann equation and the calculation of the EEDF. The set of c-s is available at the IST-

Lisbon database published at LXCat and are described in detail in135. Once the EEDF is 
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known, the rate coefficients for each electron-impact excitation process from a state i to a 

state j are given by 

Cij = √2 me⁄ ∫ uσij
∞

0
(u)f(u)du, (2.6) 

where me is the electron mass, u is the electron energy, σij is the electron c-s and f(u) is the 

EEDF. 

In the context of electron-impact vibrational excitation (e-V), the transitions from the 

ground state to the higher vibrationally excited levels that are not included in any of the c-

s from the data set130,135, i.e.  j = 2, 3, 4, 5 and i = 0 in v3, are calculated using the Fridman 

approximation46. The calculation is based on the following semi-empirical formula: 

Cij = exp[-α(j - i - 1) 1 + βi⁄ ]C01. (2.7) 

This expression allows the scaling of the rate coefficients Cij for any transition between 

vibrational levels i and j, provided that the rate coefficient C01 is known. The magnitude of 

the rate coefficient is altered depending on the parameters α and β, specific of each plasma 

species. In the case of CO2, α = 0.5 for v3 and the value of β is unknown46. Therefore, for the 

rate coefficients for the stepwise excitation of levels j from i > 0, we have chosen to set 

β = 0 for simplicity (i.e. the magnitude of C01 will be equal to C12). The rate constants Cji for 

superelastic collisions are obtained from the principle of detailed balance136 

Cji = exp(- Eij Te⁄ )( gi gj
⁄ )Cij, (2.8) 

where Eij = Ej – Ei are the threshold energies for the corresponding excitations, and gi and 

gj are the statistical weights of level i and j. The shift in threshold due to the anharmonicity 

of the oscillator is taken into account in the detailed balance, where the real energy 

threshold of the transition is considered. 

In order to verify the correctness of the approach, we added the c-s systematically to the 

data set, along with the calculation of the corresponding electron-impact vibrational 

excitation (e-V) rate coefficients, and tested the kinetic model with a Maxwellian EEDF, 

ensuring that all the vibrational levels included in the model follow a Boltzmann distribution 

with Te. The list of the e-V processes included in this study is available in Grofulović et al.130. 

This bring us to the inclusion of the V-V and V-T reactions to the model, which is outlined 

in the next section. 
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2.2.3 Vibrational kinetics 

A proper investigation of the underlying mechanisms of the heating dynamics in a gas 

discharge demands a detailed description of the vibrational energy exchanges between 

molecules. Here, these exchanges are categorized as follows: (i) nearly resonant collisions, 

with a transfer of vibrational energy from one molecule to another (V-V); (ii) non-resonant 

collisions, with inter-molecule energy exchange and loss of the energy defect to 

translational degrees of freedom (V-V-T); and (iii) non-resonant collisions, with intra-

molecule loss of vibrational energy transferred to translational energy (V-T). The 

corresponding state-specific rate constants are taken from the survey of Blauer and 

Nickerson124. Nevertheless, this is not sufficient for a full characterization of the vibrational 

kinetics, since the rate coefficients of the transitions involving higher levels are missing. 

Several theories have been developed to calculate the state-specific rate constants for 

vibrational energy exchange in molecular collisions137. Approximate, reduced-dimension 

methods, such as the Schwartz-Slawsky-Herzfeld (SSH) theory for V-T relaxation138, the 

Rapp-Englander-Golden theory for V-V relaxation139 and the Sharma-Brau (SB) theory for 

V-V relaxation induced by long-range forces140, are very popular for their simplicity. A more 

accurate approach can be based on the Forced Harmonic Oscillator theory141–143, which is 

the extension to higher order terms of the same kinetic theory the SSH first order 

approximation is built on. Recently, quasi-classical trajectory (QCT) calculations have also 

been developed and improved in terms of computational effort, offering a good 

compromise between calculation time and accuracy144. QCT techniques are the only viable 

approach to full-dimensional dynamics and to the calculation of state-to-state collisional c-

s for systems having more than four atoms, such as CO2-CO2 collisions145. For instance, 

Lombardi et al.146 applied QCT and potential energy surface techniques to the CO2-CO2 

collision system. The authors found that intermolecular transfers essentially involve 

rotational and vibrational exchanges, while intramolecular energy transfers efficiently 

redistribute the energy between symmetric stretching and bending modes, with the 

asymmetric stretching being fully decoupled if the symmetric levels of the molecule are not 

sufficiently excited. 

In this study, we computed the fundamental transitions given by Blauer and Nickerson124 

and scaled the remaining rate coefficients based on the SSH scaling as described in 

Capitelli136 and following an approach similar to Kozák and Bogaerts48 and Silva et al.129. 

Additionally, we found that the list of vibrational energy exchanges of Blauer and 

Nickerson124 is lacking some important reactions to fully depict the vibrational relaxation 

processes occurring under the conditions of study. To address this issue, we had to add 
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vibrational exchanges with rate coefficients provided by different literature references and 

retrieved under different experimental conditions or even computationally calculated. 

Thus, we believe that this step, along with the selection of the electron impact c-s, 

represents a major source of uncertainties and, therefore, requires special attention. For 

instance, we included the nearly resonant collisional up-pumping process along v3, given 

by 

CO2(00011) + CO2(00011) ↔ CO2(00001) + CO2(00021), (2.9) 

with the rate coefficients computed applying the SB theory by Silva et al.129. The rate 

coefficients for the transitions within higher v3 levels were obtained with the SB 

formulation described in Jeffers and Kelley147, which should be valid for low excitation 

conditions, i.e. low power input, where v3
max = 5 and Tg remains low. Other CO2 V-V 

reactions similar to (2.9),  

CO2(00011) + CO2(01101) ↔ CO2(00001) + CO2(01111), (2.10) 

CO2(10012) + CO2(00001) ↔ CO2(10002) + CO2(00011), (2.11) 

are also incorporated in the model, with the rate coefficients derived from148.  

The survey of Blauer and Nickerson124 provides the rate coefficients for only one V-V-T 

transition, i.e. 

CO2(00011) + CO2(00001) ↔ CO2(10002) + CO2(01101) + 495.77 K, (2.12) 

where CO2(10002) is the effective level resulting from CO2(0200) and CO2(1000), which are 

strongly coupled by Fermi resonance, as detailed above in section 2. Notwithstanding that, 

reaction (2.12) can also result in 

CO2(00011) + CO2(00001) ↔ CO2(02201) + CO2(01101) + 495.93 K, (2.13) 

leading to a transfer of energy from v3 to pure v2 levels149,150. The branching ratio between 

(2.12) and (2.13) is unknown. However, Lepoutre at al.149 suggested that the average 

number of v2 quanta produced by deactivation of CO2(00011) is equal to 2.8 in the 190-300 

K temperature range. Nevertheless, this value may decrease as Tg increases151, indicating 

that the deactivation of v3 leads to the excitation of both CO2(10002) and CO2(02201). With 
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this in mind, we included both (2.12) and (2.13), assuming a branching ratio of 50:50. The 

rate coefficient for (2.13) was measured to be k(Tg ) = 3.6 × 10-13exp(-

1660 Tg⁄ + 176948 Tg
2⁄ ) by Lepoutre et al.149, as reported in Lopez-Puertas and Taylor152. 

This rate coefficient differs from the one given in Blauer and Nickerson124 for reaction 

(2.12). The difference is shown in Figure 2.2, where the rate coefficients for (2.12) and 

(2.13) are plotted as a function of Tg, in the interval of interest for this modelling study. 

 

Figure 2.2. Plot of the forward (kf) and reverse (kr) rate coefficients for (2.12)124, and for (2.13), measured by 

Lepoutre et al.149, as a function of the gas temperature. The reverse rate coefficients are calculated according 

to the principle of detailed balance136. 

The comparison displayed in Figure 2.2 shows that important deviations arise at Tg < 400 K. 

However, both rate coefficients converge at ca. 480 K, which is right in the middle of the 

temperature range of study here, although they deviate again at higher temperatures. 

Moreover, Lepoutre et al.149 measured the deactivation of CO2(00011) (2.13) in a low Tg 

range (190-300 K), which is relevant for the study of radiative transfer processes in the 

middle atmosphere. Therefore, their rate coefficient may not describe with sufficient 

accuracy the role of (2.13) at higher Tg. Following this reasoning, and for consistency with 

the other vibrational exchanges included in this study, we kept the rate coefficient of (2.13) 

equal to the one of (2.12), and we scaled it for the higher levels using the SSH theory. 

At this point, we would like to emphasize that the SSH and SB theories are affected by 

limitations at high temperatures (Tg > 1200 K) and high vibrational quantum numbers (vn > 

5), which may potentially lead to overestimation of the computed rate coefficients126. 
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However, these limitations do not pose a threat to the reliability of the calculations 

presented here since the experimental measurements50, used for the validation of the 

model, were obtained in a low excitation regime, resulting in Tg
max ≅ 650 K.  

Starting from the foundations laid by Silva et al.129, we extended the vibrational description 

to 101 levels, accounting for a total of ca. 450 V-T, 600 V-V-T and 1700 V-V direct reactions. 

All the rate coefficients associated with these reactions are fitted from the following 

expressions dependent on Tg
124: 

k(cm3 s-1) = 1.660 × 10-24exp(A+BTg
-1 3⁄ +CTg

-2 3⁄ ), (2.14) 

where A, B, and C are fitting constants. 

The inverse reaction rate coefficients are computed from the principle of detailed 

balance136. Further details on the principles and the procedure to construct the vibrational 

chemistry used in this study can be found in Silva et al.129.  

Another important V-T reaction included in this work is the deactivation of v3 (2.15) and v2 

(2.16) levels by collision with oxygen atoms (V-T O)153: 

CO2(00011) + O ↔ CO2(0vv01) + O, (2.15) 

with v ∈ {2, 3, 4}, and 

CO2(0vv01) + O ↔ CO2(0ww01) + O, (2.16) 

with v ∈ {1, 2, 3, 4} and w = v - 1. The rate coefficients of reactions (2.15) and (2.16) are 

assumed to be independent of v and given by kv3-O = 2 × 10-13√Tg/300 cm3 s-1 and 

kv2-O = 2 × 10-12√Tg/300 cm3 s-1, respectively152. Because of their high rate coefficients, 

these reactions represent a very efficient quenching mechanism of vibrationally excited 

CO2, which can significantly affect the VDF of v3 and the heating dynamics, even at relatively 

low concentrations of O atoms154 (see section 4.2.2). The deactivation of higher v3 and v2 

levels, as well as of mixed levels, is included without any scaling of the corresponding rate 

coefficients.  

The vibrational excitation of the dissociation products of CO2, i.e. CO and O2, is not taken 

into account in this study, since the dissociation degree is very low (< 0.7% with E/N = 90 
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Td). Its influence on the vibrational excitation of CO2 will be investigated in a future study, 

with experimental conditions under which the dissociation degree in the plasma is not 

negligible. 

As we did for the implementation of the e-V transitions, here we added systematically the 

vibrational exchanges while verifying the correctness of the procedure. In this case, the 

inspection was done by running a simulation with a very low ne and Te as input parameters, 

thus the VDF must be in a Boltzmann distribution with Tg set in the model, if the 

implementation of new reactions is correct.  

 

2.2.4 Relaxation of electronic states 

Along with V-T relaxation, the relaxation of electronically excited molecules can be 

responsible for the onset of gas heating at the beginning of the discharge pulse. Fast gas 

heating is typical of pulsed regimes155–157 and is described as an abrupt increase in Tg 

occurring due to fast transfer of energy from electronic to translational degrees of 

freedom158. This mechanism can consume an important fraction of the energy deposited 

by the electrons onto molecules, limiting the performance and efficiency of the reactor. 

However, little attention has been paid to the mechanism of fast gas heating in CO2 non-

equilibrium discharges. We believe that fast gas heating has been disregarded by the 

modelling investigations of such discharges due to assumptions made on E/N and the 

description of electronic states, which is still very challenging in the case of CO2. However, 

in this study, we aim to demonstrate that the role of electronic states is not limited to the 

promotion of CO2 dissociation, under the typical conditions of operation in low-pressure 

pulsed glow discharges (i.e. E/N = 50-90 Td, Te = 2-3 eV), but can also contribute to fast gas 

heating. The contribution of the relaxation of O(1D) and CO(a3Π) excited states was recently 

studied by Pokrovskiy et al.157 in a nanosecond pulsed discharge with high specific 

deposited energy (~1.2 eV/molecule). This led to the estimation of E/N ≅ 150-250 Td, 

thereby a significant part of the discharge energy goes to electronic excitation. The authors 

well described the phenomenon of fast gas heating with a 1D axisymmetric model, 

validating their kinetic scheme with experimental results. In their model, the rate of direct 

electron-impact dissociation of CO2, to give O(1D) and CO(a3Π) as products, along with the 

corresponding ground states O(3P) and CO(1Σ+), is calculated from (2.6) by using Phelps c-s 

for electronic excitation, with threshold energy of 7 and 10.5 eV159 for  



 
— 

52 

CO2 + e → CO(1Σ+) + O(1D) + e (2.17) 

and 

CO2 + e → CO(a3Π) + O(3P) + e, (2.18) 

respectively. This choice was motivated by the observations of Babaeva and Naidis45, who 

compared estimates of the CO2 conversion efficiency, obtained using Phelps159 or Polak160 

c-s for dissociation, with available experimental data. As an outcome, the authors45 

suggested the use of one of the two Phelps c-s, either with 7 or 10.5 eV threshold energy, 

as they provided a better agreement with the measured conversion efficiencies than Polak 

c-s, which underestimate the efficiency. A plot of the c-s from Phelps159 and Polak160 as a 

function of the electron energy is provided in Figure 2.3. However, the sum of both Phelps 

c-s leads to overestimation of the conversion45 and yet it is necessary to accurately 

compute the EEDF135. Moreover, the use of Phelps c-s for CO2 dissociation is only 

recommended for E/N > 90 Td, larger than the focus of this study. On the other hand, 

previous contributions161,162 underlined the importance of Polak c-s via numerical 

modelling and experiments for E/N < 100 Td. These c-s describe dissociation reactions 

(2.17) and (2.18), with energy threshold of ca. 7.5 and 11.9 eV, respectively. 

 

Figure 2.3. Phelps159 and Polak160 cross sections for electronic excitation and dissociation, respectively, as a 

function of the electron energy. CO2(E1) and CO2(E2) represent a group of electronic states with a threshold 

energy of 7 and 10.5 eV, respectively 159. 
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The comparison between the magnitude of Phelps and Polak c-s, depicted in Figure 2.3, 

indicates that the former set likely includes pure electronic excitation channels beyond 

electron-impact dissociation. This further encouraged us to use Polak c-s for the calculation 

of the CO2 dissociation rate. However, as anticipated earlier, Phelps c-s are needed to 

compute the EEDF as they assure a valid prediction of the swarm parameters when used in 

a two-term Boltzmann solver and for E/N < 1000 Td135. In particular, the replacement of 

the Phelps with the Polak set leads to miscalculation of the reduced Townsend effective 

ionization coefficient, highlighting that some electron energy losses, which are not 

ascribable to dissociation, are missing in Polak c-s153. Therefore, considering the above 

observations, we kept the Phelps c-s for the excitation to CO2(E1) and CO2(E2), which are 

already integral part of the LXCat set135 used in this work, solely for the calculation of the 

EEDF and, thus, of the E/N, as recommended in Grofulović et al.135 and used in Silva et al.163. 

However, we used the Polak set for the calculation of the rate of electron-impact CO2 

dissociation and a new set, derived from the subtraction of the Polak to the Phelps c-s, for 

the rate of excitation of CO2 to CO2(E1) and CO2(E2). This has been done with the 

assumption that the fraction of electron energy that is not spent into dissociation goes into 

electronic excitation161,162 and, subsequently into heat. The approximation on the 

calculation of the rate coefficients for electronic excitation of CO2 is needed in order to 

reduce any possible overestimation on the total production of electronic states due to the 

sum of Polak’s c-s (for dissociative states only) and Phelps’ c-s (where dissociative states 

are likely to be already included). We believe that the model could be further optimized 

with a deeper knowledge on the nature of the electronic states of CO2 and by having a 

complete set of c-s for CO2 which allows to discriminate between dissociative, radiative and 

non-radiative (whose collisional quenching releases heat) electronic states. 

The electronic states included in our model are listed in Table 2.2.  

Table 2.2. Electronic states included in the model and their energy thresholds. 

Electronic state Energy threshold (eV) 

CO2(E1) 7 

CO2(E2) 10.5 

CO(a3Π) 6 

O(1D) 1.96 

 

The inclusion of O(1D) and CO(a3Π) is motivated by their formation as consequence of 

reactions (2.17) and (2.18). The relaxation rate coefficients for these species can be found 

in Table A2 in Appendix A, and more information is available in Silva et al.163. The exact 
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composition of the lumped CO2(E1) and CO2(E2) excited states is unknown, and there is a 

lack of kinetic data for the relaxation of electronically excited CO2 molecules in literature. 

Therefore, we adopted a relaxation rate coefficient equal to the sum of 

CO(a3Π) + CO2 → CO + CO2 and CO(a3Π) + CO2 → CO + CO + O, assuming that CO2 excited 

states behave similarly to CO(a3Π). Deeper investigation and characterization of the 

electronic excitation and relaxation of CO2 are urgently needed to reduce the number of 

approximations required for modelling the heating dynamics. 

 

2.2.5 Self-consistent calculation of Tg 

The results presented in section 4.2.2 were obtained with simulations featuring the self-

consistent calculation of Tg. To this end, the model solves the following heat balance 

equation 

N
γkB

γ − 1

dTg

dt
= Pel + ∑ Rj∆Hj − Pext

j

 
(2.19) 

where N is the total heavy-particle density, γ = cp/cv is the ratio of specific heats, Pel is the 

gas heating power density due to elastic electron-neutral collisions, ∆Hj is the heat released 

(or consumed) in reaction j, and Pext is the power density loss due to exchanges with the 

surroundings. For CO2, cp is taken from Silva et al.164, who estimated it based on Vesovic et 

al.165, and cv = cp - kB. 

Considering a gas discharge under isobaric conditions and assuming that the heat 

conduction is the dominant cooling mechanism, we considered the external cooling term 

as follows 

Pext = 8λ(Tg − Tw) r2⁄ ,  (2.20) 

in which λ is the gas thermal conductivity, and Tw is the wall temperature taken as 300 K. 

In this work, the gas thermal conductivity is λ(Tg) = (0.071Tg − 2.33) × 10-3 W m-1 K-1 as 

used by previous modeling studies55,164,166 and estimated from Chase167 for CO2. The radius 

of the reactor r is set to 1 cm50.  
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The contribution of reaction j to the gas heating (HRj, in K s-1) is recorded throughout the 

simulation according to the following expression, derived from the heat balance equation 

HRj = (Rj∆Hj N⁄ )(γ − 1 γkB)⁄  .  (2.21) 

Analogously, the electron energy loss rate (EELRj, in eV s-1) is computed as follows: 

EELRj = (ERj∆Ej N⁄ )(γ − 1 γkB)⁄  ,  (2.22) 

where ERj is the rate and ∆Ej the energy threshold of the electron-impact reaction j. EELRj 

and HRj will be later used to describe the contribution of different classes of reactions to 

the electron energy deposition onto distinct processes, and to the gas heating, respectively. 

 

2.2.6 Estimation of the reduced electric field (E/N) 

The E/N is an essential parameter to define the energy transfers between electrons and 

heavy species in discharges where the dynamics is dominated by electron impact 

processes, whose rate coefficients depend on E/N. The balance between electron creation 

by ionization and loss by electron attachment, volume recombination and diffusion to the 

walls determines the sustaining E/N. In particular, under the conditions studied here, 

dissociative electron attachment (e- + CO2  →  O- + CO) constitutes the main electron loss 

channel, producing stable negative ions O-, as well as CO3
- , which are formed by 

O- + CO2 + M → CO3
-  + M168. The inverse reactions, i.e. electron detachment (see Table A2 

in Appendix A), are slower than attachment, determining a reduction in ne, which needs to 

be replenished by additional ionization in order to sustain the discharge. Therefore, the E/N 

will be mainly defined by the balance between electron attachment and volume 

recombination and ionization.  

Klarenaar et al.50 estimated an E/N of 60 Td by measuring the potential difference over two 

metal rods pointing inside the positive column of the reactor, while maintaining a 

continuous discharge of 50 mA at 6.7 mbar. From this value, they calculated ne as 1010 cm-

3, using the electron drift velocity estimated from Roznerski and Leja169. Later, Grofulović et 

al.130 calculated an E/N of 55 Td for the same conditions, in good agreement with Klarenaar 

et al.50. In order to further confirm these calculations, we performed a self-consistent 

calculation of E/N and ne using the current profile provided by Klarenaar et al.50 and a fixed 

voltage of 1.5 kV. The E/N is computed as follows: 
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E N⁄ =
√

P

VR 

μe
N

 × ne × e⁄

N
/10-17,  

(2.23) 

where P = I × V is the power, calculated as the current multiplied by the voltage, VR is the 

reactor volume and e is the elementary charge.  

The electron density ne is computed by ZDPlasKin and its magnitude is a result of a balance 

between electron-impact processes (i.e. ionization and attachment) and volume 

recombination reactions. The self-consistently calculated E/N, along with the 

corresponding Te, and ne are plotted in panels (a) and (b) of Figure 2.4, respectively, as a 

function of the discharge time. 

 

Figure 2.4. Time-evolution of (a) self-consistently calculated E/N and Te and (b) ne, self-consistently calculated 

(s-c) and estimated from the experimental current profile (c.prf) 50,130. 
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Our simulations suggest a larger E/N than the previous estimations (i.e. ca. 90 Td vs 60 Td50 

and 55 Td130), with a corresponding Te of ca. 27000 K (or ca. 2.3 eV) (Figure 2.4(a)). The 

difference with E/N estimated from the experiments50 can be ascribed to the fact that the 

measurements of the potential difference were performed in a continuous discharge and 

not in a pulsed regime. In the latter situation, ionizing conditions are needed to build up 

the electron density to sustain the discharge, at least at the beginning of the pulse. In other 

words, E/N is likely to be larger than 60 Td for a good part of the pulse. On the other hand, 

the differences in the calculated values of the self-consistent sustaining field between 

Grofulović et al.130 and the present calculations are associated with the different discharge 

models used and still require further investigation. For instance, Grofulović et al.130 only 

considered CO2
+, whereas, in our chemistry set, additional positive and negative ions are 

also included. As pointed out at the beginning of this paragraph, the negative ions O- and 

CO3
- are important products of the dissociative electron attachment reactions, which 

reduce ne and, consequently, increase E/N. In view of this, a detailed comparison of the 

different model formulations will be carried out in future work. 

It is worth mentioning that the total length of the reactor tube, i.e. 23 cm, was used to 

calculate VR and, therefore, the power density (P/VR). This means that the power density 

may be larger than in our calculations if the plasma does not fill completely the entire 

volume, which in turns leads to higher E/N according to equation (2.23). On the other hand, 

the voltage evolution during the pulse is not known50 and the assumption of a fixed value 

may be not accurate. Indeed, Damen et al.170 displayed the voltage profiles for similar 

conditions in the same glow discharge reactor of Klarenaar et al.50. The authors showed 

that the voltage magnitude is not constant during the active phase of the discharge, 

dropping significantly during the first millisecond to maintain the current constant at 50 

mA. The unsteadiness of the voltage directly affects the computation of the power density 

and leads unavoidably to inaccurate ne, as shown in Figure 2.4(b), and to the E/N and Te 

evolutions, displayed in Figure 2.4(a). Therefore, in our simulations, we kept the ne profile 

estimated from the experimental current profile and we tested two values of E/N, i.e. 55 

Td, for comparison with Grofulović et al.130, and 90 Td, as an average value of the profile 

shown in Figure 2.4(a). Additional simulations that we performed with a range of E/N values 

also support the choice of 90 Td. More specifically, an E/N of 94 Td is needed to sustain the 

discharge and compensate for the electron losses to dissociative attachment during the 

onset of the discharge. After that, E/N should slowly decrease; otherwise, ne exceeds the 

estimation based on the current profile. Hence, we believe that 55 and 90 Td represent two 

extreme situations that can describe the end and the beginning of the discharge pulse, 

respectively. In Chapter 4, we present the simulation outcomes for both E/N values, first 
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without and then with self-consistent calculation of Tg. The effect of E/N on the gas heating 

dynamics is discussed in section 4.2.2. 

As mentioned in section 1.3, vibrational excitation typically has little contribution to CO2 

dissociation in warm plasmas. Therefore, the vibrational kinetics can be assumed in a 

Boltzmann distribution with the gas temperature, and the kinetic scheme can be narrowed 

down to the relevant thermal reactions. Such an assumption will allow modeling of the 

discharge at multi-dimensional scale, since warm discharges are typically very 

inhomogeneous and therefore challenging to approach with 0D modeling. Thus, in the next 

section, we present a simple chemical kinetics model developed within this thesis to 

simultaneously study the gas-phase and surface reactivity in the post-discharge region of a 

CO2 gliding arc plasma (as an example of warm discharge) with a carbon bed.  

 

2.3 Description of the CO2 + solid carbon model3 

This kinetic model is developed to investigate the reactivity of a carbon bed interacting with 

a reactive mixture of CO2 and its dissociation products. Due to the complexity of the system, 

in this thesis we only focus on the post-discharge region. Therefore, unlike the model 

described in section 2.2, the electron and vibrational kinetics are not included here. 

Nevertheless, this model is also solved using the ZDPlasKin133 simulation tool, as previously 

described in section 2.2. The chemistry set used in this study is detailed in section 2.3.1, 

while the validation of the model with experimental results is described in section 2.3.2. 

The outcome of the validation step is then used in Chapter 5 to explain the trends observed 

in our experiments with a CO2 gliding arc discharge with post-discharge carbon bed. 

 

                                                                 

 

3This model was used in the following paper: 
Carbon bed post-plasma to enhance the CO2 conversion and remove O2 from the product stream 
O.Biondo*, F. Girard-Sahun*, G. Trenchev, G. van Rooij, A. Bogaerts 
Chemical Engineering Journal 442, 136268 (2022) 
https://doi.org/10.1016/j.cej.2022.136268 
*Shared first author 

https://doi.org/10.1016/j.cej.2022.136268
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2.3.1 Chemistry set 

The gas-phase chemistry used in this study is reduced from the model described in section 

2.2, down to the main thermal reactions. This is justified for warm plasmas, as explained 

above. The reduced chemistry was compared against the work of Vermeiren and 

Bogaerts55, providing a very good overlap with the simulated temperature profiles. After 

this first step, the surface chemistry was added. The species included in the CO2 + solid 

carbon model are listed in Table 2.3. 

Table 2.3. Species described in the model. 

Gas-phase ground state species 

CO2, CO, O2, O, C 

Surface speciesa 

C(s), C(s)-O 
aC(s) and C(s)-O represent an active carbon site and an oxygen atom chemisorbed at an 

active carbon site, respectively. 

The investigation of gas-carbon reactions requires the introduction of active surface sites 

in the model. The concept of active surface site entails that heterogeneous reactions occur 

only at specific sites on which oxygen is adsorbed and forms complexes, which may 

ultimately lead to desorption of products, such as CO or CO2. For carbonaceous materials, 

the active surface sites can be identified as structural features, such as defects in carbon 

layer planes and edge carbon atoms, disordered carbon atoms, heteroatoms (O, S, N) and 

mineral matter171. 

Prata et al.172 applied the concept of active surface site to the modeling of the gas-surface 

reactions relevant for the ablative heat shield occurring during spacecraft atmospheric re-

entry. We have chosen the chemical reaction set proposed by Prata amongst the other 

available sets173–175, since it provides the most complete description for carbon oxidation 

reactions, along with a better agreement with experimental trends. The reaction set for the 

carbon oxidation is detailed in Table 2.4. 
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Table 2.4. Heterogeneous reactions and their rate coefficients taken from Prata et al.172 for solid carbon 

oxidation. 

Reaction Rate constant Units 

O(g) + C(s)  C(s)-O 

(O chemisorption) 

1

4𝐵
√

8𝑘𝐵T

πmO

106

𝑁𝐴

 
[cm3 s-1] 

C(s)-O  O(g) + C(s) 

(O desorption from mobile sites) 

2πmo𝑘𝐵
2T2

𝑁𝐴𝐵ℎ3
∗ ⅇ−44277∕T [s-1] 

C(s)-O  O(g) + C(s) 

(O desorption from immobile sites) 

2πmo𝑘𝐵
2T2

𝑁𝐴𝐵ℎ3
∗ ⅇ−96500∕T [s-1] 

C(s)-O + M  CO(g) + M 

M = O, O2, CO, CO2 

(Collision-induced CO desorption) 

1

4𝐵
√

8𝑘𝐵T

πmM

∗ ⅇ−6000 T⁄ ∗
106

𝑁𝐴

 
[cm3 s-

1]a,b 

O2(g) + C(s)  O(g) + C(s)-O 

(O2 partial chemisorption) 

1

4𝐵
√

8𝑘𝐵T

πmO2

∗ ⅇ−14500 T⁄ ∗
106

𝑁𝐴

 
[cm3 s-1]c 

O2(g) + 2 C(s)  2 C(s)-O 

(O2 chemisorption) 

1

4𝐵2
√

8𝑘𝐵T

πmO2

∗ ⅇ−8000 T⁄ ∗
𝑉

𝐴
∗

1012

𝑁𝐴
2  

[cm6 s-1] 

2 C(s)-O  O2(g) + 2 C(s) 

(O2 desorption from mobile sites) 
√

𝑁𝐴π𝑘𝐵T

𝐵2mO2

∗ 5 ∗ 10−5 ∗ ⅇ−15000 T⁄ ∗
𝑉

𝐴

∗
106

𝑁𝐴

 

[cm3 s-1] 

2 C(s)-O  O2(g) + 2 C(s) 

(O2 desorption from immobile sites) 
√

𝑁𝐴π𝑘𝐵T

𝐵2mO2

∗ 1 ∗ 10−3 ∗ ⅇ−15000 T⁄ ∗
𝑉

𝐴

∗
106

𝑁𝐴

 

[cm3 s-1] 

O(g) + C(s)-O  CO2(g) 

(C(s)-O oxidation – only from mobile 

sites) 

1

4𝐵
√

8𝑘𝐵T

πmO

∗ ⅇ−2000 T⁄ ∗
106

𝑁𝐴

 
[cm3 s-1]d 

O2(g) + C(s)-O  CO2(g) + O(g) 

(CO2 desorption – only from mobile 

sites) 

1

4𝐵
√

8𝑘𝐵T

πmO2

∗ ⅇ−2000 T⁄ ∗
106

𝑁𝐴

 
[cm3 s-1]d 

aactivation energy increased from 4000 K172 to 6000 K, pre-exponential factor lowered from 

100172 to 1 for the mobile sites and from 1000 to 1 for the immobile sites (see text).  
badded also CO and CO2 as collision partners, according to the Eley-Rideal model described 

in Prata et al.172. 
cadded to the reaction set from the model by Zhluktov and Abe174 (see text), not included 

in Prata et al.172, for studying its effects in the model predictions. 
dactivation energy increased from 500 K (Prata) to 2000 K, as suggested by Zhluktov and 

Abe174 (see text). 



 
— 

61 

 

In this table, B is the active site density (in mole per square meter), kB is the Boltzmann 

constant [J/K], h is the Planck constant [J·s], mO, mO2, mCO and mCO2 are the O, O2, CO and 

CO2 mass in kg, respectively. Note that V/A is the ratio between the carbon bed volume 

and the carbon surface area and it is calculated according to the experimental conditions 

(hence: in our model here adopted from the data of Prata et al.172). 

In our study we keep the assumption of two different types of oxygen chemisorption, 

namely mobile for weakly bonded oxygen (single-bond character C-O) and immobile for 

strongly bonded oxygen (double-bond character C=O). Zhluktov and Abe174 already 

introduced this distinction between at least two different types of adsorption into a kinetic 

model. This is also justified by several studies demonstrating the heterogeneity of the 

active surface sites in carbon materials. Lussow et al.176 determined the active site density 

on Graphon samples with O2 chemisorption and found that, above 400°C, the oxygen 

saturation on the surface sharply increases, suggesting the presence of at least two types 

of active sites. Later on, Ahmed et al.177 developed a kinetic model to describe the O2 

gasification of pyrolytic carbon, at low pressure (100 Pa) and in a narrow temperature range 

(748 – 898 K). The proposed mechanism involved the distinction between two types of 

active surface sites, and unveiled the importance of such distinction for an accurate 

description of CO2 desorption. More recently, density functional theory (DFT) calculations 

demonstrated that the description of the heterogeneity of the surface of carbons through 

at least two types of active sites is needed to explain the desorption of CO2
178,179.  

As suggested by Prata et al.172, we defined the distribution between sites giving mobile and 

immobile chemisorption to be 30% and 70%, respectively.  The activation energy for the 

CO desorption stimulated by collisions with gas molecules (or atoms) is increased to 6000 

K in order to match the experimental trends with our 0D kinetic model. For the same 

reason, we have lowered the pre-exponential factors to unity. The stimulated CO 

desorption is modeled as an Eley-Rideal reaction, where the pre-exponential factors 

typically take values between 0 and 1. Moreover, Prata et al.172 determined the activation 

energy and pre-exponential factors by fitting with molecular beam experiments, under the 

assumptions that i) the desorption products are immediately removed from the surface 

and ii) the hyperthermal O and O2 sent to the surface accommodate to the surface 

temperature. However, products may also interact with the surface and the O/O2 beam 

might not be in equilibrium with the surface temperature, also mentioned by the author172. 

The choice of a larger activation energy is also supported by the value proposed by Yang 

and Yang180 for the spontaneous CO desorption (see Table 2.5), by the values estimated by 

Tremblay et al.181 and by the values computed by Montoya et al.182. Following the same 
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reasoning, we increased the activation energy also for the CO2 desorption, by choosing a 

value proposed by Zhluktov and Abe174 in their model for carbon oxidation. The 

experimental evidences from Panerai et al.183 corroborate our choice. In particular, the 

authors show that CO2 is produced only at temperature higher than 700 K under O2 

atmosphere, whereas the use of the energy barrier proposed by Prata et al.172 would lead 

to overestimation of CO2 for lower temperatures. Moreover, we performed a 

thermogravimetric analysis coupled with mass spectrometry (TGA-MS) (see Figure 2.5) for 

one of the charcoals tested in the experiments described in Chapter 5, and the results are 

in good agreement with Panerai et al.183 i.e. CO2 desorption onsets only above 700 K. 

Finally, it is worth to remark that the activation energy of the surface reactions varies with 

the structure of the carbon material, the oxidation degree of the surface and the presence 

of catalytic impurities58,61,182.  

 

Figure 2.5. Partial pressure of CO2 released from TGA-MS under O2 atmosphere of charcoal 1 (dark blue) and 

charcoal 2 (light blue) and weight loss for charcoal 1 (orange dashed line) and charcoal 2 (red dashed line), 

as a function of the temperature and time. Heating rate 10 K/min and gas flow rate 40 mL/min. 

Furthermore, to study the reactions occurring between CO2 and the carbon active sites, we 

also implement the heterogeneous Boudouard reaction set proposed by Yang and Yang180, 

reported in Table 2.5. The rate constants for the elementary steps were determined in a 

temperature range of 873-1173 K for graphite. In order to integrate it with the above 
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carbon oxidation set, we assumed that the dissociation of CO2 leads to formation of 30% 

mobile and 70% immobile oxygen chemisorption, as for atomic oxygen. The existence of at 

least two different types of oxygen adsorption is also documented for CO2. For instance, 

Yang and Yang180 found out that, after CO2 gasification of graphite, the bond strength of 

the oxygen complexes formed on the monolayer edges is about 9 kcal mol-1 stronger than 

the complexes formed on the multilayer edges, and that they have an average bond 

character of two-thirds. Later, Calo and Perkins61 stressed the need of accounting for the 

energetic heterogeneity of carbon surfaces in the kinetic analysis of the CO2 gasification. 

Table 2.5. Heterogeneous Boudouard reactions and their rate coefficients taken from Yang & Yang 180.  

Reaction Rate constant Units 

CO(g) + C(s)-O   CO2(g) + C(s) 

(Forward Boudouard) 
2.14 ∗ 109 ∗ ⅇ−16706.9 T⁄ ∗

103

𝑁𝐴
 [cm3 s-1] 

CO2(g) + C(s)  CO(g) + C(s)-O  

(Reverse Boudouard) 

9.07 ∗ 1010 ∗ ⅇ−24346.6 T⁄

∗
103

𝑁𝐴
 

[cm3 s-1] 

C(s)-O  CO(g) 

(CO spontaneous desorption) 

2.14 ∗ 108 ∗ ⅇ−19323.6 T⁄

𝑅 ∗ 𝑇
 [s-1] 

Where R is the ideal gas constant [L atm K-1 mol-1]. 

 

2.3.2 Experimental input parameters for model validation 

The validation of a model is a crucial aspect and requires particular experimental 

conditions, in order to minimize the number of assumptions under which the predictions 

are valid. With this in mind, we have chosen to validate our model with the gasification 

experiments presented by Panerai et al.183, under pure O2 and CO2 atmospheres, 

respectively, in order to get insights into the reaction pathways for carbon oxidation in the 

presence of O2, CO2 and CO and the deactivation of the carbon bed, with consequent 

decrease in selectivity towards the latter. This model greatly helps us to explain our 

experimental results, as will be described in detail in Chapter 5. 

Indeed, their experimental setup has a simple design. It can be approximated as a plug flow 

reactor and allows isolating the effect of O2 and CO2 in the oxidation and consumption of 

solid carbon. Moreover, the absence of a plasma further reduces the complexity of the 

process, and therefore the number of experimental uncertainties, and it will enable us to 

investigate in a second stage the effect of plasma in the gasification mechanism, 

establishing solid foundations for future model developments.  
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The experiments carried out by Panerai et al.183 provide a set of experimental data which 

can be implemented into our 0D kinetic model with relative ease. A cylindrical glass tube is 

placed inside a furnace, within which the temperature can be assumed homogeneous and 

constant. The carbon bed is fitted inside the glass tube, approximately at the center of the 

furnace. The feed gas, either pure O2, CO2 or CO, flows through the tube and reaches the 

carbon bed heated by the furnace. The products are then analyzed downstream by residual 

gas analysis mass spectrometry. This simple experimental configuration can be 

approximated to a plug flow reactor under a limited number of assumptions, the most 

important being that the fluid is perfectly mixed in the direction perpendicular to the axis. 

In addition, the high-temperature oxidation experiments were performed using FiberForm, 

a carbon fiber material which is thoroughly characterized184–186 and therefore an excellent 

candidate for modelling purposes. Thus, this experimental set of data represents a good 

benchmark for the validation of our 0D kinetic model. The parameters taken by the 

experimental work of Panerai et al.183 and used in our modelling study are listed in Table 

2.6. Note that for the validation step with their experiments183, the temperature is assumed 

constant and homogeneous throughout the reactor tube in the model. This assumption is 

needed since we had no information about the actual temperature at the carbon bed. We 

know from our experiments that the temperature increases locally where oxidation 

reactions take place, due to their exothermic nature. However, the use of a furnace, as in 

Panerai et al.183, may help to maintain the temperature uniform in the carbon bed, and we 

believe that this supports our assumption. In our experiments, on the other hand, the 

carbon bed is partially heated by the plasma, and locally heated by oxidation reactions. 

Therefore, we measured the temperature variations in the carbon bed, as well as without, 

with the aim of linking our modelling results, for fixed Tg, to our experiments (see Chapter 

5, section 5.2.6 below). 

Table 2.6. Parameters used for the 0D simulations, taken from Panerai et al.183, with Co mass being the carbon 

mass at the beginning of the each experimental test. 

Test Feed gas Tg [K] p [Pa] C0 mass [g] Carbon bed 

length [mm] 

mass flow 

rate [g s-1] 

O2_A O2 518 2172 1.366 20 2.36 

O2_E O2 1086 3668 1.357 20 2.34 

O2_H O2 1502 6180 1.372 20 2.34 

O2_H600 O2 1502 1900 0.372 7.18 2.34 

CO2_C CO2 983 2674 1.350 20 2.31 

CO2_H CO2 1413 4176 1.330 20 2.31 

CO_C CO 1508 3954 1.383 20 2.06 
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The notation for each individual test listed in Table 2.6 is taken from Panerai et al.183. The 

notation indicates the feed gas (O2, CO2 or CO), while the letters A, E, H and C were 

arbitrarily chosen by Panerai et al.183 to enumerate the tests, but in fact they correspond 

to different temperatures (see Table 2.6). Note that only the tests for which the product 

concentrations were recorded over time and provided from the experiments have been 

used in this study. For test O2_H, we performed an additional simulation, named O2_H600, 

with pressure, carbon mass and carbon bed length after 10 minutes of treatment. For each 

single test, the temperature is assumed constant and homogenous throughout the reactor 

tube inside the furnace. The experiments were carried out at controlled mass flow rate, 

with variable pressure. The initial mass of each carbon bed sample was weighted, allowing 

for a more accurate calculation of the absolute total surface area (TSA), in square meters, 

for each individual test. We estimated a specific surface area of 0.16 m2/g for FiberForm, 

following the calculations presented by Gusarov et al.187. This estimation is in the same 

order of magnitude of other carbon fibers188,189. The TSA is a useful parameter to estimate 

the density of active sites Csurf (cm-3), as described in formula 2.24: 

Csurf = b * B * NA * TSA/Vbed * 10-6  (2.24) 

where b is a fitting parameter, B is the active site density over the surface in mole m-2, NA 

is the Avogadro number and Vbed is the volume of the carbon bed in cubic meters. The 

choice of introducing the parameter b to calculate the active site density Csurf is justified by 

the influence of the experimental pressure on the reactivity of the carbon materials. 

Ismail188 observed that at pressures above 2.67 kPa, a new type of active sites is activated. 

In molecular-beam studies, the pressure is typically near vacuum. Therefore, it is 

reasonable to assume that at higher pressures, such as in the experiments by Panerai et 

al.183, the density of active sites is larger. This is consistent with the fact that without a 

fitting parameter to enhance the reactivity, the simulations predict a negligible effect of 

the carbon bed, in contrast with the experimental observations. We decided to keep b fixed 

at 30, as it provided the best agreement with the experiments. We do not expect b to vary 

significantly between one test and another, as the pressure is maintained within the same 

order of magnitude throughout the entire experimental study. We would like to point out 

that the chemistry set and the model developed for this study are only suitable to 

quantitatively simulate the performance of the gasification process under the conditions 

tested in the experiments by Panerai et al.183. With the aim of describing a different system 

(e.g. with different carbon materials or operational pressure), a tuning of the kinetic model 

may be required. Nevertheless, the model can still provide insights into the underlying 

mechanisms, even when the experimental conditions vary. The validation of the 0D model 
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with the experiments of Panerai et al.183 and the discussion of the experimental trends 

observed within the experiments described in Section 3.1 will be presented in Chapter 5. 

 

Appendix A. Chemistry set 

Table A1. List of the 101 CO2 vibrational states considered in this study, with the corresponding energies and 

statistical weights. Details on the notation used, as well as on the calculation of the vibrational energies, can 

be found in Section 2.2.3. 

Vibrational state Energy (eV) Statistical weight 

CO2(00001) 0.000000 1 

CO2(01101) 0.082793 2 

CO2(02201) 0.165728 2 

CO2(10002) 0.165742 2 

CO2(11102) 0.248597 4 

CO2(03301) 0.248807 2 

CO2(00011) 0.291257 1 

CO2(20003) 0.331312 3 

CO2(12202) 0.331593 4 

CO2(04401) 0.332032 2 

CO2(01111) 0.372499 2 

CO2(21103) 0.414216 6 

CO2(13302) 0.414733 4 

CO2(05501) 0.415403 2 

CO2(02211) 0.453883 2 

CO2(10012) 0.454254 2 

CO2(30004) 0.496695 4 

CO2(22203) 0.497261 6 

CO2(14402) 0.498018 4 

CO2(06601) 0.498924 2 

CO2(03311) 0.535413 2 

CO2(11112) 0.535558 4 

CO2(00021) 0.579419 1 

CO2(31104) 0.579636 8 

CO2(23303) 0.580449 6 

CO2(15502) 0.581450 4 

CO2(07701) 0.582590 2 

CO2(12212) 0.617004 4 

CO2(20013) 0.617074 3 

CO2(04411) 0.617089 2 
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CO2(01121) 0.659113 2 

CO2(13312) 0.698596 4 

CO2(05511) 0.698914 2 

CO2(21113) 0.699517 6 

CO2(02221) 0.738951 2 

CO2(10022) 0.739683 2 

CO2(30014) 0.779701 4 

CO2(22213) 0.779923 6 

CO2(14412) 0.780333 4 

CO2(06611) 0.780889 2 

CO2(03321) 0.818936 2 

CO2(11122) 0.819440 4 

CO2(00031) 0.864490 1 

CO2(04421) 0.899069 2 

CO2(12222) 0.899341 4 

CO2(20023) 0.899764 3 

CO2(01131) 0.942641 2 

CO2(05521) 0.979351 2 

CO2(13322) 0.979388 4 

CO2(21123) 0.979571 6 

CO2(02231) 1.020937 2 

CO2(10032) 1.022033 2 

CO2(22223) 1.059523 6 

CO2(14422) 1.059583 4 

CO2(30024) 1.059647 4 

CO2(06621) 1.059786 2 

CO2(03331) 1.099382 2 

CO2(11132) 1.100247 4 

CO2(00041) 1.146474 1 

CO2(12232) 1.177932 4 

CO2(04431) 1.177976 2 

CO2(20033) 1.179387 3 

CO2(01141) 1.223087 2 

CO2(05531) 1.256721 2 

CO2(13332) 1.257116 4 

CO2(21133) 1.257653 6 

CO2(02241) 1.299846 2 

CO2(10042) 1.301308 2 

CO2(06631) 1.335618 2 

CO2(14432) 1.335773 4 

CO2(22233) 1.336065 6 

CO2(30034) 1.336539 4 
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CO2(03341) 1.376755 2 

CO2(11142) 1.377985 4 

CO2(00051) 1.425377 1 

CO2(04441) 1.453814 2 

CO2(12242) 1.454809 4 

CO2(20043) 1.455948 3 

CO2(01151) 1.500456 2 

CO2(05541) 1.531026 2 

CO2(13342) 1.531782 4 

CO2(21143) 1.532678 6 

CO2(02251) 1.575683 2 

CO2(10052) 1.577514 2 

CO2(06641) 1.608392 2 

CO2(14442) 1.608906 4 

CO2(22243) 1.609554 6 

CO2(30044) 1.610381 4 

CO2(03351) 1.651060 2 

CO2(11152) 1.652658 4 

CO2(04451) 1.726590 2 

CO2(12252) 1.727951 4 

CO2(20053) 1.729453 3 

CO2(05551) 1.802273 2 

CO2(13352) 1.803393 4 

CO2(21153) 1.804650 6 

CO2(06651) 1.878112 2 

CO2(14452) 1.878988 4 

CO2(22253) 1.879995 6 

CO2(30054) 1.881178 4 

 

 

 

Table A2. Chemistry set proposed in this work. Rate coefficients in cm3 s-1 or cm6 s-1, for two-body and three-

body reactions, respectively, while Te in eV and Tg in K. Note that CO2 represents the sum of all the CO2 

vibrational states considered in this study and no scaling laws were applied to the rate coefficients to account 

for the vibrational energy of the reactants, unless specified differently (i.e. for electron-impact vibrational 

excitation and V-T, V-V-T and V-V reactions).   

Reaction  Rate coefficients Reference 

e- impact ionization/excitation/dissociation 

e + CO2 → e + e + CO2
+ EEDF 135  

e + CO2 → e + CO + O(1D) EEDF 160 

e + CO2 → e + CO(a3Π) + O EEDF 160 

e + CO2 → e + CO2(E1) EEDF (see section 3.4) 
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e + CO2 → e + CO2(E2) EEDF (see section 3.4) 

e + CO2 → e + CO2(v1v2v3) EEDF (see section 3.2) 

e + CO → e + e + CO+ EEDF 135 

e + CO → e + C + O EEDF 135 

e + CO → e + CO(a3Π) EEDF 135 

e + O2 → e + e + O2
+ EEDF 135 

e + CO → e + C + O EEDF 135 

e + CO → e + C + O(1D) EEDF 135 

e + O → e + e + O+ EEDF 135 

e + O ↔ e + O(1D) EEDF 135 

   

e- impact recombination or attachment/detachment 

e + CO2 → CO + O- EEDF 135 

e + CO → C + O- EEDF 135 

e + O2 → O + O- EEDF 135 

e + CO2
+ → CO + O 10-5Te

-0.5Tg
-0.1 190,191 

e + CO2
+ → C + O2 1.07 × 10-5Te

-0.5Tg
-0.1 192 

e + CO+ → C + O 3.46 × 10-8Te
-0.48 193,194 

e + O2
+ + M → O2 + M 1 × 10-26 190 

e + O2
+ → O + O 6.46 × 10-5Te

-0.5Tg
-0.5 193 

e + O + M → O- + M 1 × 10-31 195 

e + O- → e + e + O EEDF 135 

Ion-neutral and ion-ion reactions 

CO2
+ + O → CO2 + O+ 9.62 × 10-11 196 

CO3
- + O → CO2 + O2

- 8 × 10-11 197 

CO4
- + O → CO3

- + O2 1.4 × 10-10 198 

O2
- + O → O2 + O- 1.5 × 10-10 198 

O2
+ + C → CO+

 + O 5.2 × 10-11 196 

CO2
+ + O → O2

+
 + CO 1.64 × 10-10 196 

CO2
+ + O2 → CO2 + O2

+ 5.3 × 10-11 196 

CO+ + O2 → CO + O2
+ 1.2 × 10-10 196 

O+ + CO2 → O + CO2
+ 4.5 × 10-10 192 

CO+ + CO2 → CO + CO2
+ 1 × 10-9 198,199 

O+ + CO2 → O2
+ + CO 4.5 × 10-10 192 

O+ + O- → O + O 4 × 10-8(300 Tg⁄ )
0.43

 
200 

O2
+ + O- → O2 + O 1 × 10-7 190 

O2
+ + O- → O + O + O 2.6 × 10-8 200 

O2
+ + O2

- → O2 + O2 2 × 10-7 200 

O2
+ + O2

- → O2 + O + O 4.2 × 10-7 190 

O2
+ + O2

- + M → O2 + O2 + M 2 × 10-25 201 

O2
+ + CO3

- → CO + O2 + O 3 × 10-7 190 

O2
+ + CO4

- → CO + O2 + O2 3 × 10-7 190 

CO2
+ + O2

- → CO + O2 + O 6 × 10-7 195 

CO2
+ + CO3

- → CO2(10002) + CO2(10002) + O 5 × 10-7 195 

CO2
+ + CO4

- → CO2(10002) + CO2(10002) + O2 5 × 10-7 195 
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O- + M → O + e + M 2.3 × 10-9 exp(- 26000 Tg⁄ ) 202–204 

O2
- + M → O2 + e + M 2.7 × 10-10(300 Tg⁄ )

0.5
exp(- 5590 Tg⁄ ) 

205 

O- + O → O2 + e 2.3 × 10-10 206 

O- + CO → CO2 + e 5.8 × 10-9𝑇𝑔
−0.39 207 

O- + CO2 + CO2 → CO3
- + CO2 1.5 × 10-28 198,208 

O- + CO2 + CO → CO3
- + CO 1.5 × 10-28 198,208 

O- + CO2 + O2 → CO3
- + O2 3 × 10-28 198,208 

O2
- + CO2 + M  → CO4

- + M 4.7 × 10-29 198,208 

V-V, V-V-T and V-V reactions (see section 3.3) 

Neutral-neutral reactions 

CO2 + M  → CO + O + M 6.06 × 10-10exp(- 52525 Tg⁄ ) 209 

CO2 + O  → CO + O2 7.05 × 10-12exp(- 18161.22 Tg⁄ ) 210 

CO2 + C  → CO + CO 1 × 10-15 211 

CO + M  → C + O + M 1.52 × 10-4(Tg 298⁄ )
-3.1

exp(- 129000 Tg⁄ ) 
212 

O2 + M  → O + O + M 3 × 10-6Tg
-0.1exp(- 59380 Tg⁄ ) 212 

O2 + CO  → O + CO2 3.99 × 10-14exp(- 15274.67 Tg⁄ ) 213 

CO + O + CO2  → CO2 + CO2 5.81 × 10-33exp(- 1510 Tg⁄ ) 212,214 

CO + O + CO  → CO2 + CO 2.49 × 10-33exp(- 1510 Tg⁄ ) 212,214 

CO + O + O2  → CO2 + O2 9.96 × 10-33exp(- 1510 Tg⁄ ) 212,214 

O + C + M → CO + M 2.14 × 10-29(Tg 300⁄ )
-3.08

exp(- 2114 Tg⁄ ) 
212 

O2 + C + M → CO + O + M 1.99 × 10-10exp(- 2010 Tg⁄ ) 215 

O + O + M → O2 + M 5.2 × 10-35exp( 900 Tg⁄ ) 212 

CO(a3Π) + O2  → CO + O + O 2.4 × 10-11 216 

CO(a3Π) + CO  → CO2 + C 9.12 × 10-13 216 

CO(a3Π) + CO2  → CO + CO + O 5 × 10-12 217 

CO + O(1D)  → CO2 8 × 10-11 218 

Collisional quenching of electronic states 

CO(a3Π) + O  → CO + O 1.9 × 10-10 219 

CO(a3Π) + O2  → CO + O2 2.4 × 10-11 216 

CO(a3Π) + CO  → CO + CO 5.6088 × 10-11 216 

CO(a3Π) + CO2  → CO + CO2 5 × 10-12 217 

O(1D) + O  → O + O 8 × 10-12 220 

O(1D) + O2  → O + O2 3.12 × 10-11exp( 70 Tg⁄ ) 221 

O(1D) + CO  → O + CO 4.7 × 10-11exp( 62.542 Tg⁄ ) 222 

O(1D) + CO2  → O + CO2 7.9 × 10-11exp( 133 Tg⁄ ) 221 

CO2(E1) + M  → CO2 + M 1 × 10-11 (see section 3.4) 

CO2(E1) + M  → CO2 + M 1 × 10-11 (see section 3.4) 

 

 

 



 
— 

71 

Chapter 3 Experimental approach 

3.1 CO2 gliding arc plasmatron with post-discharge carbon bed4 

3.1.1 Experimental setup 

In this thesis, we investigate the conversion of CO2 by a gliding arc plasmatron (GAP) in 

combination with a carbon bed after the plasma reactor, to promote O/O2 removal and 

increase the CO fraction in the exhaust mixture, as detailed in Section 1.4.1. The GAP used 

here was originally developed by Nunnally et al.223 and previously described in detail by our 

group224. We used pure CO2 as reactant gas in the plasma reactor (Air Liquide, purity 

99.995%; flow rate kept constant at 10 standard liters per minute (slm)). The flow rate was 

adjusted with a Bronkhorst volumetric flow controller. The cathode and anode (stainless 

steel) were connected to an AC current source-type power supply (AFS) and to the ground, 

respectively. Electrode degradation (e.g., due to ablation) was very limited at the 

conditions under study. Indeed, this AC power supply reduces the thermal stress on the 

developing cathode spots. Furthermore, we utilize a strongly turbulent internal gas flow, 

which efficiently cools down the electrodes. Voltage and current were measured by using 

a high-voltage probe (Cal Test Electronics CT4028) and a current sense resistor (2 Ω) 

connected to a two-channel digital oscilloscope (Keysight DSOX1102G). Based on the 

product of measured voltage and current, we calculated the power injected in the plasma. 

The plasma arc was formed between both electrodes, as previously described224, and can 

also partly leave the reactor through the anode (reactor outlet)31, forming an afterglow in 

contact with the carbon bed, placed at the anode exhaust.  

The general scheme, including the GAP plasma reactor, the carbon bed and the silo, is 

illustrated in Figure 3.1A, and a picture is given in Figure 3.1B. 

                                                                 

 

4The experiments were performed by Dr. Fanny Girard-Sahun at the PLASMANT lab, with my support, and 
are part of the following paper: 

Carbon bed post-plasma to enhance the CO2 conversion and remove O2 from the product stream 
O.Biondo*, F. Girard-Sahun*, G. Trenchev, G. van Rooij, A. Bogaerts 
Chemical Engineering Journal 442, 136268 (2022) 
https://doi.org/10.1016/j.cej.2022.136268 
*Shared first author 

https://doi.org/10.1016/j.cej.2022.136268
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Figure 3.1. Scheme (A) and picture (B) of the GAP plasma reactor setup, including the carbon basket and silo. 

Note: The scheme is not at scale. 

The carbon basket is directly attached to the anode. The silo containing spare carbon is 

attached to the basket through the exhaust reactor body. A metallic mesh is used at the 

anode exit to keep the carbon pellets out of the plasma reactor. Two dedicated ports allow 

measuring the temperature inside the carbon bed, at 15 and 35 mm from the anode exit; 

see Figure 3.2.  

 

Figure 3.2. Scheme (left) and picture (right) of the post-plasma reactor tube with several ports for the K-type 

thermocouples (named Tx, with x = 1 to 14). The “zero” position corresponds to the reactor outlet (anode exit 

position). T1 and T2 (at 15 and 35 mm) measure the temperature inside the carbon bed; cf. Figure 3.1). 
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The reactor outlet (length 26 mm and inner diameter 7.07 mm, see Figure 3.3) was 

designed so that the contact of the plasma afterglow and the carbon bed is maximized: the 

aperture on the basket side is wider (Figure 3.3C), so that the carbon can get closer to the 

arc, which improves the contact between active plasma species and the carbon, and also 

takes benefit of the high temperature of the arc (3000 K according to computer 

simulations)30. 

 

Figure 3.3. A. and B. Side view and front view of the anode. C. Anode and basket assembled. 

The basket was filled with ca. 5 g of carbon pellets for each plasma run. We used two 

different types of commercial carbon materials of different quality and particle size: 

activated charcoal Norit PK 1-3 (Sigma Aldrich, 1-3 mm typical pellet size, from peat, steam 

activated; named charcoal 1 in the figures below) and untreated activated charcoal C3014 

(Sigma Aldrich, typical pellet size of 250-850 µm; named charcoal 2). Note that there is a 

very wide variety of commercial carbon samples available in the market. The particle size 

is usually the main (even sometimes the only one) parameter given by carbon suppliers. 

Therefore, the particle size of different carbon materials is an easy parameter to compare, 

but in future work, we also plan to compare carbon samples with the same particle size but 

different specific surface area and morphology, if available. The surface area of charcoal 1 

and charcoal 2, as received, was estimated by N2-Brunauer-Emmett-Teller (BET) 

measurements to be 705 ± 71 and 703 ± 70 m2/g, respectively (see section 3.1.2. for details 

on the technique). The surface area of charcoal 1 was also measured after 7 minutes of 

treatment, in order to estimate the surface variation resulting from gasification reactions. 

The morphology of the charcoals as received, as well as after the gasification reactions, was 

investigated by scanning electron microscopy (SEM-see section 3.1.2.). The collected 

images are reported in Figure 3.4.  
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Figure 3.4. SEM images of charcoal 1, before and after the gasification reaction. 

A silo (stainless steel) containing fresh carbon was inserted inside the basket through the 

post-plasma reactor tube, to provide a continuous source of carbon during the reaction 

and avoid carbon depletion upon reaction with O/O2 (within the limits of the carbon 

volume contained in the silo, i.e., approx. 200 cm3, see Figure 3.1A). It can be refilled with 

carbon through an opening on its top (Figure 3.1B). A mesh (stainless steel) was added at 

the anode exit to hold the carbon pellets inside the basket and avoid disturbing the arc 

inside the plasma reactor by creating a short circuit. In addition, the temperature in the 

carbon bed during operation was measured by means of two thermocouple ports along the 

basket (see Figure 3.1A-B). 

Filters were placed on the exhaust line to make sure that the charcoal/ash particles did not 

enter the gas analytical equipment. The exhaust gas composition (CO2, CO and O2) was 

analysed online by NDIR (Non-Dispersive Infrared Spectroscopy, for CO2 and CO) and by an 

optical oxygen sensor (for O2). Besides, the exhaust gas mixture was also analysed by gas 

chromatography (GC); see next section.  

The post-plasma reactor tube was designed specifically for the purpose of these 

experiments, i.e., (1) to accommodate the carbon basket combined with the silo, and (2) to 

measure the temperature in the post-plasma region as a function of distance from the 

reactor outlet, thanks to several ports for thermocouples. Indeed, to determine the best 

position of the carbon bed after the plasma at our operating conditions, we first measured 

the temperature profile in the post-plasma reactor tube with K-type thermocouples with 
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four-channels type data loggers (Thermosense) in a free-reactor (i.e., without carbon bed; 

see Figure 3.2).  

 

3.1.2 Characterization of the carbon materials 

The carbon materials (namely charcoal 1 and 2) used in this study were characterized by 

BET analysis, scanning electron microscopy (SEM) and thermogravimetric analysis coupled 

with mass spectrometry (TGA-MS).  

The specific surface area of charcoal 1 and 2 was calculated by the BET method. Prior to 

the measurements, the samples were degassed for 16 hours under vacuum at 200 °C. The 

sorption was then performed under N2 atmosphere using a Quantachrome Quadrasorb SI.  

For SEM analysis, an FEI Quanta 250 FEG scanning electron microscope was used. It was 

operated at 20 kV and the secondary electron detector was used to generate the images. 

The working distance (distance between the sample and the polepiece, i.e. the last lens of 

the imaging system; "WD") is given in the bar below every image and was always between 

8 and 10 mm. To prepare the sample, a chuck of the charcoal was attached to the 

aluminium SEM stub using double-sided carbon tape. No further treatment of the sample 

was needed (like coating or crushing).  

Thermogravimetric analysis (TGA) was used for studying the thermal properties of the 

activated charcoal, using a Mettler Toledo TGA-DSC 3+. The measurement was performed 

under a continuous flow of argon or oxygen i.e. 100 mL/min (80 mL/min protective gas to 

protect the balance + 20 mL/min purge gas). The sample was first flushed 45 min at 30 °C 

to remove all the air from the oven, and then heated up from 30 to 1000 °C with a heating 

rate of 10 °C/min. An alumina crucible of 150 µL was used. TGA was associated with a mass 

spectrometer to analyse the products from charcoal pyrolysis. The detection of the gaseous 

products was performed with a HPR-20 R&D (Hiden) mass spectrometer, controlled by 

EGAsoft software. The following settings were used: an electron voltage of 70 eV and an 

emission current of 400 mA. An electron multiplier (SEM) detector was used to scan m/z 

from 1 to 19, from 21 to 39 and from 42 to 120. 
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3.1.3 Gas analysis techniques 

The exhaust gas mixture was analysed via various analytical techniques, to ensure the 

accuracy of the measurements. Non-dispersive infrared spectroscopy (NDIR) (X-STREAM 

enhanced general purpose process gas analyzer (XEGP) from Emerson) was used to analyse 

in real time the CO2 and CO concentration profiles. Furthermore, we used a specific optical 

oxygen gas sensor (FDO2, Pyroscience science technology) to measure the O2 concentration 

continuously over time. We always started the measurements before plasma ignition, to 

first measure the blank composition, needed for the conversion calculation (i.e., 100 % 

CO2). All measurements were performed in triplicate. 

In addition, we also analysed the exhaust gas with a three-channel compact gas 

chromatograph from Interscience. Each channel leads to a different column and detector. 

Two channels were used for this study: (1) carboxen and molsieve columns (1010 PLOT and 

5A, respectively) were used to separate the permanent gases, such as O2, N2 and CO, 

further detected with a thermal conductivity detector (TCD); and (2) two RT Q-bond 

columns (3 m and 10 m length, respectively) were used for the pre-separation and 

separation of CO2 from the permanent gases, leading to a second TCD. The concentrations 

of the different products were calculated based on prior calibration of the GC in the 

concentration ranges of interest. As the GC analyses a sample immediately after sampling, 

a waiting time of about 6 minutes (time to get the chromatogram) was needed between 

one measurement and another. Moreover, this technique does not allow on-time 

measurements. Therefore, we compared the optical measurements (NDIR and optical O2 

sensor) with the GC measurements, to ensure their accuracy and to eventually use them 

for calculating the performance of the GAP with carbon bed in terms of CO2 conversion and 

CO and O2 concentrations. The methods agreed well within a 1% error margin and the 

comparison is shown later in Chapter 5, figure 5.3C.  

 

3.1.4 Performance calculations 

The conversion of CO2 is usually defined as: 

XCO2
 (%) = ([CO2]blank - [CO2]plasma)/[CO2]blank *100%, (3.1) 

with [CO2]blank and [CO2]plasma the CO2 concentrations in the blank (without plasma) and 

during plasma, respectively (in %). 
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However, pure CO2 splitting results in the expansion of the gas (CO2 → CO + 1/2O2) i.e., 1 

molecule of CO2 produces 1.5 molecules after (complete) reaction. In presence of a carbon 

bed, possible heterogeneous reactions between CO2/O2/O/CO and solid carbon might also 

occur, contributing even more to the gas expansion effect70. Consequently, the exhaust, 

gas flow rate is higher than the initial flow rate and all species are diluted in a higher volume 

than the initial one, i.e., the CO2 concentration in the final volume appears lower than it 

would be in the initial volume without expansion, resulting in an apparent higher 

conversion. Therefore, we need to know the exhaust flow rate, to correct the conversion 

from gas expansion. For this purpose, we used the method by Huang et al.70: 

Xcorr,CO2
(%) = (Qin- Qout*[CO2]out/100%)/Qin*100%, (3.2) 

with Qin and Qout the total flow rates at the inlet and outlet, respectively (mol/min). 

Qout is determined based on the oxygen balance of the gas mixtures in the inlet and 

outlet70: 

Qout (mol/min) = 2*Qin/(2*([CO2]out/100%+[O2]out/100%)+[CO]out/100%). (3.3) 

Besides the CO2 conversion and the CO and O2 concentrations in the exhaust mixture, we 

also calculated the energy efficiency and energy cost for our experiments. For this purpose, 

we need to know the specific energy input (SEI). The latter is the ratio of power over flow 

rate, and is defined as: 

  SEI (kJ/mol) = (P*60/Q CO2,in) *Vm, (3.4) 

with P the power delivered into the plasma (kW), Q CO2,in the inlet CO2 flow rate in slm, 60 

is the number of seconds per minute (s/min) and Vm the molar volume at atmospheric 

pressure and room temperature (24.5 L/mol). 

The energy efficiency is defined as: 

η (%) = ΔHR
° *(Xcorr,CO2

)/SEI (kJ/mol). (3.5) 

Based on our modelling insights, we expect the RBR to play only a minor role in the 

chemistry at the conditions under study. Therefore, the ΔHR
°  used in the calculation refers 

to pure CO2 splitting, i.e.,  ΔHR
°  = 283 kJ/mol (cf. Equation (1.1)).  
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Finally, the energy cost of the CO2 conversion process is defined as: 

 EC (kJ/L) = SEI (kJ/L)/(Xcorr,CO2
/100%) = (SEI (kJ/mol)/ Vm)/(Xcorr,CO2

/100%). (3.6) 

 

3.2 Laser scattering setup5 

In this section, the main characteristics of the plasma setup and applied diagnostics, used 

in Chapter 6 and 7, are illustrated. First, the experimental setup is presented, followed by 

the different types of laser scattering applied within this thesis. In the last section, the gas 

chromatography measurements, performed separately from the laser scattering 

measurements, are introduced. 

 

3.2.1 Experimental setup 

The reactor configuration used in our experiments was already applied to CO2 conversion 

in earlier studies conducted at the Dutch Institute for Fundamental Energy Research 

(DIFFER), and thoroughly described elsewhere25,225. Following the same method as van de 

Steeg et al.51, we make use of combined Thomson-Raman scattering to obtain spatially 

resolved values of Te and ne, as well as rotational temperature, assumed to be in 

equilibrium with Tg. We couple this laser scattering to a MW plasma setup as schematically 

illustrated in Figure 3.5. 

                                                                 

 

5The description of these diagnostics is part of the following papers: 
Power concentration determined by thermodynamic properties in complex gas mixtures: the case of plasma 

based dry reforming of methane 
O.Biondo, A. Hughes, A. van de Steeg, S. Maerivoet, B. Loenders, G. van Rooij, A. Bogaerts 
Plasma Sources Sci. Technol. 32, 045001 (2023) 
https://doi.org/10.1088/1361-6595/acc6ec 
 
Flow pattern control avoids solid carbon deposition in plasma-based dry reforming of methane 
O.Biondo, C. F. A. M. van Deursen, A. Hughes, A. van de Steeg, W. Bongers, M. C. M van de Sanden, G. van 

Rooij, A. Bogaerts 
In preparation for submission to Chemical Engineering Journal 

https://doi.org/10.1088/1361-6595/acc6ec
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Figure 3.5. Schematic of the combined plasma-laser scattering setup. 

A 2.45 GHz magnetron of 1 kW input power provides microwaves to the plasma, ignited in 

a quartz tube of 27 mm inner diameter. The quartz tube is positioned at a 90° angle from 

the long side of a WR340 waveguide. Optimal power transfer to the plasma is achieved by 

the combination of an adjustable short and EH tuner. More details are available in the 

doctoral thesis of van de Steeg225, where the reactor setup was fully characterized. CO2 

(99.995 % purity) and CH4 (4.5 grade) are premixed and tangentially injected into the 

reactor by two nozzles, located 100 mm upstream of the waveguide center. The tangential 

injection is used to create a swirl flow in the tube, protecting the walls from overheating 

and eventually melting, and the volumetric flow rate is fixed at 10 or 17 slm. All the 

experiments presented in Chapter 6 are conducted in a forward vortex (FV) flow 

configuration, whereas FV and reverse vortex (RV) flow configuration226 are compared in 

Chapter 7. 

A frequency-doubled Nd:YAG laser (SpectraPhysics GCR-230, 30 Hz, 400 mJ per 10 ns pulse, 

532 nm) is focused into the reactor along the axial direction and the scattered light is 

collimated and focused into a Littrow spectrometer. Attenuation of the intense Rayleigh 

scattered light and stray light is necessary to resolve Thomson and Raman signals. 

Therefore, a volume Bragg grating filter is placed before the entrance of the fiber array. 
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The resulting spectrally resolved image is captured by an intensified camera (Princeton 

Instruments PI-MAX, 40 ns gate-width). Additionally, all measured images are corrected for 

the sensitivity of most optical components (camera, fibers, spectrometer), as calibrated 

with an integrating sphere. More details regarding the laser scattering setup, along with a 

discussion of the improvements introduced to the diagnostics, are available 

elsewhere51,225.  

In Chapter 6, we characterize the optical emission distribution and its evolution as a 

function of pressure (in the range of 75-500 mbar) for small additions of CH4 (up to 30% of 

total volumetric flow rate) to CO2 with an image intensified CCD high-speed camera. After 

ignition of the plasma in pure CO2, CH4 is gradually added to the feed gas in steps of 0.5 slm 

to ensure stability of the discharge and prevent carbon deposition inside the reactor, which 

may lead to operational issues. Severe carbon deposition inside the quartz tube is observed 

after ca. 5 minutes of operation with 30% CH4 in the feed gas.  Imaging of the plasma by 

OES is widely used in the context of CO2 discharges51,227–231. In particular, the O 777 nm 

emission line intensity is often followed to reconstruct the shape of the plasma and, 

sometimes even the power density distribution232. Of course, this technique is only suitable 

when the optical emission arises from electron-impact excitation to the upper excited state 

involved, as is the case for the 777 nm O(3s5S0 ← 3p5P) transition232. An example of the 

plasma geometry obtained through OES imaging, along with the radial resolution of the 

laser scattering measurements, is displayed in Figure 3.6. The radial resolution is obtained 

by taking multiple spectra at different positions of the plasma relative to the laser and has 

a typical step size of 0.5 mm. The required motion is provided by an automated translation 

stage on which the entire plasma setup is mounted. Individual spectra contain a fine axial 

resolution of 8 mm along the laser propagation direction, as the linear fiber array images 

ca. 20 fibers (400 μm fiber diameter) simultaneously on the camera. The radial resolution 

is obtained by taking multiple spectra at different positions of the plasma relative to the 

laser and has a typical step size of 0.5 mm. The required motion is provided by an 

automated translation stage on which the entire plasma setup is mounted. Individual 

spectra contain a fine axial resolution of 8 mm along the laser propagation direction, as the 

linear fiber array images ca. 20 fibers (400 μm fiber diameter) simultaneously on the 

camera. As integrated optical emission is generally not linear with power density but a 

complicated function of species densities and temperatures, a correction factor is used to 

estimate the plasma volume from the radial and axial decays of the 777 nm line emission. 

Viegas et al.228 proposed to calculate the correction factor as the ratio of (Λne
) over the 

FWHM of the 777 nm line emission distribution (Λ777). Later, in Section 6.3.4, we provide 

an estimation of the Λne
/Λ777 ratio from our experimental results and compare them with 
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Viegas et al.228. More details on the derivation of the plasma dimensions are available in 

Wolf et al.232. 

 

Figure 3.6. Plasma photograph (120 mbar, 1000 W, 10 slm CO2). The black line represents the laser chord that 

is covered by the fiber array to yield axial profiles in a single experiment. The white lines represent the scanning 

of the entire reactor with respect to the laser to yield radial profiles. 

 

3.2.2 Laser scattering 

Laser scattering is used for the characterization of the CO2 and DRM MW plasma in Chapter 

6 and 7 of this thesis. The use of laser scattering enables good spatial resolution, excellent 

temporal resolution and non-intrusiveness for measurements of vibrational and rotational 

temperatures, electron properties and the heavy-particle composition. Within this thesis, 

two types of laser scattering are used: inelastic scattering on molecules (Raman scattering) 

and elastic scattering on free plasma electrons (Thomson scattering). A third type of laser 

scattering, namely elastic scattering on molecules (Rayleigh scattering), is often applied to 

measure Tg
25,233,234, gas density (pressure)235 and composition (assuming local chemical 

equilibrium)25. However, in this study Tg is measured by rotational Raman scattering. Thus, 

Rayleigh scattering is not used. Figure 3.7 contains an overview of the different types of 
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laser scattering, their spectral shape (specifically for CO2 in the case of Raman scattering) 

and the type of information obtained. 

 

Figure 3.7. Overview of laser scattering types. Left: The Rayleigh and Raman processes illustrated with 

rovibrational energy levels. Right: Spectral signature of different scattering types: Rayleigh scattering, 

Thomson scattering and rotational Raman scattering. The effect of increasing temperatures on the Raman 

spectra is indicated. This figure is adapted from the doctoral thesis of van de Steeg225. 

 

3.2.2 (a) Raman scattering 

Raman scattering is a robust technique to infer the populations of rotational and vibrational 

states of the present molecules by inducing a change in quantum number of the scattering 

species. In rotational Raman scattering, the change in quantum number, usually ΔJ = ± 2, is 

spectrally close to the laser fundamental due to the small energy separation of rotational 

states (Figure 3.7)236. In addition, spontaneous Raman scattering on O atoms is used for 

quantitative oxygen detection237. The wavelength of the scattered photon changes 

depending on the type of scattering particle and amount of excitation, enabling the 

fingerprinting of the rotational and vibrational distribution functions of the target species. 

In our study, we use rotational Raman scattering in pure CO2 and CO2/CH4 plasmas to 

spatially resolve the rotational temperature Trot, which can be assumed equilibrated with 

Tg. Moreover, this powerful technique can be applied to detect and quantify the number 

densities of multiple Raman active molecules in the spectral range of a single 
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measurement, as previously demonstrated56,234,238,239. However, the addition of CH4 poses 

extra complications to the in-situ characterization of the plasma-activated gas mixture. The 

detection of CH4 dissociation products, such as CH3 and CH radicals, requires more 

sophisticated laser techniques (e.g. laser-induced fluorescence (LIF)240, coherent anti-

Stokes Raman scattering (CARS)241–243 and photo-fragmentation LIF244), which are currently 

not suitable for our setup. Therefore, the quantification of the species formed in the plasma 

upon the addition of CH4 and the full characterization of the gas mixture are delegated to 

future studies. 

 

3.2.2 (b) Thomson scattering 

Thomson scattering originates from the elastic scattering of the laser photons on the free 

plasma electrons and takes the shape of a single peak around the laser wavelength (Figure 

3.7). However, this peak is much wider than the Rayleigh peak due to an increased Doppler 

width, caused by the smaller mass and generally higher temperature of the electrons245. 

The cross-section of Thomson scattering is high, but because of the typically low ionization 

degree of CO2 plasma232, the absolute strength of Thomson scattering remains low. That is 

the reason why we use a Bragg grating filter to attenuate the Rayleigh signal, which 

otherwise would completely hide the Thomson feature. The total scattering intensity is 

proportional to ne, while the width of the Thomson feature is proportional to Te
245, 

providing spatially resolved measurements of these two important macroscopic 

descriptors of electrons. Thomson scattering in pure molecular discharges is complicated 

by spectral overlap of rotational Raman scattering. However, recent developments51,246–248 

enabled the disentangling of the Raman and Thomson features. We apply the technique to 

follow the radial decay and the evolution with pressure of ne and Te in Chapter 6, as well 

as, to estimate the variations with the reactor geometry in Chapter 7. For all experiments, 

the Thomson spectra are fitted as a single Gaussian centered on the laser fundamental. The 

absolute values of ne follow from calibration with the rotational Raman spectrum of N2 at 

room temperature and fixed pressure, while Te is calculated from the fitted width of the 

Gaussian. For more details on the spectral analysis, we refer to the work of Carbone and 

Nijdam245. 
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3.3 Gas chromatography6 

In Chapter 7, the reactor performance is evaluated for two different flow geometries, 

namely FV and RV configurations. The exhaust composition is measured with a gas 

chromatograph (GC) (CompactGC 4.0 model), positioned about 2 m downstream from the 

microwave cavity. N2 is added after the reactor outlet as internal standard to account for 

the flow rate changes between the reactor in- and outlet arising from e.g., formation of 

dissociation products and removal of liquids, as detailed by Wanten et al.86 and reported 

in Section 3.3.1. The gas flow going into the GC is dried using a MD-70-24 nafion filter to 

prevent overflow of the liner and ensure peak separation, which could be compromised 

due to poor stationary phase wetting. Three injection loops are used for the detection of 

all components in the gas mixture. The first loop consists of an Rt-Q-Bond pre-column (4 m 

length, 0.32 mm ID) followed by a TC-Molsieve 5A (10 m length, 0.53 mm ID) column and a 

TCD detector for the detection of CO, N2 and O2. The second loop consists of an Rt-Q-Bond 

pre-column (2 m length, 0.32 mm ID) followed by a CP-PoraBOND Q column (20 m length, 

0.32 mm ID) and a TCD detector for the detection of CO2 and C2H2. The third loop consists 

of an Rt-Q-Bond column (3 m length, 0.32 mm ID) followed by a Molsieve 5A (10 m length, 

0.53 mm ID) column and a TCD for detection of H2. The molar composition of the gas is 

then obtained from the chromatograms using linear regression after calibrating the system. 

 

3.3.1 Correction factors α and β 

Most plasma reactors are plug-flow type reactors where the reactions, taking place in 

quasi-isobaric conditions, determine a change in the total number of particles, the gas 

volume and the volumetric flow rate, along the reactor. Particularly in DRM, the change in 

concentration of the gas mixture components can be significant and the process 

parameters depending on the volumetric flow rate are affected. Therefore, neglecting the 

effect of reactions on concentrations and on the gas flux introduces a systematic error in 

the computation of process249. Furthermore, H2O is removed prior to injecting the gas in 

                                                                 

 

6 The measurements were performed by Cas van Deursen at DIFFER (Eindhoven), with my support, and are 
included in the following paper: 

Flow pattern control avoids solid carbon deposition in plasma-based dry reforming of methane 
O.Biondo, C. F. A. M. van Deursen, A. Hughes, A. van de Steeg, W. Bongers, M. C. M van de Sanden, G. van 

Rooij, A. Bogaerts 
In preparation for submission to Chemical Engineering Journal 
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the GC, and some products may be removed from the gas mixture along with H2O, thus 

leading to a change in concentration of the remaining components. If not taken into 

account, these effects can lead to significant errors regarding conversion, selectivity, etc. 

To correct for these effects, N2 is used as an internal standard and added to the gas mixture 

after the reactor outlet. In this way, two correction factors can be defined: 

α =
φplasma

φblanc

=
AIS

blanc

AIS
plasma

(1+β)-β      
(3.7) 

with φblanc and φplasma being the volumetric flow rate before and after the plasma, 

respectively, and  AIS
blanc and AIS

plasma being the integrated area of the peak detected at the 

GC of CO2 or CH4 with plasma off and on, respectively, and 

β =
φIS

φblanc

, (3.8) 

defined as the flow rate of the internal standard φIS with respect to the flow rate at the 

reactor inlet. The factor α corrects for the overall change in flow rate when comparing a 

blank to a plasma measurement, and can be expressed as a function of β and the peak 

areas of the internal standard for a blank and plasma measurement. These factors are 

derived from the work of Pinhão et al.249 by Wanten et al.86. 

 

3.3.2 Performance parameters 

The concentrations for each reactant i and product j, corrected for the dilution by the 

addition of an internal standard, can be defined for a blank and plasma measurement as: 

ci
blanc= ci,m

blanc (1 +
φIS

φblanc

) = ci,m
blanc(1+β) 

(3.9) 

ci
plasma= ci,m

plasma (1+
φIS

φplasma

) = ci,m
plasma (1+

β

α
) 

(3.10) 

cj
plasma= cj,m

plasma (1+
φIS

φplasma

) = cj,m
plasma (1+

β

α
) 

(3.11) 
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with cm being for the concentration measured at the GC. 

The conversion of a single reactant is expressed in terms of the concentrations, defined in 

equation (3.9) and (3.10), and the correction factor α defined in equation (3.7): 

Xi =
ci

blanc- α⋅ci
plasma

ci
blanc  = 1 -

α⋅ci
plasma

ci
blanc . 

(3.12) 

The total conversion is defined as the weighted average of the conversion for each 

reactant, weighted over their concentration in the inlet gas mixture: 

Xtot = ∑ ci
blanc⋅Xii . (3.13) 

The SEI and the energy cost are calculated according to equations 3.4 and 3.6 in Section 

3.1.4. The selectivity is defined as the amount of atoms a that end up in product j, with 

respect to the amount of atoms a that are available through conversion of the reactant(s) 

i. In equation form, this becomes: 

Sj,a=
μj,a⋅α⋅cj

out

∑ μi,a⋅(ci
in-α⋅ci

out)i
. 

(3.14) 

 

3.3.3 Estimation of the H2O concentration 

H2O is removed from the gas mixture before injection in the GC to ensure accurate 

measurements of the other gas components. Therefore, the concentration of H2O in the 

plasma mixture is obtained from oxygen balance equation, whose formula is written as: 

bO =
α∙(∑ μi,O∙ci

plasma
i + ∑ μj,O∙cj

plasma
j )

∑ μi,O⋅ci
blanc

i
 ∙ 100 = 100%, 

(3.15) 

assuming that the liquid fraction removed is composed of 100% H2O, as explained in 

Wanten et al.86. Equation (3.15) can be rewritten as: 

cH2O = ∑ μi,O⋅ ci
blanc

i - (α ∙ ∑ μi,O ∙ ci
plasma

i + ∑ μj,O ∙ cj
plasma

j ). (3.16) 
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Chapter 4 Insights into the limitations to 

vibrational excitation of CO2
7 

Abstract 

In this chapter, the viability of vibrational excitation is investigated in low-pressure pulsed 

discharges, with the intention of selectively exciting the asymmetric stretching mode, 

leading to stepwise excitation up to the dissociation limit of the molecule. Gas heating is 

crucial for the attainability of this process, since the efficiency of V-T relaxation strongly 

depends on temperature, creating a feedback mechanism that can ultimately thermalize 

the discharge. With the aim of backtracking the origin of gas heating in pure CO2 plasma, 

we perform a kinetic study to describe the energy transfers under typical non-thermal 

plasma conditions, using the model described in Chapter 2 (section 2.2). The validation of 

our kinetic scheme with pulsed glow discharge experiments enables to depict the gas 

heating dynamics. In particular, we pinpoint the role of V-V-T relaxation in redistributing 

the energy from asymmetric to symmetric levels of CO2, and the importance of collisional 

quenching of CO2 electronic states in triggering the heating feedback mechanism in the 

sub-millisecond scale. This latter finding represents a novelty for the modelling of low-

pressure pulsed discharges and we suggest that more attention should be paid to it in 

future studies. Additionally, O atoms convert vibrational energy into heat, speeding up the 

feedback loop. The efficiency of these heating pathways, even at relatively low gas 

temperature and pressure, underpins the lifetime of V-T non-equilibrium and suggests a 

redefinition of the optimal conditions to exploit the ladder-climbing mechanism in CO2 

discharges. 

                                                                 

 

7This chapter is based on: 
Insights into the limitations to vibrational excitation of CO2: validation of a kinetic model with pulsed 
glow discharge experiments 
O.Biondo, C. Fromentin, T. Silva, V. Guerra, G. van Rooij, A. Bogaerts 
Plasma Sources Sci. Technol., 31, 074003 (2022)  
https://doi.org/10.1088/1361-6595/ac8019  

https://doi.org/10.1088/1361-6595/ac8019
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4.1 Introduction 

Low-power glow discharges are typically grouped under the family of low-temperature 

plasmas (LTPs), which, by definition, are characterized by low Tg and a certain degree of 

vibration-translation (V-T) non-equilibrium. Therefore, this category represents a good 

candidate to explore the optimal conditions for a consistent vibrational excitation. Here, 

quenching of vibrational quanta to heat (V-T relaxation) constitutes an important pathway 

for vibrational energy loss and, consequently, gas heating48. The onset of V-T relaxation 

triggers a feedback loop between gas heating and vibrational deactivation because the rate 

coefficient of V-T relaxation increases with Tg. This eventually guides the discharge towards 

a V-T equilibrium, making the exploitation of the ladder-climbing mechanism very 

challenging15,250. In order to stop such a loop mechanism and limit Tg during the operations, 

power pulsing has been brought to attention as a convenient approach to attain high 

energy efficiency by modulating the pulse and inter-pulse duration166. Moreover, power 

pulsing enables the study of the plasma kinetics during the onset of the discharge, providing 

useful insights into the underlying mechanisms for vibrational excitation and relaxation and 

their role into the gas heating dynamics50,119,129,130,246 and the recombination of O atoms to 

O2 that can affect CO2 conversion251. Therefore, pulsed low-power glow discharges form an 

ideal testbed for validation of kinetic models. In fact, glow discharges are an extremely 

useful instrument for studying the plasma kinetics, providing a simple geometry that can 

be safely approximated to a plug flow reactor252 and allowing for the application of many 

in-situ diagnostics (e.g. Fourier transform infrared spectroscopy50, Raman scattering239, 

optical emission spectroscopy (OES)253 and actinometry254).  

With this in mind, we chose to verify our kinetic scheme for vibrational excitation and 

heating dynamics in CO2 low-temperature plasmas, detailed in Chapter 2, with the 

experiments presented by Klarenaar et al.50. This set of experiments was already applied 

to unveil the relevant reactions for vibrational excitation, during the active phase of the 

discharge130, and relaxation, in the afterglow129. These two contributions opened the 

possibility of using a state-to-state approach to benchmark the validity of a multi-

temperature description of CO2 plasmas for capturing some essential features of non-

equilibrium phenomena, as previously done for N2
255, with reduced computational effort. 

For instance, Kosareva et al.256 demonstrated that the state-to-state approach can be 

substituted by the multi-temperature approach for the problem of spatially homogeneous 

relaxation in non-equilibrium CO2 flows, without sacrificing the accuracy of the results. The 

multi-temperature description consisted of up to 4 different temperatures, namely Tg, and 

the vibrational temperatures of the symmetric stretching (T1), bending (T2) and asymmetric 

(T3) levels256. Alternatively, symmetric and bending modes can be described by T12 thanks 
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to the Fermi resonance between their levels (as described in section 2.1), reducing the 

description to a three-temperature model. 

Despite Tg is a key parameter determining the efficiency of vibrational energy exchanges 

and, more in general, a macroscopic descriptor of plasmas, only a few modelling studies 

featured its self-consistent calculation for CO2 discharges. This means that in most cases 

we can only estimate the degree of vibrational excitation when we know Tg from the 

experiments. The possibility of calculating Tg from the discharge parameters (i.e. power and 

volume) enables an appropriate understanding of the gas heating and, ultimately, a better 

definition of the optimal discharge conditions to harness vibration-translation non-

equilibrium. In the context of N2 and N2-O2 mixtures, Pintassilgo and Guerra257 studied the 

energy transfer to gas heating with a 0D model. In particular, the authors showed that the 

energy transferred to heat increases with O2 addition to N2, with a maximum at 20%, in line 

with experimental observations. More recently, Kelly et al.258 inferred the plasma dynamics 

in a N2 pulsed MW discharge by a combination of 0D modelling and experiments. 

Specifically, their study elucidated the role of gas heating in inducing thermal-ionization 

instabilities, which are believed to drive the discharge volume contraction with rising gas 

pressure. Other contributions on the modelling of these mixtures can be found in the 

review by Popov and Starikovskaia259. For CO2 plasma discharges, Silva et al.164 modelled 

the afterglow of a pulsed glow discharge with a self-consistent calculation of Tg, providing 

a very good agreement with the experimental Tg evolution. Their work proved that the gas 

heating dynamics in the post-discharge region can be accurately described by V-T and V-V 

relaxation. Their observation finds additional confirmation in our calculations. However, 

the energy transfer scheme depicted by their heating analysis may not be sufficiently 

descriptive for the active part of the discharge.  

Recently, Pokrovskiy et al.157 studied the relevant mechanisms underlying the onset of gas 

heating in a nanosecond capillary discharge at 19-20 mbar. These types of discharges 

feature E/N typically larger than pulsed glow discharges (i.e. 150-250 Td), promoting the 

direct electron-impact dissociation over the ladder-climbing mechanism. Under these 

conditions, the well-known phenomenon of the fast gas heating158 dominates the heating 

dynamics during the pulse on-time157. This mechanism can consume an important fraction 

of the energy deposited by the electrons onto molecules, limiting the performance and 

efficiency of the reactor. The mechanism of fast gas heating, which occurs at the sub-

microsecond timescale, was traced back to the quenching reactions of CO(a3Π), O(1S) and 

O(1D) excited species, which are products of the direct electron-impact dissociation of 

CO2
157. This heating channel is faster than typical V-T and V-V relaxation259, which cannot 

fully describe the heating dynamics. Indeed, van de Steeg et al.246 showed that V-T 
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relaxation makes up only ca. 50% of the total heating rate in a pulsed MW discharge (pulse 

time = 200 μs, p = 25 mbar). Under these conditions, the characteristic V-T relaxation time 

can be estimated to be about 0.15 ms at 300 K260, thus other heating pathways need to be 

taken into account to explain the Tg evolution. Similar conclusions can be drawn for the 

pulsed glow discharge case, i.e. gas heating onsets at t < 0.1 ms, before the maximum 

vibrational excitation is reached (t ≅ 0.9 ms)50.  

In this perspective, we developed a 0D kinetic model (see Section 2.2) to reproduce the 

temperature (Tg, T12 and T3) evolution measured by50 and to verify our new kinetic scheme, 

which includes a detailed description of the vibrational chemistry of CO2, along with the 

electronic excitation and relaxation of different species. We constructed the kinetic scheme 

starting from the preceding modelling efforts of both the research groups (N-

PRiME119,129,130 and PLASMANT48,52,261,262), following a procedure established within the 

framework of this collaboration. In this work, we focused on the modelling of the single-

pulse measurements50, where the dissociation degree throughout the pulse is negligible 

and no dissociation products are left in the subsequent pulse. In this way, we could study 

the CO2 vibrational and electronic kinetics and their role into the gas heating dynamics, 

decoupling it from the influence of dissociation products. The inclusion of the collisional 

quenching of CO2 electronic states represents a novelty in the modelling of low-pressure 

pulsed discharges that deserves more attention in the study of the energy transfers in CO2 

plasmas. Upon the verification of the kinetic scheme proposed, here we demonstrate the 

importance of the relaxation of electronically excited molecules besides vibrational 

deactivation, which we could bring to light via a self-consistent calculation of Tg. 

 

4.2 Results and discussion 

4.2.1 Validation of the vibrational kinetics 

The investigation of the vibrational kinetics by means of a kinetic model must first be based 

on a confirmation of the kinetic scheme with experiments. To this end, the single-pulse 

measurement performed by Klarenaar et al.50 in a pure CO2 glow discharge represents an 

ideal benchmark for the validation of a 0D kinetic model. Indeed, this measurement was 

already used for this purpose by Grofulović et al.130. The authors demonstrated that their 

model was able to predict in good approximation the evolution of T3 while introducing the 

experimental Tg evolution, the ne profile estimation and a E/N of 55 Td as input parameters. 

The very good agreement between the model predictions and the experimental results 
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verified the description of the kinetics of v3. As a follow-up to their work, we started our 

modelling study from the simulations performed by Grofulović et al.130 and we replicated 

the comparison with the experimental temperature profiles to validate the changes we 

have implemented since then. The comparison is illustrated in Figure 4.1. 

 

Figure 4.1. Time-evolution of T12 and T3, measured and digitalized from Klarenaar et al.50 (circles), simulated 

and digitalized from Grofulović et al.130 (dash-dotted lines), and simulated in this study (solid lines). The 

experimental Tg profile, used for the simulations, is also plotted.  

The new chemistry set refines the agreement with the experimental vibrational 

temperature profiles when compared to the previous effort130. In particular, T3 and T12 

show similar evolutions during the first millisecond in the pulse, until the peak in T3 is 

reached. After that, a deviation in the model predictions arises: our T12 more or less follows 

the experimental trend whereas T12 calculated in Grofulović et al.130 relaxes to Tg. Our 

reaction analysis indicates that the CO2(10002) level, from which T12 is derived, is mostly 

populated by e-V, V-V and V-V-T reactions at 1 ms. and Tg is still too low to have an 

important contribution from V-T reactions. To explain the discrepancy of the results, note 

that in Grofulović et al.130 while considering the complete vibrational kinetics of Blauer and 

Nickerson124, the repeated reaction CO2(11102) + CO2(01101) ↔ CO2(10002) + CO2(10002) 

was badly adjusted to CO2(11102) + CO2(00001) ↔ CO2(10002) + CO2(10002). The latter 

reaction, not considered in this study, leads to an underestimation of the higher bending 

and symmetric levels (v2 > 2 and v1 > 1) at short-time scales (t  <  5 ms) of the plasma pulse. 

Notwithstanding this correction, the temperature of the symmetric levels was still 

underestimated compared to the experiments. Therefore, the reason for the different T12 

is to be sought elsewhere.  
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Figure 4.2. Normalized density of several states (a) in the symmetric stretching mode, (b) in the bending mode 

and (c) in the asymmetric stretching mode of vibration as a function of the discharge time. The circles 

corresponds to the experimental data50 (digitalized from130), the asterisks to the calculations of Grofulović et 

al 130 (digitalized) and the solid lines to our calculations. 
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Specifically, CO2(00011) + CO2(00001) ↔ CO2(02201) + CO2(01101) was only introduced in 

this study; analogously to reaction (2.12), this V-V-T reaction populates v12 at the expense 

of v3. The close coupling via efficient V-V exchanges of CO2(02201) and CO2(10002) causes 

an increase in T12, explaining the improved agreement with the experiments. These results 

confirm the importance of the additional V-V-T process to describe the vibrational kinetics 

of both v3 and v12, whose evolutions are closely related. Moreover, Grofulović et al.130 

found that the populations of some v12 states were underestimated by their model 

compared to the experiments. The temporal evolution of the calculated and measured 

normalized populations of CO2(v1000f), CO2(0v2
v201), and, in addition, CO2(000v31) are 

presented in panels (a), (b) and (c) of Figure 4.2, respectively. 

For v12, our model results are in very good agreement with the experimental data (Figure 

4.2(a,b)), displaying a growth of the vibrational populations closer to the experiments than 

the predictions of Grofulović et al.130. In fact, the additional V-V-T transfer considered in 

this study speeds up the redistribution of the energy from v3 to v12. Figure 4.3 shows that 

the characteristic relaxation rate coefficient of V-V-T transfers is right in between typical V-

V and V-T transfer rate coefficients. 

 

Figure 4.3. Net (forward minus reverse) rate coefficients of the main relaxation reactions of the first 

asymmetric level of CO2 as a function of the gas temperature. 
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Despite V-V is a faster transfer, V-V-T and V-T reactions represent a nearly irreversible loss 

of energy for v3 to v12, since V-T from v12 is a very efficient channel of loss of vibrational 

quanta and, consequently, heating, as demonstrated in the next section and pointed out in 

Armenise and Kustova263. Therefore, V-V-T relaxation can be identified as a relevant 

mechanism determining the timeframe for a significant T3-Tg non-equilibrium.  

Nevertheless, some underestimation of the growth of the v12 populations, along with a 

slight overestimation of the v3 population, is still present during the onset of the discharge 

(cf. Figure 4.2). This discrepancy indicates that fast energy transfer mechanisms from v3 to 

v12 may still lack in our model. As suggested by Grofulović et al.130, collisions with O2 

molecules or excited atoms may play a role here, even though the CO2 dissociation degree 

is typically very low at the beginning of the pulse. Alternatively, V-V-T relaxation may be 

faster than dictated by the rate coefficient proposed by Blauer and Nickerson124 at the 

beginning of the pulse, at 300 K, as highlighted by the comparison with Lepoutre et al.149 in 

Figure 2.2 (in section 2.2.3) above.  

As explained in section 2.2.6, our self-consistent calculation of E/N suggested that at least 

94 Td is needed to sustain the discharge during the onset phase and that E/N > 55 Td is 

likely to persist throughout the pulse duration. This considered, we tested an E/N of 90 Td, 

as averaged from Figure 2.4(a), to investigate the effect into vibrational excitation. The 

comparison between the vibrational temperature evolutions for a fixed E/N of 55 and 90 

Td is shown in panel (a) of Figure 4.4, while in panel (b), the electron energy deposition rate 

into different excitation processes as a function of time is depicted for the same conditions. 

The choice of the E/N significantly affects the way the energy is transferred from the 

electrons to the different degrees of freedom and excitation channels. Indeed, at 90 Td, 

clearly more electron energy (ca. 5 eV s-1 more) is transferred to the asymmetric stretching 

and symmetric vibrational levels, as well as to the electronically excited levels (increase of 

up to 45 eV s-1), and to direct dissociation (ca. 10 eV s-1 more). However, the increase in 

energy deposited into vibrational levels, highlighted by the arrows in panel (b) of Figure 

4.4, does not determine a substantial increment in vibrational temperature, in panel (a). 

Indeed, the extra energy deposited is promptly distributed over the entire array of levels 

through V-V-T and V-T relaxation, whose efficiency increases with Tg. Hence, we consider 

the vibrational kinetics description proposed in this study validated for the interval of E/N 

relevant for the pulsed glow discharge experiments. Notwithstanding this, an E/N of 90 Td 

means a larger amount of energy relocated from the electrons to the heavy species 

compared to 55 Td, triggering different excitation and heating channels. In this connection, 

a deeper discussion is given in the next section. 
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Figure 4.4. (a) Simulated time-evolution of T12 and T3 for a fixed E/N of 55 Td (solid lines) and 90 Td (dash-

dotted lines); (b) electron energy loss rate to (1) asymmetric stretching, (2) symmetric levels, (3) electronic 

excitation, (4) direct dissociation and (5) other processes (namely ionization, attachment and elastic 

scattering).  

 

4.2.2 Gas heating dynamics 

While the validation of the vibrational kinetics can be conducted by imposing a Tg profile 

as input parameter for the model, as demonstrated in the previous section, the same 

cannot apply for the study of the gas heating dynamics. In fact, panel (b) of Figure 4.4 shows 

that the selection of the E/N determines the excitation routes that are activated, among 

which vibrational excitation is only one of the possible pathways, and to which extent they 

are energized.  To verify the impact of E/N on the gas heating dynamics, we performed 
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simulations with self-consistent calculation of Tg. The outcome for E/N = 55 and 90 Td, 

compared against the experiments, is reported in Figure 4.5.  

 

Figure 4.5. Experimental (circles) and simulated (dash-dotted lines E/N = 55 Td; solid lines E/N = 90 Td) 

temperature profiles as a function of the discharge time. 

Interestingly, the choice of the E/N within the range of interest for this study does affect 

the vibrational excitation of CO2. In accordance to Figure 4.4(b), the Tg profile in Figure 4.5 

is now dependent on the chemistry that is activated by the electrons. Therefore, an overall 

lower excitation regime determines a diminished heating rate. In general, E/N = 90 Td 

provides a better agreement with the experiments, confirming our hypothesis that E/N > 

55 Td endures throughout the pulse length.  

With attention paid to the afterglow in Figure 4.5, i.e. t > 5 ms, it is visible that both 

simulated T12 and T3 lie slightly above the experimental values for long time, without fully 

relaxing to Tg. The experimental profiles instead indicate that thermalization between 

vibrational and translational degrees of freedom is reached in 1 ms after the pulse on-time. 

A comparison with Silva et al.164 for the same experimental conditions suggests that wall 

deactivation of vibrationally-excited CO2 molecules, which is not included in our study, may 

help in further refining the agreement with the experiments in the post-plasma region. 

Nevertheless, under the conditions tested, we expect the contribution of this deactivation 

mechanism into the gas heating to be very small compared to V-T relaxation.  
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Thus, in order to investigate the relevant heating sources at 55 and 90 Td, and to picture 

the heating dynamics, we plotted in Figure 4.6 the contributions of the most relevant 

reactions, expressed as heating rates, as a function of the discharge time. 

 

Figure 4.6. Calculated evolution of the heating rate from: (1) relaxation of CO(a3Π) and O(1D); (2) relaxation 

of CO2(E1) and CO2(E2) electronic states; (3) V-T relaxation from v3 to v12; (4) V-T relaxation of v12; (5) V-T 

deactivation by collisions with O atoms; (6) V-V-T relaxation; (7) other reactions (namely electron-ion 

recombination, ion-neutral, V-V relaxation, thermal reactions and electron-neutral elastic scattering).  

This comparison indicates that V-T and V-V-T relaxation contributions are barely changed 

between 55 and 90 Td, suggesting that the underestimation of the gas heating, at 55 Td, 

comes from elsewhere. Indeed, the double arrows in Figure 4.6 evidence the most relevant 

differences between the two cases. Of particular interest is the striking increase in 

vibration-translation deactivation by O atoms and in electronic relaxation. While the 

former becomes important towards the end of the pulse, the latter strictly follows the 

current profile and is a result of a larger fraction of energy deposited into CO2(E1) and 

CO2(E2) by electrons at 90 Td (Figure 4.4(b)). In fact, turning off this process would reflect 

into overpopulation of v3, resulting in a T3 peak value of nearly 1000 K. During the same 

timeframe (i.e. 1 ms), Tg would be underestimated to a bigger extent than setting E/N = 55 

Td, confirming the necessity of including this relaxation process into the description of the 

heating dynamics. In particular, the relaxation of CO2 electronic states is a source of fast 

gas heating (i.e. with characteristic relaxation times smaller than V-T and V-V-T 

processes259) which smooths out the T3 peak and reduces the duration of the T3-Tg non-

equilibrium. Note that its fast kinetics is highlighted by the spike at the very beginning of 



 
— 

98 

the pulse (see solid curve (2) in Figure 4.6). Indeed, the production of electronic states 

strongly depends on ne and the consequent quenching happens at the sub-microsecond 

scale, depending on the pressure. Thus, excitation and de-excitation are nearly 

simultaneous and, therefore, the corresponding heating mechanism accurately resembles 

the current profile. On the other hand, the vibrational excitation is faster than the 

relaxation at low temperatures, which is the basis for vibration-translation non-

equilibrium. Hence, the V-T profile (curves (4) in Figure 4.6) is shifted in time, eventually 

crossing over into the afterglow, where the electron kinetics is fully quenched. The 

existence of fast gas heating in pure CO2 was already brought to light by Pokrovskiy et al.157, 

although their study covered a range of E/N 150-250 Td. On the other hand, van de Steeg 

et al.246 demonstrated that in pure CO2 pulsed MW plasma, for a similar interval of E/N, V-

T relaxation is responsible for up to 50% of the total heating rate, suggesting that the 

remaining part most likely comes from electronic relaxation. Their observations are in good 

agreement with our calculations.  

 

Figure 4.7. Percentage contribution to the gas heating rate from: (1) relaxation of CO(a3Π) and O(1D); (2) 

relaxation of CO2(E1) and CO2(E2) electronic states; (3) V-T relaxation from v3 to v12; (4) V-T relaxation of v12; 

(5) V-T deactivation by collisions with O atoms; (6) V-V-T relaxation; (7) other reactions (namely electron-ion 

recombination, ion-neutral, V-V relaxation and thermal reactions and electron-neutral elastic scattering). 

Note that the contributions are stacked in order from (1) to (7). 
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Specifically, Figure 4.7 shows that after ca. 1.5 ms, the contribution of CO2(E1) and CO2(E2) 

collisional quenching stabilizes around 35% of the global heating rate, while V-T from v12 

contributes for ca. 50%. During the first millisecond in the pulse, however, electronic 

relaxation is the leading heating pathway, whereas the afterglow is dominated by V-T 

relaxation from v12 and V-T deactivation upon collision with O atoms. In fact, in the 

afterglow the electronically excited states are quickly quenched and the thermal balance is 

ruled by V-V, V-T and thermal conductivity, in agreement with Silva et al.164. This last finding 

highlights the relevance of O atom kinetics to describe the vibrational kinetics of CO2, as 

pointed out by Morillo-Candas et al.154. Indeed, at the end of the pulse, the CO2 conversion 

is only 0.7%, corresponding to an O atom fraction of 0.6% and, yet, it is responsible for ca. 

5% of the heating during the pulse and up to 35% in the afterglow. However, we would like 

to stress that the effects of the dissociation products on vibrational excitation and gas 

heating will be more accurately addressed in a future study, and this observation further 

motivates us to prosecute it.  

With the information collected in this modelling work, we are now able to propose a gas-

heating scheme for a pure CO2 pulsed low-pressure plasma, which is depicted in Figure 4.8. 

 

Figure 4.8. Schematic overview of the flow of energy in a pure CO2 low-pressure pulsed plasma. The red arrows 

stand for the main heating mechanisms involved: vibration-vibration-translation (V-V-T) relaxation, vibration-

translation (V-T) relaxation and V-T deactivation by collisions with oxygen atoms (V-T O atoms) and collisional 

quenching of electronic states coming from direct excitation or electron-impact dissociation of CO2.  
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In a typical implementation of plasma technology for CO2 recycling, the energy from 

renewable sources is supplied as electricity to the system. Thus, the plasma source is turned 

on and a plasma is ignited in the gas. The electrons collide with CO2 molecules and a fraction 

of their energy is transferred into dissociation. The excited dissociation products, CO(a3Π) 

and O(1D), contribute to the gas heating through collisional quenching with heavy species. 

Besides that, an important fraction of the electron energy is spent into excitation of 

electronic states of CO2, which promptly relax to heat. The rest of the electron energy goes 

into vibrational excitation; of this, more than half is deposited into v3 and the rest into v12. 

The energy stored in v3 is then distributed over v12 by V-V-T relaxation and partially by V-T 

deactivation upon collision with O atoms (V-T O atoms). Finally, the energy is transferred 

efficiently to translational degrees of freedom due to fast relaxation of low-lying v12, 

accounting for a large part of the total heat.  

The presence of these multiple channels for gas heating reduces the extent and the 

timeframe to exploit V-T non-equilibrium in CO2 plasmas.  E/N < 90 Td would be required 

to limit the dispersion of electron energy into electronic excitation and, consequently, heat. 

On the other hand, high E/N are necessary to ionize the gas and sustain the discharge in 

CO2, due to ne depletion through efficient electron attachment. This means that, at the 

beginning of the discharge pulse, electron energy is unavoidably lost to other excitation 

processes than vibrational excitation. Therefore, the redefinition of the conditions suitable 

for a consistent and exploitable vibrational excitation, as well as its possible role into 

dissociation, is highly desirable. In this regard, we aim to provide more insights in a future 

study, where we will focus on the dissociation of CO2 and its effects on the heating 

dynamics. 

 

4.3 Conclusions 

In this chapter, the attainability of a prominent vibrational excitation to promote energy-

efficient CO2 conversion is investigated. Experimentally, evidences for very energy-efficient 

conversion (up to 90%) were provided in the past. Nevertheless, the hypothesis that 

vibrational excitation is at the basis of these successful results found increasingly less 

support since it is practically difficult to realize. With this purpose, pulsed discharges have 

been proposed. Theoretically, the pulse and inter-pulse time modulation can help to 

selectively excite v3 while maintaining Tg low, which is a pre-condition to sustain a 

consistent V-T non-equilibrium and drive the stepwise excitation up to the dissociation limit 

of CO2. On the other hand, experiments have not yet evidenced any prominent vibrational 
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excitation in pulsed discharges, and T3-Tg non-equilibrium seems limited to t < 1 ms and Tg 

< 500 K.  

In this thesis, we focus on the validation of chemistry and gas heating dynamics in the ideal 

case of pure CO2 using the single-pulse measurements performed by Klarenaar et al.50. In 

a multi-pulse situation, reaction products build up. Our present model needs to be 

expanded with an accurate description of CO, O and O2 in order to assess their effect on 

chemistry and gas heating. Nevertheless, this study sets the stage for an in-depth and self-

consistent investigation of the mechanisms underlying the energy exchanges in CO2 low-

temperature plasmas. 

Thus far, modelling investigations focused on the study of the vibrational kinetics, 

identifying V-T relaxation as central mechanism for vibrational depopulation and gas 

heating. However, the energy transfer between different vibrational modes still lacks a 

clear interpretation. In particular, here we pinpoint the key role of V-V-T relaxation in 

coupling the kinetics of v3 and v12. The validation of our new kinetic scheme with 

experiments provides evidence of the essential contribution of v12 in promoting the gas 

heating in pure CO2 discharges.  

In addition, V-T relaxation alone cannot fully describe the heating dynamics under typical 

experimental conditions. This hypothesis was recently supported by some experimental 

and theoretical investigations157,246, and finds confirmation in our study. In particular, our 

0D simulations with self-consistent calculation of Tg predict a contribution of ca. 35% to gas 

heating from electronic relaxation, and even up to nearly 100% during the onset of the 

discharge. Despite the uncertainties related to the characterization of the electronic states 

of CO2 and the lack of accurate relaxation rates, our work strongly suggests the importance 

of electronic collisional quenching to portray the underlying heating mechanism in CO2 

plasmas. Finally, it is worth mentioning that the O atom kinetics plays an important role in 

the heating dynamics as well, becoming essential to describe the energy transfers in the 

afterglow, where the electron kinetics is quenched. This observation confirms the insights 

provided by previous studies on CO2 low-pressure plasmas and will be subject of more in-

depth investigation in future work. Indeed, we expect the role of V-T relaxation by O atoms 

in the heating dynamics to become even more important in discharges with higher 

dissociation degrees, i.e. in discharges in continuous regime. 

This modelling effort establishes the basis for the redefinition of the operational parameter 

space for sustaining a consistent vibrational excitation and its potential contribution into 

CO2 dissociation. The polyatomic nature of CO2 and, therefore, the existence of low-lying 
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symmetric stretching and bending levels besides the asymmetric levels is a major constraint 

to a strong V-T non-equilibrium. Additional limitation is posed by the fast loss of energy 

into electronic states and, subsequently, heat, which seems to be unavoidable in pulsed 

regimes. Moreover, the presence of dissociation products (e.g. O atoms, as demonstrated 

in this study) can alter the vibrational distribution and the heating dynamics during the 

active phase of the discharge and in the afterglow. Therefore, in our future work we will 

prosecute the investigation and expand the study to experimental conditions where a non-

negligible dissociation degree exists in the plasma.  
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Chapter 5 Carbon bed post-plasma to 

enhance the CO2 conversion and remove 

O2 from the product stream8 

Abstract 

As demonstrated in the previous chapter, gas heating is detrimental for vibrational 

excitation. Therefore, its role in promoting CO2 dissociation in plasmas close to thermal 

equilibrium is minimal. Under such conditions, quenching of recombination reactions 

becomes crucial to improve the conversion. Hence, in this chapter, we present a carbon 

(charcoal) bed placed after a warm plasma, to remove O/O2, quenching recombination 

reactions and, therefore, enhancing the CO2 conversion and increasing the CO fraction in 

the exhaust mixture. Thanks to the carbon bed, the energy efficiency of the conversion 

process drastically increases from 27.9 to 45.4%, and the energy cost significantly drops 

from 41.9 to 25.4 kJ/L. We also present time-resolved measurements of the temperature 

in the carbon bed, as well as the CO2, CO and O2 concentrations, revealing that the initial 

enhancements in CO2 conversion and in CO concentration are not maintained in our 

current setup. Therefore, we present a model, as described in Chapter 2, section 2.3, to 

study the gasification of carbon with different feed gases (i.e., O2, CO and CO2 separately), 

from which we can conclude that the oxygen coverage at the surface plays a key role in 

determining the product composition and the rate of carbon consumption. Indeed, our 

model insights indicate that the drop in CO2 conversion and in CO concentration after a few 

minutes is attributed to deactivation of the carbon bed, due to rapid formation of oxygen 

complexes at the surface. 

                                                                 

 

8This chapter is based on: 
Carbon bed post-plasma to enhance the CO2 conversion and remove O2 from the product stream 
O.Biondo*, F. Girard-Sahun*, G. Trenchev, G. van Rooij, A. Bogaerts 
Chemical Engineering Journal 442, 136268 (2022) 
https://doi.org/10.1016/j.cej.2022.136268 
*Shared first author 

https://doi.org/10.1016/j.cej.2022.136268
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5.1 Introduction 

The modeling study presented and discussed in Chapter 4 demonstrates the crucial role of 

gas heating in determining the timeframe of V-T non-equilibrium. Under the specific 

conditions simulated (i.e. 6.7 mbar and low dissociation degree), V-T equilibrium is reached 

within the millisecond scale. Previous research demonstrated that at higher pressure (100 

mbar), the lifetime of V-T non-equilibrium is further reduced to the microsecond scale246. 

Therefore, operations at atmospheric pressure, desirable for industrial applications, imply 

that the timeframe to exploit vibrational excitation to enhance CO2 dissociation might be 

too short to affect the performance of the reactor. Continuous discharges at atmospheric 

pressure indeed typically feature a high-degree of equilibrium between vibrational and 

translational degrees of freedom15,55. Moreover, the heavy-particle kinetics tends towards 

the equilibrium with the electron kinetics, as demonstrated by van de Steeg et al.51 for a 

MW discharge in pure CO2 and by this thesis in CO2/CH4 mixtures in Chapter 6. For these 

reasons, these types of discharges are classified as warm plasmas. In such plasmas, CO2 can 

be fully dissociated in the hot core of the discharge. Hence, quenching of the dissociation 

products becomes essential to improve the performance of the reactor. 

Thus, in this chapter, we investigate the conversion of CO2 by a gliding arc plasmatron 

(GAP), as a representative of warm plasmas, in combination with a carbon bed after the 

plasma reactor, to promote O/O2 removal and increase the CO fraction in the exhaust 

mixture. The GAP reactor used in this study provided already promising CO2 conversion 

performance224 and is described in Section 3.1. However, the combination with a post-

plasma carbon bed will further improve the performance. We present an innovative design 

(Figure 3.1), in which the carbon is constantly supplied over time by a silo system, to avoid 

carbon depletion upon reaction with O/O2. The carbon bed is put in direct contact with the 

afterglow of the gliding arc plasma produced in pure CO2 at atmospheric pressure, for 

maximum effect. During the process, the temperature is recorded as a function of time 

directly in the carbon bed, providing useful information for a better understanding of the 

underlying mechanisms. Furthermore, the exhaust gas composition is analysed by a 

combination of gas chromatography and optical sensors (Section 3.1.3). The performance 

of the GAP with carbon bed is determined and compared with the benchmark (i.e without 

carbon bed) (cf. Section 3.1.4). 

Although it has been experimentally proven that carbonaceous materials are effective 

options to increase the selectivity towards CO in the CO2 splitting process, more insight is 

needed to demonstrate its full potential and identify the relevant underlying mechanisms. 

In this respect, modelling is a very useful tool to unravel chemical pathways especially when 



 
— 
105 

these are inaccessible experimentally. 0D models, also referred to as global models, are the 

method of choice to study the contributions of different chemical reactions occurring in 

plasma ignited in complex gas mixtures264. Therefore, in addition to the experimental 

work9, we examine here the gasification process occurring when a reactive gas mixture 

produced by a plasma comes in contact with a carbon bed. This analysis involves the 

construction (detailed in Section 2.3) and the validation of a 0D chemical kinetics model 

against experiments. The validation of a model is a crucial aspect and requires particular 

experimental conditions, in order to minimize the number of assumptions under which the 

predictions are valid. With this in mind, we have chosen to validate our model with the 

gasification experiments presented by Panerai et al.183, under pure O2 and CO2 

atmospheres, respectively, in order to get insights into the reaction pathways for carbon 

oxidation in the presence of O2, CO2 and CO and the deactivation of the carbon bed, with 

consequent decrease in selectivity towards the latter. This model greatly helps us to explain 

our experimental results, as will be described in detail in this Chapter. To resume, the 

innovations of this work, compared to previous research on the topic68–70, are: i) the use of 

a silo system, to avoid carbon depletion due to gasification; ii) time-resolved temperature 

measurements in the carbon bed; iii) a combination of gas chromatography and optical 

sensors to determine the exhaust composition as a function of time; iv) and especially 

coupling our experiments with detailed kinetic modelling, to provide detailed insights into 

the underlying chemistry and the deactivation of the carbon bed. 

 

5.2 Results and discussion 

5.2.1 Performance comparison: with and without carbon bed 

Figure 5.1 presents the maximum CO2 conversion, and the corresponding energy efficiency 

and energy cost, without carbon bed (benchmark) and for two different carbon materials 

with different particle size, namely active charcoal 1 and 2 (see previous section). The 

obtained maximum CO and O2 concentrations are also depicted in Figure 5.1.  

                                                                 

 

9The experiments were performed by Dr. Fanny Girard-Sahun at the PLASMANT lab, with my support. 
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Figure 5.1. Conversion, energy efficiency, energy cost, and CO and O2 concentrations (obtained at the 

maximum conversion, after 1 min of operation; see below), without carbon bed (benchmark), and with carbon 

bed (charcoal 1 and charcoal 2). 10 L/min CO2. The SEI was about 3.2 kJ/L-1 in all cases. 

It is known that the physicochemical properties of the carbon material and the particle size 

can seriously affect the carbon reactivity towards CO2 during gasification59,265. More 

specifically, the concentration of active sites where the heterogeneous reactions between 

CO2, O/O2 (from gas) and carbon (from solid) occur is a critical parameter. However, we do 

not observe any significant difference between the charcoal 1 and 2, with small deviations 

within the error margin.  

Nevertheless, whatever the type of charcoal (1 or 2), the conversion is significantly 

enhanced with the carbon bed, almost by a factor of two (from 7.6 ± 0.1 to 12.6 ± 2.0% and 

11.3 ± 1.2% for charcoal 1 and 2, respectively), for the same SEI (about 3.2 kJ/L). 

Consequently, the energy efficiency is increased from 27.9 ± 0.1 % to 45.4 ± 6.8% and 40.4 

± 2.5% for charcoal 1 and 2, respectively, whereas the energy cost is much lower (from 41.9 

± 0.2 kJ/L for the benchmark to 25.4  ± 4.2 kJ/L and 28.5 ± 2.0 kJ/L for charcoal 1 and 2, 

respectively). The exact contribution of the RBR in the chemical process is not known, and, 

as mentioned in section 2.3.1, we expect it to play a minor role at the conditions under 

study (i.e., temperature in the carbon bed is only at the limit for the RBR to occur for fresh 
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carbon, which is higher than 1000 K59), so we calculated the energy efficiency based on ΔHR
°  

for pure CO2 splitting. This must however be kept in mind for the values obtained with the 

carbon bed. Finally, Figure 5.1 also shows that the CO concentration is about three times 

higher upon addition of the carbon bed, while the amount of O2 is negligible when the 

carbon bed is present. 

Therefore, adding a carbon bed not only favourably improves the CO2 conversion and 

increases the CO concentration, but also gives much better energy efficiency and a much 

lower energy cost. In addition, the exhaust can be kept low in oxygen, which is very 

beneficial, as it reduces separation costs of CO from O2. Indeed, besides removal and 

recycling of unconverted CO2, CO purification is a technical challenge in case of scaled-up 

facilities, and thus an expensive process11. A CO2/CO mixture obtained in the presence of a 

charcoal bed, low in O2, could be directly recycled, by recirculating the gas in the plasma 

reactor, increasing the CO2 conversion and eventually (ideally) leading to a pure CO stream. 

Note that recycling the exhaust in the plasma reactor again would reduce the overall energy 

efficiency, because energy is again needed for the second pass through the plasma. In real-

life application, however, especially featuring near-zero cost renewable energy sources, 

there will be a trade-off between CAPEX (more reactors) and OPEX (recycling, hence more 

energy needed). 

A similar improvement of the CO2 conversion in the presence of a carbon bed was obtained 

with an atmospheric GAP studied by Huang et al.70 (conversion up to 21.3% with carbon 

bed), but with a rather low associated energy efficiency (24.0%) due to a relatively high SEI 

(≈ 7 kJ/L) compared with our conditions (where the SEI is 3.2 kJ/L). In a thermal plasma, the 

CO2 conversion was even more increased (up to 95%) at a very high energy efficiency (70%), 

as studied by Li et al.69. However, these experiments were performed in CO2/Ar mixtures, 

and Ar helps to enhance the CO2 conversion and energy efficiency21, but in reality, Ar also 

consumes part of the plasma energy, which was not accounted for when calculating both 

the conversion and energy efficiency. For a fair comparison, the fraction of CO2 in the 

mixture should be accounted for21,266. Therefore, we cannot compare the absolute values. 

Moreover, because of the thermal plasma, the temperature was considerably higher (more 

than 1000 °C at 6 cm from the initial carbon surface) and therefore more beneficial for the 

RBR. A very high power (up to 16 kW) was necessary to drive this thermal plasma, which is 

far from our operating conditions (power around 0.5 kW). The authors proposed the 

following mechanism: CO2 is first decomposed in a CO/O/O2 mixture that reaches the 

carbon bed with a high temperature, favouring carbon oxidation by oxygen atoms and 

molecules; Second, the unconverted CO2 is able to react with the carbon bed via the RBR 

thanks to the elevated temperature from exothermic oxidation reactions69.  
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In the next sections, we present the measured temperature profile after the plasma 

reactor, as well as the time-evolution of the CO2, CO and O2 concentrations, to explain the 

influence of the carbon bed on the CO2 chemistry after the plasma in our conditions. 

Furthermore, we will also present modelling results, to validate our hypotheses. 

 

5.2.2 Temperature profile after the plasma reactor, without carbon bed 

We measure the temperature profile after the plasma reactor, without carbon bed, to gain 

more insight in the chemical reactivity of the carbon towards CO2, CO, O and O2
183 (also 

needed to interpret the modelling results presented in section 5.2.6 below) and to 

determine the most suitable position of the carbon bed in the post-plasma reactor tube. 

The results are presented in Figure 5.2 (red curve). Note that the post-plasma reactor tube 

was designed so that the temperature could be measured over the entire length (i.e. up to 

255 mm), if necessary. However, we were most interested in measuring the temperature 

close to the reactor outlet, so we only measured up to 140 mm, because at further 

distances, the temperature is not so elevated anymore (see Figure 5.2). 

 

Figure 5.2. Measured temperature profile in the post-plasma region without carbon bed (basket removed), 

with two different power supplies. Flow rate: 10 L/min CO2, SEI = 2.9 kJ/L.  
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Note that the error bars, based on three independent measurements, are too small to be 

visible. Moreover, when the carbon bed is present, it starts at 0 mm (right at the reactor 

outlet) and extends until 60 mm (see vertical dashed line). In absence of the carbon bed, 

the temperature profile exhibits an exponential decrease with increasing distance from the 

reactor outlet (red curve). At 15 mm distance, the temperature reaches about 850 K and it 

drops to about 450 K at 95 mm distance. Note that for positions < 15 mm, the thermocouple 

tip was molten, as it was most likely in direct contact with the arc extending out of the 

plasma reactor, which made the measurements not possible. Based on previous modelling 

results, the arc temperature in the GAP is around 3000 K30, so we can expect the 

temperature to be much higher than 850 K closer to the reactor outlet. Earlier, we had 

performed similar measurements for the same setup but with another power supply (APS; 

Advanced Plasma Solutions). However, the latter power supply later got broken, so it could 

not be used for our plasma conversion experiments. Nevertheless, we plot these 

temperature measurements in the same figure (black curve). They show a similar profile, 

and because the plasma arc behaviour is different due to a different operational mode 

(attributed to the power supply), measurements closer to the reactor outlet are possible in 

this case, without melting the thermocouple tip. Particularly, we can measure up to 1300 

K at 4 mm distance from the reactor outlet. Although the temperature profile is slightly 

different for a distance > 35 mm, the trend indicates a very similar behaviour for positions 

< 25 mm and therefore similar temperatures are expected close to the reactor outlet with 

the actual power source (red curve). Thus, positioning the carbon bed as close as possible 

to the reactor outlet (hence: to the plasma) allows the carbon bed not only to be in contact 

with the reactive O atoms from the plasma (providing quenching, so that they do not 

contribute to the back-reactions; see Section 1.4.1), but also to take benefit from the high 

temperature to enhance possible reactions between the exhaust gas and the solid carbon. 

This temperature profile will be used to explain the underlying chemical reactions, 

described in the model, in section 5.2.6 below. 

 

5.2.3 Time-evolution of CO2, CO and O2 concentrations, and associated CO2 
conversion 

To better understand the chemical reactions occurring at the carbon bed and explain the 

results from Figure 5.1, we plot in Figure 5.3 the concentrations of CO2, CO and O2 in the 

exhaust gas mixture as a function of time during plasma exposure, both without and with 

carbon bed (Figure 5.3A and 5.3B) by using NDIR/O2 optical sensors, and we also compare 

with GC measurements, to ensure a good accuracy of the optical sensors (Figure 5.3C). 

Note, however, that the GC measurements only allow a few time points; hence the 
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advantage of the optical sensors. We only present the results for charcoal 1, but the data 

for charcoal 2 are very similar. 

 

Figure 5.3. CO2, CO and O2 concentrations measured in real time, without carbon bed (A) and with 

carbon bed filled with charcoal 1 (B); C. Comparison of the optical sensors with GC measurements 

which only allow a few time points. Charcoal 1, 10 L/min CO2, SEI = 3.2 kJ/L. The plasma is turned 

ON at time 0.  
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Without carbon bed (Figure 5.3A), when the plasma is turned ON, the CO2 concentration 

immediately drops to about 88%, whereas the CO and O2 concentrations rise to 7.2% and 

3.6%, respectively. In less than one minute, the three concentrations stabilize and stay 

constant over time, meaning that the plasma reaches an equilibrium, in line with previous 

studies with this plasma reactor31,224. Once the plasma is turned OFF, i.e., at 14 min, the 

chemical reactions stop and the concentrations return to their original values. The only 

reaction occurring here is CO2 splitting, producing CO and O2, as described in Equation 1.1 

in Section 1.1.  

Upon addition of a carbon bed (Figure 5.3B), the concentrations feature a quite different 

evolution over time. The CO2 concentration immediately drops after plasma ignition and 

reaches a minimum value (ca. 75%) within 30-40 sec, and then gradually increases to ca. 

90% at 14 min. The CO concentration reaches up to 24% when the CO2 concentration is 

minimal, and then decreases again, similarly to the CO2 increase. In contrast, the O2 

concentration depicts a very small transient rise right after plasma ignition (≈ 0.2%, see 

Figure 5.4) before dropping to a negligible amount for about 5 minutes, followed by a very 

slow increase, but it stays below 0.8% as final value. A similar evolution was observed by 

Huang et al. with an atmospheric non-thermal plasmatron70. Therefore, the comparison 

between (A) and (B) shows that the carbon bed is deactivated after some time, for the 

production of CO (which relaxes to the benchmark value) but not for the O2 consumption. 

The underlying mechanisms will be discussed later in sections 5.2.5 and 5.2.6.   

 

Figure 5.4. O2 concentration measured in real time with carbon bed, charcoal 1 (zoom in from Figure 5.3B in 

the main paper). 10L/min CO2, SEI = 3.2 kJ/L. 
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To verify the accuracy of our NDIR and O2 optical sensor measurements, we compare them 

with GC analysis, performed at the same time in parallel. GC is a very common technique 

for analysing gas mixtures and known to be very efficient and reliable; however, in the 

context of these experiments, on-time measurement is more useful to understand the 

complex chemistry. The results are presented in Figure 5.3C and indicate a very good 

agreement between both techniques. Therefore, we can consider the on-time data reliable 

to calculate the conversion and the performance of the carbon bed.  

From the time-profile of the CO2 concentration (Figure 5.3), we calculated the CO2 

conversion (Eq. 3.1 and 3.2 in Section 3.1.4) for both the benchmark and the carbon bed 

addition, and the results are plotted in Figure 5.5. In the first 1-2 minutes, the conversion 

upon carbon bed addition is much higher than without carbon bed, but it drops to lower 

values after ca. 3 minutes. In the next section, we discuss the results of the characterization 

study of the charcoals, before and after the gasification reaction. 

 

Figure 5.5. CO2 conversion as a function of time without (dash line) and with (solid line) carbon bed. Charcoal 

1, 10 L/min CO2, SEI = 3.2 kJ/L. 
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5.2.4 Characterization of charcoal before and after the gasification reaction 

The gasification of solid carbon is governed by interdependent factors such as the micro- 

and macrostructure of the material, the total and the active surface area, the degree of 

oxidation, the presence of catalytic impurities and the gas-phase composition. Any 

modification of one of these factors may alter the others. Therefore, the study of the 

underlying mechanisms for the gasification process, and their variations with time, cannot 

be separated from the screening of the modifications occurring during the reaction. For 

this purpose, we analysed the alterations of the surface exposed to the plasma-treated gas 

mixture, using SEM, N2-BET and TGA-MS. The SEM images were collected for charcoal 1 as 

received and after 45 s and 7 minutes of reaction (see Figure 3.3 in Section 3.1.1). From the 

images, we cannot identify any visible morphology change during the gasification reaction, 

except for the formation and deposition of ashes over the surface, which look more intense 

after 45 s rather than after 7 minutes of reaction. The BET measurements were performed 

on charcoal 1 and 2, as received, and after the gasification reaction for charcoal 1. The 

results are given in Table 5.1. 

Table 5.1. BET measurements of the surface area. 

Sample BET surface area [m2 g-1] 

Charcoal 1 705 ± 71 

Charcoal 2 703 ± 70 

Charcoal 1, after 45 s, top layer 767 ± 77 

Charcoal 1, after 45 s, bottom layer 732 ± 73 

Charcoal, after 7 minutes 787 ± 79 

 

The BET measurements reveal that charcoal 1 and 2 have the same initial surface area. For 

this reason, we perform the measurements after the reaction only for charcoal 1. After 45 

s, the CO2 conversion spikes (see Figure 5.5) and the temperature is higher than 1300 K at 

15 mm in the carbon bed, in the top layer, and still lower than 500 K at 35 mm, in the 

bottom layer (see Figure 5.6, below). Therefore, it is reasonable to deduce that the 

gasification reactions are mainly occurring in the top layer of the bed. However, the surface 

area is barely affected, with a bigger effect on the top layer, most likely because of 

desorption of volatile species (e.g. water) from the surface during the first seconds of 

reaction, freeing up more pores. After 7 minutes, the temperature in the top and bottom 

layer is nearly the same (see Figure 5.6). At this point, Figure 5.5 shows that the carbon bed 

is deactivated and the CO2 conversion is lower than the benchmark value. Regardless of 

this, the surface area is further increased compared to 45 s. In view of the above, we cannot 

clearly link the drop in performance of the carbon bed with a change in morphology or 
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surface area. To investigate the presence of adsorbed species and thermolabile functional 

groups at the charcoal surface, before and after the gasification reaction, we carry out a 

TGA-MS study, described in Section 3.1.2. The analysis highlights that H2O is the main 

species desorbed by charcoal, already at room temperature (see Figure B1 in the Appendix 

B). This is an indication that H2O is mainly adsorbed over the surface and not coming from 

the decomposition of surface functional groups. Only at about 850 K, CO2, CO and H2 are 

also detected. We would like to point out that the analysis is not quantitative. Indeed, a 

quantitative analysis of the desorbed compounds goes beyond the purpose of this thesis, 

as the experiments were performed by a postdoc in our group, and they were only included 

in this chapter as they formed part of the joint paper (of this chapter) and to give the 

context of the model that I developed to explain the experimental results. Therefore, we 

need to be careful when comparing different products in terms of magnitude, because the 

mass spectrometer was not calibrated. However, at this point, H2O desorption drops, and 

we hypothesize that a fraction of the other species detected are products of the reaction 

between water and charcoal, also called steam gasification267,268:  

H2O(g) + C(s) ↔ H2(g) + CO(g), with ΔHR
°  = 131 kJ/mol. (5.1) 

The presence of CO2 could be explained by either the water-gas shift reaction268:  

CO(g) + H2O(g) ↔ CO2(g) + H2(g), with ΔHR
°  = -41 kJ/mol, (5.2) 

or by the decomposition of oxygen complexes or surface functional groups i.e. carboxyl 

groups269, naturally found in charcoals. However, the TGA-MS of charcoal 1, after 45 s and 

7 minutes of reaction (see Figure B2 and B3, respectively in the Appendix B), shows that 

H2O is still the main species desorbed from the surface, despite charcoal was certainly 

exposed to high temperatures during the gasification reactions. Such an observation 

indicates that H2O is probably re-adsorbed from the moisture in the atmosphere after the 

reaction, as charcoal is a hygroscopic material270. For this reason, it is not possible to draw 

clear conclusions from this analysis. However, the weight loss during the TGA (see Figure 

B4 in the Appendix B) shows that the charcoal tends to release less gaseous products with 

increasing gasification time, indicating that the surface may undergo a physico-chemical 

transformation that reduces the hygroscopicity of charcoal and/or modifies the nature or 

the amount of complexes and functional groups at the surface, favouring more stable 

interactions. With the results presented above, we hypothesize the underlying mechanisms 

in the next section. 
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5.2.5 Hypothesis of the underlying mechanisms 

Based on the conversion and concentrations as a function of time, plotted in Figures 5.3 

and 5.5, we hypothesize that the following mechanisms take place:  

First, the conversion increases abruptly up to 14% (corresponding to the minimal CO2 

concentration observed in Figure 5.3B). We can reasonably assume that, when the 

converted mixture (containing CO2, CO and O/O2) is flowing through the carbon bed, O 

and/or O2 are immediately adsorbed (either chemically or physically) on the carbon 

surface, as depicted in Figure 5.3B and Figure 5.4.  

Hence, recombination reactions (CO + O/O2 forming again CO2) are suppressed and the net 

conversion increases, producing at the same time more CO compared with the benchmark 

(cf. Figure 5.3A,B). The most likely mechanism occurring here is the partial oxidation of 

carbon by O/O2, following equations 5.3 and 5.5172,183,271: 

C(s) + O(g) → C(s)-O, (5.3a) 

C(s) + C(s) + O2(g) → C(s)-O + C(s)-O, (5.3b) 

C(s)-O + M → CO(g) + M, (5.4) 

with C(s) a solid carbon active site. In Equations (5.3A,B), O and O2 are immediately 

adsorbed by the carbon bed, followed by the release of a CO molecule promoted by 

collisions with gas molecules and high temperature (Equation 5.4).  

Note that for CO2 splitting without carbon bed, the CO2 conversion is usually equal to the 

CO concentration in the exhaust. Indeed, for the benchmark, both CO2 conversion and CO 

concentration are about 7-7.5% in this case (Figure 5.3A and Figure 5.5). With carbon bed, 

the maximum conversion is 14 % (Figure 5.5), whereas the associated CO concentration is 

1.5 times higher, i.e., 22%. Therefore, we can reasonably assume that part of the measured 

CO is released from the carbon surface, as described in Equation 5.4, in addition to CO 

coming from initial CO2 splitting, which is most likely unreactive toward solid carbon183. A 

second hypothesis is that the RBR takes place as well (Equation 1.3 in Section 1.3.1), but 

only if high enough temperature can be achieved (above ca. 973 K59) to activate the 

reaction towards the formation of CO. This will be further discussed in section 5.2.6 below.  
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After this peak, the conversion decreases until reaching the benchmark value in around 3 

minutes, whereas the CO concentration decreases and the O2 concentration starts rising. 

Even more, from then on, the conversion continues dropping until being about 2% lower 

than the benchmark value, meaning that the positive effect previously observed does not 

last over time. We hypothesize that the carbon surface reaches saturation of oxygen: gas-

phase O/O2 is still being consumed by the remaining pellets that are not yet saturated (as 

seen in Figure 5.3B and Figure 5.7) but it now leads to full oxidation and the release of CO2 

molecules (Equation 5.5). The role of the formation of oxygen complexes at the surface, 

most likely epoxy and peroxy complexes, on the CO2 evolution during the carbon oxidation 

reactions, is also underlined by DFT calculations272. Moreover, the forward Boudouard 

reaction takes place (as demonstrated by our computer simulations; see section 5.2.6 

below), explaining why the performance in terms of conversion becomes lower than the 

benchmark. 

C(s)-O + O(g) → CO2(g) (5.5a) 

C(s)-O + O2(g) → CO2(g) + O(g)  (5.5b) 

Moreover, as the oxidation reactions (sum of the elementary reactions 5.3 and 5.5) are 

exothermic183,273,274, heat will be released and thus we expect an increase of the carbon 

bed temperature compared to the benchmark. In order to check this, we measured the 

temperature in the carbon bed (cf. Figure 3.1) and compared it with the benchmark (in this 

case, the temperature is also measured in the basket, but free of carbon). The results are 

presented in Figure 5.6, measured at 15 mm from the reactor outlet (dark blue line).  

The temperature in the carbon bed reaches a maximum almost immediately after plasma 

ignition (ca. 1700 K), then decreases to finally stabilize around 1200 K after 2 minutes. Note 

that the temperature at 35 mm from the reactor outlet (light blue line in Figure 5.6) is lower 

than at 15 mm during the first 4 minutes. This shows that the temperature profile is not 

uniform along the carbon bed and depends on the distance from the plasma. Moreover, 

we can assume that the carbon pellets at the end section of the basket are not yet 

saturated, as O atoms and O2 are being consumed by the top layer. However, after 4 

minutes the temperature at 35 mm increases and becomes equal to that at 15 mm, 

strengthening our hypothesis of full oxidation (O2(g) + C(s)-O  CO2(g) + O(g)) occurring at 

a later stage on the pellets placed further away from the anode exit (35 mm vs 15 mm) 

when they are saturated with oxygen (Equation 5.5). 
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Figure 5.6. Measured temperature at 15 mm and 35 mm from the reactor outlet, with carbon bed (dark and 

light blue lines, respectively), and without carbon bed (black line). Charcoal 1, 10 L/min CO2, SEI = 3.2 kJ/L. 

As mentioned above, we believe that the initial rise in temperature at 15 mm, observed in 

Figure 5.6, is due to exothermic reactions, most likely partial carbon oxidation (Equations 

5.3-5.4)275. When the temperature is around 1200 K, CO2 is most likely released from the 

surface, at the expense of CO183, and this is what we actually observe in Figure 5.3B.  

Moreover, it is very likely that the RBR occurs at such high temperature (1700 K)69,70. This 

is a highly endothermic reaction (see eq. 1.3 in Section 1.3.1), so we can expect the 

temperature to be even higher than the measured one, but probably in a short period of 

time. Its contribution is however not straightforward to evaluate compared with carbon 

oxidation, which is more obvious from our experimental results. In any case, the presence 

of the carbon bed strongly influences the temperature, especially during the first minutes. 

Furthermore, the presence of the carbon bed might also affect the flow dynamics (physical 

effect), and consequently, this may affect the temperature. Hence, to discriminate 

between this physical effect and the chemical effects, we have replaced the carbon bed 

with an unreactive material (i.e., ceramic beads) that can withstand high temperatures. The 

temperature in the dummy bed did not exceed 1000 K, with associated CO2 conversion and 

CO/O2 concentrations similar to the benchmark values. Therefore, the main reason for the 

elevated temperature with the carbon bed is indeed most likely due to the exothermic 

reactions (5.3) and (5.5), as previously explained.  
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In comparison, the temperature in the basket without carbon (black line in Figure 5.6) is 

lower and rather constant in the range of 1000 - 1050 K. This temperature is higher than at 

the same position without basket (about 850 K; see Figure 5.2 above). This could be 

explained by the limited gas circulation inside the basket: its thick walls are heated up and 

they keep on releasing heat to the gas during the process.  

In addition, the carbon bed may also represent a physical constraint to the flow, increasing 

the pressure upstream and causing a pressure drop throughout the bed. Panerai et al.183 

reported a pressure drop of up to ca. 90% under their conditions. Such a drop can be 

ascribed to the use of a roots pump to evacuate the system downstream their carbon bed. 

However, they did not discuss the effects of the pressure drop to the performance of their 

reactor. In our experiments, we could only estimate the drop by measuring the 

overpressure built upstream the carbon bed and assuming that the pressure downstream 

the bed is equal to atmospheric pressure. This is a good approximation since the exhaust 

flow is evacuated to open air, under the fume hood, without any pump. From our pressure 

measurements, we estimated the pressure drop to be lower than 0.4% for charcoal 1 and 

ca. 2% for charcoal 2. Therefore, we do not expect the pressure drop to play any significant 

role in the performance of the process under our operational conditions. 

 

Figure 5.7. CO2, CO and O2 concentration profiles compared with the temperature profile obtained in the 

presence of the carbon bed. Charcoal 1, 10 L/min CO2, SEI = 3.2 kJ/L. 
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Finally, as shown in Figure 3.1, the silo should provide fresh carbon once depleted in the 

basket and thus prolong the positive effect observed during the first minutes. Hence, the 

question arises whether the silo is not working properly. However, in another experiment 

in similar conditions (see Figure 5.7), we observe a sudden rise in temperature of about 100 

K after ca. 10 minutes, followed again by a decrease.  

At the same time, the O2 concentration drops to zero again, but for a very short period. 

This phenomenon is most likely due to fresh carbon supplied by the silo in the basket, 

leading to a drop in O2 concentration and a small bump in CO2 and CO concentration 

profiles (see Figure 5.7), following equations 5.3 and 5.4. However, the amount of fresh 

carbon seems insufficient to quench all the O/O2, as observed in Figure 5.7 (the O2 

concentration rises again almost immediately, see inset figure), and therefore the positive 

effect remains limited. In any case, the temperature in the carbon bed seems very much 

linked to the CO2, CO and O2 behaviour in the mixture, but the cause and effect is not 

straightforward to understand and requires more in-depth analysis based on chemical 

kinetics modelling. Therefore, in the next section, we provide results of our model for the 

carbon gasification with different feed gases and we link the outcome to our experimental 

observations. This helps us indeed to better understand our experimental results. 

 

5.2.6 Testing the hypothesis by means of modelling 

Aiming to validate the set of reactions included in our model (Section 2.3), we simulate the 

experimental tests listed in Table 2.6 in section 2.3.2 of Chapter 2 above, with the 

corresponding input parameters. The simulated product compositions, compared against 

the experimental values of Panerai et al.183, are depicted in Figure 5.8. Note that the 

product concentrations are taken at steady state, which is reached within 200 s of 

treatment at all the conditions tested, except for O2_H600, for which the comparison refers 

to the product concentrations after 600 s of treatment. 

Figure 5.8 shows that the model is able to capture the experimental trends and predict the 

product composition reasonably well. In particular, both our simulations and the 

experiments highlight no reactivity of solid carbon towards O2 at 518 K (O2_A), i.e., the only 

“product” is unreacted feed gas (O2). Furthermore, they also agree on the total 

consumption of O2 at higher temperature i.e. 1086 K (O2_E) and 1502 K (O2_H), producing 

20-25 % CO and 75-80 % CO2 at 1086 K, and pure CO at 1502 K. The reaction analysis for 

O2_E and O2_H (see Figure C1 and C2 in the Appendix C, respectively) indicates that O2 
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promptly chemisorbs at the carbon surface, forming oxygen complexes. However, CO 

desorption is kinetically limited at 1086 K, therefore the oxygen complexes accumulate at 

the surface and can only undergo total oxidation (low activation energy), releasing CO2 and 

consuming all the O2. As a result, CO2 is the main oxidation product in this case (O2_E). 

 

Figure 5.8. Comparison between experimental (solid)183 and simulated (diagonal pattern) product 

concentrations (see section 2.3.2 and Table 2.6) for the notation and the experimental conditions). The 

uncertainty on the concentration of the oxidation products was reported to be ± 12%183. 

At 1502 K, CO desorption is kinetically favoured and competes with C(s)-O oxidation (O2(g) 

+ C(s)-O  CO2(g) + O(g)). Interestingly, the Boudouard equilibrium favours the CO2 

production until 1 cm in the carbon bed (see Figure C2 in the Appendix C). At that point, 

most of the active sites are free (see Figure 5.9), as CO has been desorbed, and the RBR can 

proceed and convert CO2 back to CO. Consequently, O2 is fully converted into CO, while CO2 

is not detectable as a product in this case (O2_H). Therefore, we can divide the carbon bed 

in two zones: zone 1 where O2 is depleted and carbon is primarily oxidized to CO2, and zone 

2 where CO2 is consumed via the RBR. The length of the two zones depends on the 

temperature and the oxygen coverage (C(s)-O/C(s)) of the carbon surface. Indeed, despite 

the fact that the oxidation reactions typically occur within a few millimetres in the carbon 

bed (see Figure C1 and C2 in the Appendix C), the deactivation may start earlier than the 

substantial depletion of the pellets.  
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Figure 5.9. Densities of free C(s) and occupied C(s)-O active sites as a function of the carbon bed length for the 

O2_H test. 

In order to get more insights into the deactivation mechanism, we simulate the gasification 

process after 10 minutes of treatment (O2_H600). The experiments display that the carbon 

bed is no longer able to completely convert the CO2 produced by the oxidation reactions 

through the RBR, due to both the reduced length of the bed (0.718 cm) and the saturation 

in oxygen of the surface. Indeed, in order to predict simultaneously a quantitative 

conversion of O2 and the presence of CO2 in the products, 11% of oxygen coverage at the 

surface is added in the model. Without such addition, O2 is not fully consumed by the 

oxidation of the oxygen complexes and only CO is produced. According to Figure 5.9, we 

can reasonably assume that oxygen coverage builds up. The reaction analysis for O2_H600 

(see Figure C3 in the Appendix C) indicates that O2 chemisorption rapidly slows down until 

O2 is released instead, due to oxygen coverage at the surface. The onset of oxygen coverage 

with consequent release of O2 favours the formation of CO2. The Boudouard equilibrium is 

also shifted towards CO2 production.  

Thus, the deactivation of the carbon bed, as observed in our experiments after a few 

minutes (see Figures 5.3 and 5.5 above) can be ascribed to the rapid formation of oxygen 

complexes at the surface, which undergo both fast oxidation to CO2 and decomposition to 

CO. Both reactions efficiently consume solid carbon, reducing the bed size and the zone 

where CO2 can react with the active sites. However, O2 chemisorption is so fast that C(s)-O 
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oxidation and decomposition are the limiting steps, leaving the surface partially saturated 

in oxygen. On top of that, the oxygen coverage hinders the sites for O2 chemisorption, 

favouring oxidation, which promotes the forward over the reverse Boudouard reaction, 

producing additional CO2 at the expense of CO. This explains the drop in CO2 conversion 

and in CO concentration after a few minutes in our experiments (see Figures 5.3 and 5.5 

above). 

Figure 5.8 also shows that when pure CO2 is introduced as input gas into the reactor tube, 

the performance of the carbon bed is constant over time. In contrast to O2, CO2 is 

unreactive towards solid carbon at temperature lower than about 1000 K59. In fact, at 983 

K (CO2_C) the production of CO is very small, resulting from the RBR. For similar conditions 

(O2_E, 1086 K), O2 is promptly removed from the gas phase.  

On the other hand, at 1413 K (CO2_H), the RBR slowly consumes CO2, producing CO and 

oxygen complexes (see Figure C2 in the Appendix C). Such complexes release a second CO 

molecule upon collisions with gas molecules (or O atoms). Since the reaction, CO2(g) + C(s) 

 CO(g) + C(s)-O, proceeds much slower than the O2 dissociative chemisorption, the RBR 

is never hindered by oxygen coverage at the surface. Such a slower kinetics is also 

highlighted by the carbon consumption rates described in Panerai et al.183. As a result, at 

this condition more than 80% CO is produced, both in the experiments and predicted by 

our model (CO2_H).  

Finally, CO is tested as feed gas and the experiments confirmed its inertness toward solid 

carbon, even at high temperature (CO_C, 1508 K). Indeed, in absence of O/O2 in the gas 

phase, oxygen complexes cannot be formed over the surface and CO cannot be oxidized 

through the forward Boudouard reaction. At the same time, CO does not present any 

reactivity towards the free active sites.  

At this point, we have validated our 0D kinetic model for the gasification of carbon under 

different atmospheres (O2, CO2, CO, separately) in a wide range of operating conditions. 

The insights achieved by this set of simulations, performed to reproduce the experimental 

results from Panerai et al.183, help us to explain the underlying pathways for O/O2 removal 

and CO formation, as well as for subsequent carbon bed consumption and deactivation 

occurring in our experiments. These mechanisms are schematically illustrated in Figure 

5.10, and can be summarized as follows. 

When we turn on the plasma, a part of CO2 undergoes splitting into CO and O. 

Subsequently, the O atoms will recombine into O2 and/or react back with CO to form again 
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CO2. Therefore, the reactive mixture reaching the carbon pellets will be composed of a 

combination of CO2, CO, O2 and O. During the first millimetres of the carbon bed, O2/O 

promptly chemisorb at the surface. The reaction is favoured both kinetically and 

thermodynamically, heating up the first layer of the pellets (see Figure 5.6). The 

temperature spikes up to ca. 1700 K and CO desorption can proceed. At such high 

temperature, CO2 can also be consumed through the RBR, increasing its conversion and 

further enhancing the CO production (see Figures 5.3 and 5.5).  

 

Figure 5.10. Schematic illustration of the underlying mechanism for O/O2 removal and CO (and CO2) formation 

in the presence of a carbon bed after a CO2 plasma. 

However, O2/O chemisorption is faster than C(s)-O oxidation (O2(g) + C(s)-O  CO2(g) + 

O(g)) and CO desorption (C(s)-O  CO(g)) and the oxygen coverage at the surface starts to 

rise. Consequently, oxidation slows down, lowering the temperature, and O2/O can reach 

the bulk of the carbon bed, explaining the increase in temperature further away from the 

plasma (see Figure 5.6). The oxygen coverage deactivates the entire bed and CO2 

production is promoted by the full oxidation of the surface (O2(g) + C(s)-O  CO2(g) + O(g)) 

and the forward Boudouard reaction (CO(g) + C(s)-O  CO2(g) + C(s)). At this point, the CO2 

concentration is higher than the benchmark, as well as the temperature, due to the 

exothermic oxidation reactions. Eventually, the oxygen coverage is so important that the 

carbon bed no longer quenches O2, which can be found in the product composition. As 
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mentioned, the overall mechanism for O/O2 removal and CO (as well as CO2) formation is 

summarized in Figure 5.10. 

Thus, the underlying mechanisms hypothesised based on our experimental observations 

are in line with the interpretation of our modelling results. In particular, the proposed 

mechanism demonstrates that the fast drop in performance of our experimental setup is 

not caused by a malfunctioning of the silo supplying fresh pellets. Instead, the operating 

temperature represents a crucial parameter, defining the composition of the gas-phase 

products and the rate of consumption of the pellets. Following these observations, we 

believe that providing additional heating to the carbon bed could help reducing the oxygen 

coverage and promoting the CO desorption. In this respect, an additional burner, most 

likely powered by gas, can purge periodically the amount of spent pellets left in the reactor, 

favouring the descent of fresh carbon from the silo. Another option can be the use of a 

thermal plasma, which can provide higher dissociation in the plasma region and, therefore, 

a more reactive mixture entering the carbon bed, with higher gas temperature, thus 

increasing conversion and energy efficiency68,69. However, as a drawback, argon had to be 

added to CO2 in the feed mixture, in order to maintain the discharge and protect the 

cathode from carbon contamination73. The removal of argon from the product mixture 

would require additional energy thereby reducing the energy efficiency. 

The above-mentioned studies on the combination of plasma and a carbon bed reported 

that O/O2 is rapidly quenched by the carbon bed as well, although different carbon 

materials were used. We must point out that our experimental setup features a mesh 

between the plasma and carbon bed, not in use in previous studies68,69. This mesh may 

prevent the plasma from getting in contact with the carbon bed. However, in one of our 

experiments, the mesh was molten in its center, indicating that the plasma was in contact 

with the mesh, being attracted towards the center of the mesh, as the latter is conductive. 

Moreover, if the mesh would cause an obstruction, leading to a lower peak temperature, 

we would observe it from the very beginning of the measurement, while this is not the case 

(see the experimental temperature profile in Figure 5.6). Finally, Huang et al.70 used an 

atmospheric non-thermal plasmatron with a stop-mesh on top of the carbon bed, to split 

the plasma into numerous micro-plasma jets after passing through the mesh. Therefore, 

adding a mesh at the anode exit is a way to attract the arc toward the outlet, directly 

towards the carbon bed. Huang et al.70 were able to observe a transient peak in the O2 

online-concentration profile 20 seconds after plasma ignition, that rapidly drops to zero, 

while Li et al.69 did not detect any oxygen in their experiments. This is indeed very beneficial 

in terms of separation costs, as mentioned in section 5.2.1, in addition to the higher CO 

concentration obtained at these conditions. Hence, the key parameter to reach higher 
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conversion appears to be the temperature, that depends not only on the type of plasma 

but also on the reactivity of the carbon bed toward O/O2, and subsequently the ability of 

the carbon bed to release heat that can be directly reused to drive the RBR. Thus, future 

work should focus on searching the ideal combination of these parameters (type and size 

of carbon material, and operating conditions). 

 

5.3 Conclusions 

In warm plasmas such as the GAP tested in this thesis, conversion and energy efficiency of 

the process can be increased by quenching the recombination reactions that form CO2 

again downstream the discharge zone. Thus, in this work, we place a carbon bed after the 

plasma, promoting O/O2 removal and increasing the CO fraction in the exhaust mixture. 

This carbon bed allows to significantly enhance the CO2 conversion, by almost a factor two 

(from 7.6 % to 12.6 %), while the energy efficiency rises from 27.9 % to 45.4 %, 

corresponding to a drop in energy cost from 41.9 kJ/L  (without) to 25.4  kJ/L  (with carbon 

bed). In addition, the CO concentration is about three times higher upon addition of the 

carbon bed, while the O2 is nearly completely removed from the exhaust mixture, which is 

very beneficial, as it simplifies separation costs.  

To understand the underlying mechanisms, we measure the temperature as a function of 

distance from the reactor outlet, and we monitor the CO2, CO and O2 concentrations, as 

well as the temperature in the carbon bed, as a function of time. The time-resolved 

measurements reveal that the CO2 conversion and CO concentration are only enhanced in 

the first minutes, followed by a drop to values below the benchmark (i.e., without carbon 

bed). To better understand this behaviour, we develop a model for the gasification of 

carbon under the effect of different gases (O2, CO and CO2 separately), which is successfully 

validated with published experimental results.  

Both our measurements and modelling results reveal that the onset of oxygen coverage at 

the carbon surface is of crucial importance to define the performance of the conversion 

process. In particular, the presence of oxygen complexes increases the selectivity towards 

CO2 through the C(s)-O oxidation and the forward Boudouard reactions. In other words, 

the drop in CO2 conversion and in CO concentration after a few minutes is attributed to the 

deactivation of the carbon bed, due to rapid formation of oxygen complexes at the surface. 
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This oxygen coverage can be limited by increasing the temperature in the carbon bed, i.e., 

by providing additional heating, leading to a complete consumption of the bed, followed 

by supplying fresh pellets from the silo. Hence, in our future work, we plan to apply 

additional heating, to further improve the performance. This additional heating will 

increase the energy cost of the process, linearly with the additional power supplied for the 

heating. This may lower the overall energy efficiency. However, the latter is not necessarily 

the case, if the rise in conversion due to the additional heating (promoting the specific 

chemical reactions) is higher than the increase in energy consumption. We aim to find 

conditions under which the beneficial effect of additional heating is larger than the 

additional energy cost. Nevertheless, our present results are already very promising, and 

clearly demonstrate the large potential of adding a carbon bed after a plasma reactor. In 

addition, our model provides very useful insights that explain our experimental 

observations and that are also useful for other experimental groups.  
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Appendix B. TGA-MS 

 

Figure B1. TGA-MS under argon atmosphere of charcoal 1 as received. Heating rate 10 K/min and gas flow 

rate 40 mL/min. 

 

Figure B2. TGA-MS of charcoal 1, top layer, after 45 s of reaction. Heating rate 10 K/min and gas flow rate 

40 mL/min. 
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Figure B3. TGA-MS of charcoal 1, after 7 minutes of reaction. Heating rate 10 K/min and gas flow rate 40 

mL/min. 

 

Figure B4. TGA of charcoal 1, as received and after 45 s and 7 minutes of reaction. Heating rate 10 K/min 

and gas flow rate 40 mL/min 
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Appendix C. Reaction analysis 

 

Figure C1. Rate of the main heterogeneous reactions triggered by the carbon bed at 1086 K, with O2 as feed 

gas (O2_E). 

 

Figure C2. Rate of the main heterogeneous reactions triggered by the carbon bed at 1502 K, with O2 as feed 

gas (O2_H). 
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Figure C3. Rate of the main heterogeneous reactions triggered by the carbon bed at 1502 K, with O2 as feed 

gas, after 10 minutes of treatment (O2_H600). 

 

Figure C4. Rate of the main heterogeneous reactions triggered by the carbon bed at 1413 K, with CO2 as 

feed gas (CO2_H) 
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Chapter 6 Power concentration determined 

by thermodynamic properties in complex 

gas mixtures10 

Abstract 

In this chapter, we return the focus on the active zone of the discharge, which is subject to 

substantial variations with the operating conditions (e.g., pressure), affecting the reactor 

performance. Here, we investigate discharge contraction in a microwave plasma at sub-

atmospheric pressure, operating in CO2 and CO2/CH4 mixtures. The rise of the electron 

number density with plasma contraction intensifies the gas heating in the core of the 

plasma. This, in turn, initiates fast core-periphery transport and defines the rate of thermal 

chemistry over plasma chemistry. In this context, power concentration describes the 

overall mechanism including plasma contraction and chemical kinetics. In a complex 

chemistry such as dry reforming of methane, transport of reactive species is essential to 

define the performance of the reactor and achieve the desired outputs. Thus, we couple 

experimental observations and thermodynamic calculations for model validation and 

understanding of reactor performance. Adding CH4 alters the thermodynamic properties 

of the mixture, especially the reactive component of the heat conductivity. The increase in 

reactive heat conductivity increases the pressure at which plasma contraction occurs, 

because higher rates of gas heating are required to reach the same temperature. In 

addition, we suggest that the predominance of heat conduction over convection is a key 

condition to observe the effect of heat conductivity on gas temperature. 

 

                                                                 

 

10This chapter is based on: 
Power concentration determined by thermodynamic properties in complex gas mixtures: the case of plasma 

based dry reforming of methane 
O.Biondo, A. Hughes, A. van de Steeg, S. Maerivoet, B. Loenders, G. van Rooij, A. Bogaerts 
Plasma Sources Sci. Technol. 32, 045001 (2023) 
https://doi.org/10.1088/1361-6595/acc6ec  

https://doi.org/10.1088/1361-6595/acc6ec
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6.1 Introduction 

In Chapter 5, we prove that a post-discharge carbon bed can effectively increase the energy 

efficiency of the conversion process, even without interacting with the plasma. In effect, in 

warm plasmas like the gliding arc discharge investigated in the previous chapter, and the 

MW discharge studied in this chapter, the conversion performance is controlled outside 

the plasma core, where the feed gas is fully dissociated. Another characteristic of these 

discharges is the high degree of inhomogeneity, compared to e.g., the pulsed glow 

discharge studied in Chapter 4. This means that warm plasmas are typically challenging to 

approach with a 0D kinetic model, requiring a substantial degree of approximation. Hence, 

in this chapter, we get back to the investigation of the active zone of a CO2 discharge, upon 

the addition of CH4. The choice falls to a MW discharge, as it displays promising conversion 

performance for CO2 splitting (see Chapter 1, section 1.3) and there is a substantial 

literature gap for DRM (see Chapter 1, section 1.4.2). 

Due to the high degree of inhomogeneity of warm plasmas, reactor engineering is 

important towards energy-efficient gas conversion and improved performance. For 

instance, van de Steeg and co-authors56 suggested that the theoretical efficiency limit 

(~52%) of thermal CO2 splitting may be increased to ca. 70% by improving the reactor 

engineering. Specific for CO2, controlling the transport of atomic oxygen produced by CO2 

splitting can reduce back-reactions (i.e., recombination of CO + O into CO2) and further 

enhance the conversion to CO (by the reaction CO2 + O into CO + O2)55,56. In the same 

study56, the authors found that the enhanced performance of their MW plasma reactor is 

a result of thermal chemistry in the chemical non-equilibrium in the plasma core and 

lowered reaction barriers due to a vibrational non-equilibrium in close proximity, making 

super-ideal quenching possible (i.e., the above reaction of CO2 + O into CO + O2)55. A 

chemical non-equilibrium results from a balance between transport and chemical kinetics, 

with the former being a consequence of the steep gradients established between the hot 

plasma core and the cooler periphery56.  

In the case of DRM, such correlation was thus far not elucidated, but we expect the 

transport of O atoms to also play an important role in determining the conversion rate and 

efficiency of the dissociation process. For instance, O atoms may react with cold CH4 

molecules (e.g. through CH4 + O ⇄ CH3 + OH276,277) in the proximity of the hot plasma core 

and determine an increase in conversion of both CH4 and CO2 (because the O atoms will 

not recombine anymore with CO) compared to configurations with limited mixing between 

hot plasma zone and cold outer gas. Hence, reactor modelling is highly needed to tune 

plasma parameters and thermal chemistry and couple them through efficient transport. 
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Nevertheless, multi-dimensional modelling is very sensitive to the input parameters and 

can become extremely time-consuming for complex chemistries such as DRM. Thus, 

identifying the key parameters that determine the dynamics underlying plasma contraction 

is of great importance. 

In plasmas, Tg determines thermal reactions on top of electron processes, which are 

determined by the electron temperature (Te). For instance, a characteristic Tg of 3000 – 

5000 K can be detected in the hot core of MW plasmas at sub-atmospheric pressure, with 

a sudden rise to Tg > 6000 K when approaching atmospheric pressure51,278. Such an abrupt 

increase in temperature is accompanied by a volume reduction of the plasma, often 

characterized by a contraction of the optical emission profile25,51,227,232,258,278,279.  However, 

the latter presents a non-monotonic dependence on the electron density (ne) in moderate 

pressure regimes280. This phenomenon is known as optical contraction228,280,281, with non-

trivial implications on the accuracy of the measurements of the plasma volume (cf. Section 

6.3.4). Concurrently, power deposition concentrates with ne in the center of the reactor 

tube. We define this phenomenon as power concentration, but it is also known as plasma 

contraction25,46,227,232 or constriction25,282–284, to emphasize that it implies more than just a 

shrinkage of the plasma parameters. Indeed, the phenomenon involves changes in heavy-

particle properties within the reaction zone and, therefore, it affects the productivity of the 

reactor. This term was recently adopted by van de Steeg et al.51 and never used before, 

although power concentration, in the form of volume contraction, was observed in thermal 

plasmas (e.g. MW plasma torches (MPT)227,285 and thermal arcs286–288), warm plasmas (e.g. 

MW51,278,289 and gliding arc (GA)290,291 discharges) and low-temperature plasmas (e.g. glow 

discharges280,284,292,293 and radiofrequency (RF) jets294,295).  

The mechanisms underlying discharge contraction have been extensively investigated for 

plasmas in atomic gases (i.e. He280,289,296,297, Ne280,289,296–298, Ar280,289,294–297,299–301, 

Kr289,296,297 and Xe289,296,297). It was concluded that the kinetics of molecular ions plays a 

dominant role in the contraction behavior302, except for He where the effect of non-

homogeneous heating prevails280. Generally, the contraction of the plasma column arises 

from a feedback mechanism between inhomogeneous gas heating and the creation and 

loss of molecular ions, leading to thermal-ionization instability303–305. In atomic gases, the 

inhomogeneous heating of the discharge in the radial direction, which is a result of the 

finite heat conductivity (κ) of the gas299, causes a rise of Tg in the core of the plasma. In 

atomic gases, molecular ions are formed upon atomic-ion association302: 

X+ + X + X → X2
+ + X, (6.1) 
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with X representing a ground state atom of a noble gas. With increasing Tg, the thermal 

dissociation of molecular ions dominates over the production, leading to higher atomic ion 

density and lowering the loss of charged particles through dissociative recombination: 

X2
+ + e- → Xm + X, (6.2) 

where Xm represents a metastable atom of a noble gas. As a consequence, ne increases. Its 

increase is further enhanced by the loss of molecular ions through either electron-impact 

dissociation: 

X2
+ + e- → X+ + X + e- (6.3) 

or by collisions with atoms: 

X2
+ + X → X+ + X + X (6.4) 

with simultaneous increasing contribution of stepwise ionization 

Xm +  e- → X+ + e- + e- (6.5) 

to the electron production rate in the hot plasma core.  In the periphery, the radial Tg decay 

from the discharge axis to the wall favors dissociative recombination (6.2), leading to a net 

loss of ne and, thus, driving the discharge contraction302.  

In the case of molecular gases, discharge contraction at increasing pressure has been 

investigated in a number of publications. During the last decade, multiple efforts have been 

devoted to the modelling of the contraction behavior in N2
293,306,307, air308, CO2

309,310 and 

H2/O2/N2 mixtures311,312. In particular, Zhong et al.312 found computationally that both the 

heat release/absorption and the chemical kinetics affected the critical plasma current for 

the transition between the homogeneous and the contracted discharge regime in H2/O2/N2 

mixtures. This new concept was subsequently taken up by Wolf et al.278 and Viegas et al.310, 

who proved that the classical thermal-ionization instability is coupled to thermally-driven 

endothermic CO2 dissociation reactions, highlighting the impact of chemical kinetics on the 

contraction phenomena of reactive molecular gas plasmas311. Furthermore, van de Steeg 

et al.51 and Vialetto et al.309 investigated the main physical and chemical mechanisms 

associated with diffuse and contracted CO2 MW plasmas. In particular, a change in the 

dominant ionization mechanism (from electron impact to associative ionization) with 

pressure was proposed by comparing experimental measurements with model results.  
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As mentioned earlier, in the context of plasma-based CO2 conversion, power concentration 

determines an intensification of the gas heating in the discharge zone, which, in turn, 

defines the dissociation rate of the molecule. In effect, experimental studies on MW 

plasmas25,227 indicated that the optimal conditions for CO2 conversion with respect to 

energy efficiency and CO yield are obtained concurrently with the transition from a diffuse 

to a contracted discharge. As mentioned earlier, the improved performance under these 

specific conditions may arise from optimized transport of O atoms (and their role in 

reacting with CO2, producing more CO, vs recombining with CO into CO2 again) from the 

hot plasma to the cold edges56. However, modelling efforts have thus far included a limited 

description of the flow dynamics309–311 and, therefore, transport effects are not yet fully 

understood. In addition, it was found that the onset of contraction affects the product 

distribution in the CH4 coupling to C2 hydrocarbons, indicating that power concentration 

can help in complex chemical systems to steer the desired outputs313.  

In the present work, we study the relation of power concentration and the thermodynamic 

properties of the gas upon admixing CH4 to CO2 in a vortex-stabilized MW plasma, by a 

combination of optical emission imaging, laser scattering and thermodynamic calculations. 

To the best of our knowledge, this relation has never been characterized for DRM in the 

literature. Hence, this study provides new insight into the role of chemical kinetics and 

transport in the performance of the DRM plasma system, in view of the knowledge 

acquired from experiments and modelling efforts for other molecular plasmas. We 

interpret the evolution of the discharge parameters with power concentration in terms of 

the thermodynamic properties of the reactive mixtures resulting from the plasma 

activation of different initial CO2/CH4 mixtures. A deeper grasp of the plasma volume and 

power density evolutions with gas pressure will enable us to isolate the dominant factors 

determining the power concentration. The outcome will be valuable to model the 

mechanisms at more dimensions (2D or 3D) and pave the way towards the optimization of 

the reactor design for efficient conversion and tuned selectivity towards desired products. 

 

6.2 Thermodynamic calculations 

Recent work published by Wolf et al.278 demonstrated the important role of 

thermodynamic properties of the plasma medium, especially heat capacity, as a result of 

its reactive nature. More specifically, the effects of composition and associated changes in 

reactive heat capacity were for the first time investigated in the context of CO2 MW 

plasmas. As an outcome, the authors found that the endothermic nature of thermally 
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driven CO2 and CO dissociation reactions could explain why the diffuse and contracted 

regimes are characterized by a specific Tg range. Hence, motivated by these useful findings, 

we extend the characterization of thermodynamic properties to CO2/CH4 mixtures and 

compare them with the pure CO2 case. In Appendix D, we describe the calculations of the 

equilibrium gas composition, which is essential for the computation of thermodynamic 

properties, such as heat capacity and heat conductivity, elucidated in Section 6.2.1 and 

based on the work of Magin et al.314.desired products. 

 

6.2.1 Thermodynamic model11 

The thermodynamic model is solved within COMSOL Multiphysics® 6.0 software, and 

calculates the specific heat capacity at constant pressure Cp, the heat conductivity κ, as well 

as the specific enthalpy of the reaction, all at thermal equilibrium and as a function of Tg. 

In particular, Cp consists of a nonreactive fraction and a reactive fraction. The reactive 

fraction acts as a stand-in for the reaction enthalpy between reactions of different 

mixtures315: 

Cp,tot =  Cp,nonreactive + Cp,reactive (6.6) 

where, Cp,nonreactive is defined as: 

Cp,nonreactive = ∑ wi×
Cp,i

Mi
i

 
(6.7) 

The first factor, wi, is the weight fraction of species i. The second factor uses the species’ 

molar heat capacity, Cp,i, which is calculated using the NASA polynomials315,316: 

Cp,i = Rg(a1Tg
-2 + a2Tg

-1 + a3 + a4Tg + a5Tg
2 + a6Tg

3 + a7Tg
4), (6.8) 

where Rg is the gas constant and ai are the NASA constants, adopted for each species from 

the NASA Glenn Polynomials317.  

                                                                 

 

11This model was developed and tested by Stein Maerivoet at PLASMANT 
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Heat changes by endothermic and exothermic reactions can be restructured into reactive 

heat capacity, as reaction enthalpies. These are obtained from the formation enthalpies. 

Heat capacity and formation enthalpies are interdependent via:  

 h = ∫ Cp,reactivedTg + h(0)
Tg

0

 
(6.9) 

rewritten as: 

dh

dTg
= Cp,reactive 

(6.10) 

with h(0) being the species’ enthalpy of formation at 0 K315. The specific enthalpy of a gas 

mixture, h, can be expressed using the specific enthalpies of its components, hi, using315:  

 h = ∑
hiwi

Mi
i . (6.11) 

This formula uses the mass fraction of species i, wi, and the molar mass of species i, Mi. The 

specific enthalpy of species i can be defined using its NASA polynomial via317:  

hi = RgTg (-a1Tg
-2 + a2

lnTg

Tg
 + a3 + 

a4

2
Tg + 

a5

3
Tg

2 + 
a6

4
Tg

3 + 
a7

5
Tg

4 + b1Tg
-1), (6.12) 

where ai and b1 are again the NASA constants, adopted for each species from NASA Glenn 

Polynomials 317.  

Fourier’s law for heat conductivity describes the relationship between local heat flux 

density q, heat conductivity 𝜅, and temperature gradient ∇Tg: 

q = -κ∙∇Tg. (6.13) 

In an isotropic medium, Fourier’s law combined with the heat balance equation without an 

external heat source: 

ρCp∙
∂Tg

∂t
= -∇q, (6.14) 

results in: 
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∂Tg

∂t
= α (

∂2Tg

∂x2 +
∂2Tg

∂y2 +
∂2Tg

∂z2 ). 
(6.15) 

In this equation, α is the heat diffusivity, described using: 

α = 
κ

ρCp
, (6.16) 

where ρ is the mass density. We describe the heat diffusivity, i.e., the rate of heat transfer 

of a material from the hot end to the cold end, as constant for the reactive and non-reactive 

part of the gas. This means that we have to calculate a reactive part of the heat conductivity 

to include in the total heat conductivity. 

κreactive = κnonreactive

Cp,reactive

Cp,nonreactive
 

(6.17) 

Consequentially, κreactive will dominate over κnonreactive when the heat released or removed 

by reactions results in domination of Cp,reactive over Cp,nonreactive. 

It should be noted that Cp,reactive is not a physical heat capacity; it is just a mathematical 

expression for the exothermic and endothermic reactions of our system. Hence, κreactive is 

also not a real (physical) heat conductivity. The addition of κreactive is necessary to account 

for the heat flux that chemical reactions create. As the equilibrium gas composition 

fluctuates with temperature, diffusion of species over temperature gradients increases the 

heat flux. For instance, species absorb heat by an endothermic reaction at a high 

temperature, and, after diffusing towards a low temperature region, the reverse 

exothermic reaction takes place to sustain the equilibrium, releasing heat in the process. 

This system has effectively transported heat from a high temperature region towards a low 

temperature region via chemical reactions, which is expressed as κreactive. This is described 

by equation 17 in Butler and Brokaw318, of which equation 6.17, in this thesis, is a 

reformatting for the estimation of the order of magnitude of κreactive. 

The total heat conductivity is thus composed of reactive and nonreactive terms315: 

κtot = κnonreactive + κreactive, (6.18) 

where κnonreactive can be expressed as: 
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κnonreactive = 0.5 (∑ xiκii +
1

∑ xi
κi⁄i

). (6.19) 

In eq. 6.19, xi is the molar fraction of species i in the gas mixture and κi is the heat 

conductivity of species i, which is calculated using315,319–321:  

κi = 2.669 × 10-6 
√TgMi × 103

σi
2Ωk

×
1.15Cp,i + 0.88Rg

Mi
, 

(6.20) 

where σi
  is the characteristic length of the Lennard-Jones potential, and Ωk is the 

dimensionless collision integral given by315,320,321:  

Ωk = 
b1

(T*)
b2

 + 
b3

exp(b4T*)
 + 

b5

exp(b6T*)
 + 

4.998 × 10-40µD,i
4

kb
2T*σi

6 ,    T*= Tg
εi

kb
, 

(6.21) 

with bx being empirical constants, µD,i
  the dipole constant of species i, εi the potential 

energy minimum value and kb the Boltzmann constant. These values are tabulated data 

taken from the literature315.  

These calculations provide the evolution of the thermodynamic properties as a function of 

Tg, which are used to put the experimental observations in perspective in Section 6.3.4 and 

to gain a deeper understanding of the mechanism, as discussed in Section 6.3.7. 

 

6.3 Results and discussion 

6.3.1 Plasma imaging 

Imaging of the O 777 nm emission line intensity is used as proxy for the plasma volume and 

its evolution in response to operational parameters. This is justified as the 777 nm O(3s5S0 

← 3p5P) spectral line emission is mostly a result of direct electron impact excitation from 

the ground state, since the excitation energy of the upper state is 10.74 eV, far above 

kBTg
232. The acquired discharge images are presented in Figure 6.1, for different CH4 

percentages added to CO2 (0, 5, 10, 20 and 30%) as a function of pressure.  
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Figure 6.1. Discharge images for different CO2/CH4 mixtures as a function of pressure (1000 W, 10 slm), with 

subtraction of the background emission and normalized central emission profiles. 

In pure CO2, the plasma filament appears at 120 mbar at the center of the tube, which is in 

agreement with the previous work of Wolf et al.278 for a similar CO2 vortex-stabilized MW 

plasma. The contraction is nearly complete at 150 mbar. Indeed, for higher pressures, the 

radial size of the plasma is barely changed (see Figure 6.6, below). The addition of CH4 to 

CO2 has the effect of shifting the emergence of the plasma filament towards higher 

pressures. For instance, an addition of 5% leads to a shift of ca. 30 mbar, while the 

admixture of 30% CH4 moves the transition to a contracted plasma to 400 mbar, i.e., a shift 

of nearly 300 mbar (Figure 6.1). Furthermore, the width of the recorded emission in the 

contracted regime decreases upon rising fraction of CH4. This may arise from quenching of 

excited O atoms through reactions with CHx species to produce CHx-1 and OH 

radicals276,277,322,323 or by transfer of their energy into the dissociation of the collision 
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partner323. Due to the lack of studies on the kinetics of the upper state of the O(3s5S0 ← 

3p5P) transition in the complex CO2/CH4 environment, no straightforward conclusions can 

be drawn at this stage. In addition, optical interference due to broadband emission (ca. 

500-1100 nm, with a maximum at 800-900 nm324–326) from hot carbon nanoparticles may 

alter the plasma shape. Concurrently, carbon deposition is observed inside the reactor tube 

(particularly intense for the CO2/CH4 70/30 mixture), confirming that the condensation of 

nanoparticles occurs at the boundaries between the hot inner region and the cold outer 

vortex324,325. In this regard, Thomson scattering is an alternative tool to spatially resolve ne 

and define the size of the plasma. Therefore, we apply this technique to reveal the effect 

of CH4 addition on the plasma properties, as shown in the next section. After that, we verify 

OES imaging against Thomson measurements and we provide more insights in the intrinsic 

limitations of OES imaging in section 6.3.4. 

 

6.3.2 Determination of electron density and temperature 

Thomson scattering enables the capture of electron properties with good spatial (sub-

mm225) resolution. In our study, we follow the procedure for the derivation of the plasma 

properties (ne and Te) as reported by van de Steeg et al.246. The main plasma parameters 

(ne and Te), measured at the plasma center, with a volumetric flow rate of 10 slm, are 

plotted in Figure 6.2 as a function of pressure. 

In pure CO2 plasma, ne sharply rises between 120 and 150 mbar and then tends to a plateau 

at about 3 × 1019 m-3 (Figure 6.2(a)). Concurrently, Te drops from ca. 25000 K (or ca. 2.15 

eV) at 100 mbar down to ca. 7500 K (or ca. 0.65 eV) at 400 mbar (Figure 6.2(b)). These 

results are in line with the measurements by van de Steeg et al.51 for the same reactor and 

identical experimental conditions, proving the reproducibility of these measurements. The 

pressure interval within which the abrupt increase in ne occurs (i.e. 120-150 mbar) is 

consistent with the appearance of the plasma filament (Figure 6.1), emphasizing the strong 

connection between volume contraction and electron properties through power 

concentration.  

Small additions of CH4 (5-10 %) slightly increase the threshold pressure for the onset of 

contraction. While this is appreciable from the ne evolution (Figure 6.2(a)), no effect on Te 

within error bars is observed during the transitioning phase of the plasma (Figure 6.2(b)). 

The origin of these uncertainties can be twofold. First, an overall lower ne is observed 

compared to the pure CO2 case and, at low pressure, ne is very close to the detection limit 
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of the Thomson feature with our laser setup. Therefore, Te is hard to estimate with 

sufficient accuracy for ne ≤ 2 × 1018 m-3 without the use of magnification techniques327. 

Second, the C2 Swan (d3πg→ a3πu) bands blend the Thomson signal. The latter is fitted with 

a Gaussian, and the error is calculated as the standard deviations of the residuals. Unlike 

the cross sections for light scattering on CO2, CO, O2 and O atoms, cross sections for C2 

Swan band LIF328,329 are not included in the fitting script. Thus, the C2 Swan band peaks 

contribute to increase the residual signal and, therefore, the error on ne and Te 

determination. 

 

Figure 6.2. Measured electron density (ne, a) and temperature (Te, b) as a function of pressure for different 

CO2/CH4 mixtures, measured at the center of the plasma. Note that the measurements were not possible at 

400 mbar for 30% CH4 because of the high instability of the discharge. 

Additions of 20 and 30% CH4 have a prominent effect on the plasma parameters. The 

pressure threshold to observe a substantial ne increase is further shifted towards higher 
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values. Consistently, Te stays above 1 eV, although it is difficult to retrieve due to the low 

ne. As a result, the volume contraction appears to be prevented by the admixture of CH4. 

In the next section, Trot measurements are presented and compared with the electron 

properties. 

 

6.3.3 Thermalization of the discharge 

Additional Rotational Raman scattering is applied to measure the heavy gas particle 

properties, namely Trot and number densities239. In our study, we determine Trot following 

a procedure described by van den Bekerom and co-workers54,330, and its evolution, along 

with Te, is shown as a function of the pressure in Figure 6.3. 

 

Figure 6.3. Evolution of the rotational (Trot) and electron (Te) temperature as a function of pressure for (a) pure 

CO2, (b) 5%, (c) 10%, (d) 20% and (e) 30% CH4 addition, measured at the center of the plasma. 

Te equilibrates to Trot at ca. 250 – 300 mbar for all the CO2/CH4 mixtures, except for 20% 

and 30% CH4. Specifically, with 20% CH4, full thermalization is reached only at p > 350 mbar, 

whereas it is not observed for 30% CH4. Recently, van de Steeg et al.51 and Vialetto et al.309 

demonstrated the fundamental role played by associative ionization reactions (mostly C + 

O → CO+ + e-) in determining the discharge thermalization, linking Tg to Te. However, the 
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threshold pressure for a substantial volume reduction and the concomitant appearance of 

the plasma filament is lower than the pressure at which thermalization is observed. In order 

to obtain a deeper understanding on the phenomenon, we evaluate in the next section the 

applicability of OES imaging to determine the plasma size and, eventually, estimate the 

average power density in the discharge zone. 

 

6.3.4 Validation of OES with Thomson scattering 

Our MW setup features radial laser scattering measurements (cf. Figure 3.4), allowing for 

the estimation of ne decay as a function of distance from the reactor tube axis. Such 

measurements enable the assessment of the plasma width, which can also be determined 

by OES imaging. A comparison between both techniques is shown in Figure 6.4. 

 

Figure 6.4. Radial electron density profile (blue) and O 777 emission intensity (red) for pure CO2 (solid) and 

20% CH4 in CO2 (dashed) MW plasma (1000 W, 10 slm, 150 mbar). The Gaussian fit of the electron density 

profile is also plotted, from which the full width at half maximum (FWHM) is calculated (Λne
). Note that for 

the readability of the figure, the Gaussian fit of the O 777 line emission is not plotted, but it closely resembles 

the experimental profile. The corresponding FWHM (Λ777) is reported in red. The radial position = 0 mm 

corresponds to the reactor tube axis (cf. Figure 3.4). 

In pure CO2 plasmas, the O 777 line emission intensity can be used as a proxy for the ne 

distribution232. However, for accurate quantification of ne and the plasma size, correction 

factors accounting for the non-monotonic dependence of the O 777 line distribution on ne 

must be taken into account228. As a result, the radial distribution of the line emission 
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appears to be more compressed than the ne profile e.g., comparing the red and blue lines 

for 0% CH4 in Figure 6. The corresponding Λne
/Λ777 ratio of 1.22 is somewhat lower than 

1.5, calculated by Viegas et al.228 for a CO2 MW discharge in contracted regime. The 

difference may arise either from the experimental error, which increases with the radial 

position due to overlapping of the strong rotational Raman signal with the Thomson signal, 

or from the different methods used to estimate the ne distribution, i.e. Thomson scattering 

in this study and a 1D numerical model including an O atom collisional-radiative model in 

Viegas et al.228. Nevertheless, we observe a good overlap of the O 777 line distribution with 

the ne measured by radial Thomson scattering within the plasma core (up to 1 mm from 

the tube axis). Outside the plasma core (> 1 mm), a rapid drop of Tg (see Figure 6.9, below) 

leads to an increasing rotational Raman signal, progressively hiding the Thomson feature 

and making the determination of ne less accurate. At the same time, this favors 

recombination of O atoms (see Figure 6.5), therefore lowering the OES intensity. 

Nevertheless, both OES imaging and Thomson scattering outline substantially similar ne 

radial distributions, indicating that they both are suitable tools for the estimation of the 

plasma width, with the necessary corrections taken into account. A validation of the 

estimated ne profiles with numerical models is highly desirable, especially for conditions 

where the sensitivity of Thomson scattering is low. 

When CH4 is added to CO2, the ratio between the OES and Thomson scattering profiles 

deviates and the overlap at the center is lost. The dependence of the intensity of O 777 line 

emission on the ne distribution is determined by Te, the density of O atoms and their origin 

(i.e. formed upon thermal or electron-impact dissociation)228,232. In this study, we lack 

accurate spatially resolved measurements of O atom density. Thus, at the status of 

development, we cannot apply a scaling factor to match the peak O 777 line intensity with 

the peak ne in CO2/CH4 mixtures. Notwithstanding this, both techniques agree well in the 

trends and can be used to retrieve the plasma width in a good approximation.  

The underestimation of ne upon the use of OES imaging when CH4 is added to CO2 may be 

explained by a lower O atom density compared to pure CO2. At the status of development, 

absolute O-atom density cannot be easily quantified in CO2/CH4 mixtures by Raman 

scattering due to a variety of H-containing species not included in the fitting procedure. 

Notwithstanding this, the technique can still provide an insight into the quenching of O 

atoms, as displayed in Figure 6.5.  



 
— 
146 

 

Figure 6.5. Radial evolution of the O atom density normalized at its highest value, for different CO2/CH4 ratios 

at 75, 150 and 400 mbar (1000 W, 10 slm). 30% CH4 is not shown due to overlap of C2 Swan (d3πg→ a3πu) 

with the O atom Raman peaks.   

A faster radial decay of the O atom density is generally observed with increasing CH4 

content. This can be explained by a more efficient quenching by CHx species and may 

suggest that CH4 + O ⇄ CH3 + OH is occurring at the edges of the plasma volume. Such 

hypothesis can have interesting implications for the performance of the reactor. For 

instance, a higher conversion of both CH4 and CO2 is expected. In this perspective, power 

concentration at the center of the tube is advantageous as it provides extra insulation of 

the plasma from the walls and prevents carbon deposition compared to a more diffuse 

regime with lower power density. At the same time, the predominance of diffusion over 

convection in the inner region of the vortex, where the plasma is located, favors fast core-

periphery transport of hot O atoms, enhancing the collisions between the latter and cold 

CH4 molecules. Such process can potentially increase the energy efficiency up to a higher 

thermal limit, analogously to the O-CO2 association in pure CO2 MW plasmas56. As the 

authors suggested, reactor engineering plays here an essential role to find the pathways to 

fully exploit the features of vortex-stabilized discharges. In this sense, knowing where the 

power is absorbed by the electrons and transferred to the gas is crucial. In the next section, 

OES imaging is used to determine the plasma dimensions and estimate the power density. 
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6.3.5 Estimation of the power density 

lasma width and length are calculated upon the fitting of the O 777 line intensity with a 

Gaussian as described in Wolf et al.232 and are plotted as a function of pressure in Figure 

6.6(a) and (b), rspectively. 

 

Figure 6.6. Plasma width (a) and length (b) estimated from the fitting of the radial profile of the O 777 line 

intensity with a Gaussian, as a function of pressure for different CO2/CH4 mixtures (1000 W, 10 slm). 

Interestingly, the width and the length exhibit a different behavior with increasing 

pressure. The former progressively decreases and approaches a plateau at high pressure. 

The latter sharply decreases when the filament appears, reaches a minimum value and then 

increases again. Such behavior was captured by Wolf et al.278 in a CO2 MW discharge, who 

ascribed the elongation to the onset of surface waves, promoted by the increase in 

ionization degree during the transition from diffuse to contracted regime. This mechanism 
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may explain why the power concentration is mainly a radial phenomenon in MW 

discharges.  Moreover, the plasma seems to expand in both dimensions before the onset 

of power concentration. This is evident for high CH4 percentage (20 and 30%) but the effect 

of the optical interference from carbon nanoparticles cannot be easily ruled out. 

Particularly, the blackbody radiation may lead to a deviation from a Gaussian distribution, 

especially in the radial direction, where local maxima in emission intensity are observed 

(Figure 6.1). In order to reduce the resulting overestimation of the plasma dimensions, we 

cropped the OES images excluding the local maxima and fitting only the inner region. 

Furthermore, we would like to point out that, due to optical contraction, the width and the 

length of the plasma may be underestimated in absolute values by a factor of 0.6-0.8 

compared to the ne distribution estimated by 1D modeling228 or by Thomson scattering 

(Figure 6.4). Thus, a deeper investigation is needed to validate the estimated dimensions 

in absolute values. 

From the width and the length, the plasma volume V is calculated assuming an ellipsoid 

shape: 

V  = 
4

3
π

l

2
r2, (6.22) 

with l being the length and r being half of the width of the plasma. Subsequently, the power 

density is estimated as the input power (1000 W) divided by the plasma volume, shown in 

Figure 6.7(a). The resulting power density is plotted as function of pressure in Figure 6.7(b). 

In contrast to the thermalization of the discharge, the power density shows an abrupt 

increase at intermediate pressure, exactly in the region where the plasma filament appears 

in the OES images (cf. Figure 6.1). The increase is of about 2 orders of magnitude, consistent 

with the square dependence of the volume on the discharge radius (Eq. 6.22), which 

decreases by one order (see Figure 6.6(a)). However, the increase in ne (Figure 6.2(a)) and 

Trot (Figure 6.3) is not monotonically dependent on the average power density (Figure 

6.7(b)), especially upon the addition of CH4. Particularly, the power density in the 

contracted regime increases with increasing CH4 content, except for 30% CH4 where other 

effects may come into play, i.e. strong emission from carbon nanoparticles and discharge 

instability. At the same time, ne decreases (cf Figure 6.2(a)), suggesting that the presence 

of CH4 may alter the production/destruction balance of charged particles, while Trot is barely 

changed (Figure 6.3), likely due to variations in thermodynamic properties of the gas with 

CH4 admixing. 
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Figure 6.7. Estimated (a) plasma volume and (b) power density as a function of pressure for different CO2/CH4 

mixtures (1000 W, 10 slm). Note that the underestimation of the plasma width and length, due to the 

phenomenon of the optical contraction228, may result in the underestimation of the plasma volume (up to a 

factor of 4), and a corresponding overestimation of the power density. 

According to the general hypothesis on the mechanisms underlying the discharge 

contraction, the plasma radius is set by an equilibrium between ionization and dissociative 

electron-ion recombination302. Such equilibrium is determined by Tg, which defines the 

lifetime of molecular ions. Thus, the effect of CH4 is to be sought either in the 

thermodynamic properties of the mixture or in the different chemistry. More likely, an 

interplay between both thermodynamics and chemistry underpins this behavior. In the 

next section, we address this question and discuss this connection more in-depth, based 

on to our thermodynamic calculations. 
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6.3.6 Thermodynamic properties of CO2/CH4 mixtures 

Previous experimental and modelling efforts demonstrated that there is a strong link 

between the thermodynamic properties of the gas and the contraction of the 

discharge278,288,289,293,301,302. Recently, Wolf et al.278 found that a MW discharge in pure CO2 

is stabilized in the diffuse regime at ca. 3000 K by the high reaction enthalpy of CO2 

dissociation. Above 3000 K, the discharge stability is lost and a new equilibrium is found at 

ca. 6000 K, where CO dissociation takes place. Thus, the discharge stability indicates that 

at certain Tg, Cp is higher than for other temperatures. This can be explained by the enthalpy 

change due to dissociation reactions. This concept is better visualized by the introduction 

of the specific energy input in thermodynamic equilibrium, qte(p, Tg)278. This quantity 

identifies the amount of energy required per initial CO2/CH4 molecule to reach a state of 

thermodynamic equilibrium by isobaric heating trajectory from Tg,0 to Tg,1, obtained by 

integration over  Cp,tot as follows: 

qte = (xMCO2
 + yMCH4

)/(eNA) ∫ Cp,tot(Tg)dTg
Tg,1

Tg,0
, (6.23) 

where MCO2
 and MCH4

 are the molar masses of CO2 and CH4, respectively, in kg mol-1, x and 

y are the fractions of CO2 and CH4, respectively, in the mixture, e is the elementary charge 

and NA is Avogadro’s number. The evolution of Tg in response to qte is shown in Figure 6.8. 

 

Figure 6.8. Specific energy input qte per molecule of reactant in relation to the mixture temperature, relative 

to 300 K, for three different pressures, and for pure CO2 and the CO2/CH4 80/20 mixture.  
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As pointed out by Wolf et al.278, we notice that the span in qte associated with the stable Tg 

regions (namely ca. 3000 and 6000 K) corresponds well to the bond energies of the CO-O 

bond (5.51 eV) and C-O bond (11.16 eV). However, Raman Trot measured in the diffuse and 

contracted regimes are typically 1500 K higher, indicating that the gas is not in a 

thermodynamic chemical equilibrium. Indeed, non-dissociated CO2 can still be detected in 

the core of the plasma, even at Tg > 4500 K56. As a result of the thermal non-equilibrium 

identified in this study (cf Figure 5) and fast transport, the admixture of CH4 may introduce 

additional chemical non-equilibrium. Such complexity was already observed in the context 

of CH4 MW plasmas331. It follows that the corresponding thermodynamic properties may 

be affected by uncertainties in the composition mixtures. Notwithstanding this, we believe 

that the thermodynamic calculations are still valid in a good approximation and that they 

can provide useful information to understand power concentration.    

The evolution of the Tg response with qte of the pure CO2 case closely resembles the 

behaviour in CO2/CH4 80/20 mixture. Hence, Tg corresponding to the plasma contraction 

regimes seems to coincide with regions of high Cp,tot, where qte steeply increases because 

more energy is required to obtain a rise in Tg. Nonetheless, while this may explain the 

stabilization of the plasma in certain Tg intervals, it cannot justify the pressure shift (see 

Figure 6.1) and the substantial increase in power density (see Figure 6.7(b)) observed upon 

the addition of CH4. 

It has often been found that κ defines the radial Tg gradient, which in turn determines the 

degree of inhomogeneity of the gas heating288,289,299,302,332. In order to find further 

verification of this mechanism, we plot κnonreactive and κtot (sum of nonreactive and reactive 

components) as a function of Tg in panels (a) and (b) of Figure 6.9, respectively. We would 

like to point out that κnonreactive is here the sum of the translation of heavy species and the 

contribution from internal energy changes, while the translation of electrons is neglected. 

Notwithstanding this, our results are in good agreement with the work of Niu et al.333 (and 

other contributions concerning only the pure CO2 case334,335). In addition, κreactive, which is 

included in κtot (Figure 6.9(b)), only includes the contributions of chemical reactions 

between heavy neutral species and disregards possible contributions from ions and 

electrons, which are, however, not relevant under the conditions studied here333. 

Analogously to Cp, κ is mainly defined by its reactive component, κreactive, which accounts 

for the heat flux caused by chemical reactions. The sharp peaks in κtot are, therefore, a 

result of the chemistry activated by Tg, exactly as it happens for Cp,tot
333. Unlike qte (which 

is derived from Cp,tot), ktot exhibits important deviations upon addition of CH4, being about 

twice as high for Tg > 3000 K compared to pure CO2. 
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Figure 6.9. (a) Nonreactive component κnonreactive, and (b) total heat conductivity (including equilibrium 

reactions) κtot, as a function of the gas temperature, for three different pressures, and for pure CO2 and the 

CO2/CH4 80/20 mixture. 

Interestingly, the critical power density to observe the plasma filament is also increased by 

a factor of two, moving from ca. 800 up to ca. 2500 W cm-3 (Figure 6.7(b)). This indicates 

that a twofold intensification of the power concentration is necessary to shift the 

production/destruction balance of charged particles and establish a significant radial and 

axial volume reduction. The increase in κreactive  is ascribed to the lower thermal stability of 

H-containing products (bond energies in the order of 4-5 eV336) compared to CO (bond 

breaking energy of 9.6 eV337) at Tg > 3000 K, making the CO2/CH4 80/20 mixture more 

reactive than pure CO2. Thus, we believe that κ may explain the pressure shift in the 

contraction of the plasma with the admixture of CH4, highlighted by the plasma images (see 

Figure 6.1).  
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Our observations are in good agreement with Wolf et al.278 for pure CO2 and demonstrate 

that the relationship between power concentration and Tg is governed by Cp even in 

CO2/CH4 mixtures. In addition, we suggest that κ is of fundamental importance to study the 

power concentration in different chemical environments. For instance, Kabouzi et al.289 

demonstrated that the high κ of He prevents a non-uniform radial distribution of Tg that is 

required for plasma radial contraction. These findings were also reported by Moisan and 

Pelletier302. 

At this point, we are able to formulate a hypothesis on the inherent dynamics, 

incorporating the findings from previous efforts and the new insights achieved within our 

work. The proposed mechanisms underlying power concentration in CO2/CH4 mixtures, 

which we believe can be generalized to molecular discharges, are illustrated in the next 

section. 

 

6.3.7 Underlying mechanisms 

A comparison between the evolution of plasma parameters against Cp and κ highlights the 

importance of the thermodynamic properties of the gas in determining Tg characteristic for 

the diffuse and contracted regimes. Furthermore, we demonstrate that changes in κ can 

explain the different contraction behaviour upon modifications of the chemical kinetics in 

the plasma (e.g. by adding CH4 to CO2).  However, to fully describe the mechanism leading 

to power concentration in a plasma, we need to take a step back and look at the evolution 

of the heavy-particle temperature with pressure once more. Specifically, the importance of 

κ for the onset of discharge constriction is evidenced in the Trot radial profiles displayed in 

Figure 6.10, especially in the central panel where the results for 150 mbar are presented, 

corresponding to the transition from diffuse to contracted discharge mode. 

In the reaction zone, κ transports the energy radially outwards from the hot core, where 

the electrons deposit their energy into the molecules, until a balance between conduction 

and convective heat losses is reached293. In a forward vortex flow configuration, the 

discharge is stabilized in a recirculation cell where heat diffusion dominates over 

convection. Therefore, an equilibrium between conduction and convection is only found at 

the boundary between the hot inner region and the cold outer vortex. Indeed, the latter 

functions as an effective wall in vortex-stabilized discharges. Under these conditions, the 

radial Tg gradient is determined by κ. This effect is more pronounced at 150 mbar (Figure 

6.10). Particularly, higher κ (e.g., for increasing CH4 fractions in the feed gas) leads to lower 
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Tg gradients for the same heat flux and faster heat losses from the core of the plasma 

outwards, thus cooling down the discharge region and preventing the establishment of 

strong radial Tg gradients and non-homogeneous heating. In the diffuse regime, Tg ranges 

within ca. 3000 – 4500 K in the region inside the vortex, whose boundaries are located at a 

radial position of approximately 10 mm (see the cylindrical shape of the 20% and 30% CH4 

experiments in Figure 6.1). The high κ in this Tg region (Figure 6.9(b)) facilitates the heat 

conduction from the core to the outer vortex, where heat is lost by convection. Thus, heat 

conduction stabilizes the diffuse plasma in the 3000 – 4500 K regime. Under these 

conditions, electron losses over the whole discharge cross section are mainly determined 

by dissociative recombination of electrons with molecular ions through reaction X2
+ + e- → 

X+ + X (2). Hence, the diffuse discharge regime is governed by a local balance of charged 

particles293,306. 

 

Figure 6.10. Radial profiles of rotational temperature (Trot) for different CO2 + CH4 mixtures at 75 mbar (diffuse 

discharge mode), 150 mbar (transitioning discharge mode) and 400 mbar (contracted discharge mode), with 

input power of 1000 W and flow rate of 10 slm. 30% CH4 is not shown due to overlap of C2 Swan (d3πg→ a3πu) 

with the rotational Raman signal. 

With increasing pressure, the number of collisions between electrons and heavy particles 

increases and so does Tg. However, above 4500 K, κ finds a new minimum (Figure 6.9(b)) 

and heat conduction between the core of the plasma and the outer vortex is reduced. This 

promotes the establishment of non-homogeneous heating within the discharge cross 

section, increasing the core Tg until a new maximum of κ is reached (Tg > 6000 K, see Figure 
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6.9(b)). At this point, thermally driven, associative ionization reactions of radicals (e.g., C + 

O → CO+ + e-) contribute to the intensification of radial contraction and provide extra 

ionization without requiring higher power density and eventually leading to thermalization 

of the discharge (Figure 6.3)51. On the other hand, the plasma is now insulated inside a 

region of low κ (Tg ~ 4500 – 6000 K), limiting heat conduction and thus determining stronger 

Tg gradients. As a consequence of the high Tg, molecular ions dissociate into atomic species, 

thus reducing the role of electron-ion recombination (owing to the very low recombination 

rates for atomic ions338) in the core, where radial ambipolar diffusion becomes the 

dominant electron loss pathway293,306. Once atomic species recombine at the edges of the 

hot core, molecular ions are formed and volume recombination dominates (6.2). Note that 

associative ionization is a source of molecular ions (reverse of electron-ion recombination). 

Therefore, it may further contribute to an increase of radial electron losses and, therefore, 

power concentration. In other words, ionization and electron-ion recombination are 

separated in space293. Hence, the contracted discharge regime is governed by non-local 

balance of charged particles. The conditions, under which a deviation from a local to a non-

local balance and, therefore, power concentration is observed, are set by κ.  

 

Figure 6.11. Schematics of the mechanism underlying power concentration in CO2/CH4 vortex-stabilized 

microwave discharges. For the same experimental conditions, the addition of 20% CH4 in the feed gas 

corresponds to a twofold increase in heat conductivity, resulting in a shift towards higher pressure to create 

non-homogeneous gas heating and power concentration along the axis. 

Hence, our observations confirm that power concentration in CO2/CH4 MW plasmas can be 

explained by non-uniform gas heating, and the relationship between power concentration 

and Tg is governed by the thermodynamic properties of the gas mixture. Once power 
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concentration onsets, associative ionization reactions may further intensify a self-

reinforcing mechanism between ne and gas heating in the core (in agreement with previous 

results51,309 for pure CO2) and promote radial electron losses at the edges of the hot core 

due to the formation of molecular ions, yielding a separation between ionization and 

volume recombination (non-local charged-particle balance293). The effect of CH4 addition 

to a CO2 MW discharge is summarized in Figure 6.11.  

Nevertheless, chemical modelling of the plasma is sought-after to verify the 

aforementioned hypotheses on the main reaction mechanisms that are associated with 

diffuse and contracted discharges. For instance, deviations from chemical non-equilibrium 

established by fast transport of atoms from the hot core outwards56 are not captured in 

our thermodynamic calculations, and the role of associative ionization of radicals (e.g., 

between excited H radicals283) in the presence of CH4 is not yet understood. Thus, the 

mechanism proposed in this study is yet to be fully established, and further computational 

and experimental efforts are highly desirable, also for verifying the mechanism in other 

complex gas mixtures. At the same time, this study represents a step forward in the 

understanding of the power concentration dynamics in vortex-stabilized discharges, and 

these insights can be used to optimize reactor design and verify numerical models.   

With a view towards multi-dimensional modelling, the selection of the chemical reactions 

and physical parameters to describe the discharge behavior becomes critical. 

Computational time is highly dependent on the model input and the latter is expected to 

grow heavily due to the complexity of the DRM chemistry. Our results agree well with the 

number of parameters required to characterize the power density and Tg distributions as 

suggested in previous work309,310 for pure CO2 MW plasmas. Namely, these parameters are 

the pressure, the reactor geometry, Cp, κ, the flow dynamics and the chemistry. 

Particularly, the latter calls for special attention. An accurate description of electron, ion 

and neutral particle kinetics has to be included with a maximum number of ca. 100 

reactions. Thus, a kinetic scheme descriptive of the gas heating dynamics should be first 

validated with a 0D model, as done in this thesis (Chapter 4) for pure CO2. After that, the 

0D model can be used to perform a drastic reduction of the scheme that can still describe 

the underlying mechanism in a good approximation. 
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6.4 Conclusions 

In this chapter, we study a MW plasma used for the conversion of CO2 and we extend the 

characterization of the contraction dynamics to mixtures with CH4. In particular, optical 

emission imaging indicates that the constriction of the discharge into a filament, axially 

centered in the reactor tube, is progressively shifted towards higher pressures upon 

increasing fraction of CH4. This observation is confirmed by combined Thomson-Raman 

measurements, demonstrating that the plasma emission pattern mostly follows the rising 

trend of ne, except for conditions where carbon nanoparticles are formed. Simultaneously, 

an abrupt increase of the average power density in the discharge volume is estimated from 

the fitting of the O 777 line emission. 

The comparison between experimental parameters and calculated thermodynamic 

properties demonstrates that the relationship between power concentration and Tg is 

governed by Cp and κ. Specifically, their reactive components determine the core Tg of the 

diffuse and contracted discharge regimes. Moreover, the addition of CH4 evidences the 

essential role of κ in defining the radial Tg gradients. Compared to CO2 alone, a larger 

number of endothermic reactions is activated at ca. 3000 K, leading to a twofold increase 

of κ. The enhanced heat conduction lowers the core Tg and smoothens the radial gradients, 

favoring a local balance between electron-ion recombination and electron production, 

thus, preventing contraction and lowering the power concentration. In this mechanism, 

associative ionization reactions play the role of providing an increase of the core ne and 

thermalize the discharge in the contracted regime. These reactions are highly Tg 

dependent. Therefore, the inhibition of the gas heating has the effect of increasing the 

degree of non-equilibrium between electron and heavy particle kinetics. For this reason, 

the underlying mechanism becomes inherently difficult to model in more dimensions and 

we suggest that a step back to 0D kinetic modelling is necessary to expand the description 

of the dynamics underlying power concentration to CO2/CH4 mixtures. Upon the reduction 

of the chemical kinetics to the essential reaction pathways, flow modelling will enable to 

identify the key parameters to improve the performance of the DRM process. 
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Appendix D. Equilibrium gas composition12 

The thermodynamic equilibria are calculated using a python code, which operates as 

described hereafter. First, the temperature-dependent molar enthalpy H°(Tg) and entropy 

S°(Tg) are calculated for the included species, using the NASA Glenn Polynomials317. From 

this, we calculate the Gibbs free energies of formation G°(Tg) for each species: 

 G°(Tg) = H°(Tg) - Tg ∙ S°(Tg). (D.1) 

We then calculate the Gibbs free energies of formation ΔGCxHyOz(Tg) for every species CxHyOz 

with respect to three molecules that contain H, O or C, namely H2, O2 and CH4 for the 

calculations with CO2/CH4 mixtures. For the calculations with pure CO2, we calculate the 

Gibbs free energies of formation relative to O2 and CO. In other words, for CO2/CH4 

mixtures we calculate the reaction energies of: 

xCH4 +
y

 2
 H2 + 

z

2
O2 → CxHyOz + 2xH2 (D.2) 

ΔG°CxHyOz
(Tg) = G°CxHyOz

(Tg) + 2xG°H2
(Tg) - xG°CH4

(Tg) - 
y

2
G°H2

(Tg) - 
z

2
G°O2

(Tg) (D.3) 

On the other hand, for pure CO2, we calculate the reaction energies of: 

xCO + 
y

2
O2 → CxOy + 

x

2
O2 (D.4) 

ΔG°CxOy
(Tg) = G°CxOy

(Tg) + 
x

2
G°O2

(Tg) - xG°CO(Tg) - 
y

2
G°O2

(Tg). (D.5) 

From the Gibbs free reaction energies, we calculate the equilibrium constants: 

Keq,  CxHyOz
(Tg) = exp (-

ΔG°CxHyOz(Tg)

RTg
), 

(D.6) 

                                                                 

 

12This model was developed and tested by Björn Loenders at PLASMANT 
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where R is the ideal gas constant. At thermal equilibrium, the equilibrium constants can be 

expressed as a function of the activities (partial pressures) of the gasses: 

Keq,  CxHyOz (Tg) = 
pCxHyOz

⋅(pH2
)

2x

(pCH4
)

x
⋅(pH2

)

y
2⋅(pO2

)

z
2

 =  exp (-
ΔG°CxHyOz(Tg)

RTg
), 

(D.7) 

or, for the case with pure CO2: 

Keq,  CxOy (Tg) = 
pCxOy

⋅(pO2
)

x
2

(pCO)
x
⋅(pO2

)

y
2

 =  exp (-
ΔG°CxOy(Tg)

RTg
). 

 (D.8) 

This way, we can get n-3 independent equations for the CO2/CH4 mixture or n-2 equations 

for pure CO2, with n equal to the number of species included in the calculations. More 

specifically, we have one expression (like eq. (D.6)) for each species with the exception of 

CH4, H2 and O2 for the CO2/CH4 mixture, or with the exception of CO and O2 for pure CO2.  

Since we calculate the equilibria at constant pressure, for each temperature, the sum of all 

partial pressures must remain equal to this constant total pressure. 

ptot,cst= ∑ pi, CxHyOz

n

i=1

  
(D.9) 

Additionally, the ratio of C atom vs. O atoms and the ratio of C atom vs. H atoms must 

remain constant to keep the atom balances the same. 

pCH4,init + pCO2,init

2pCO2, init

 = 
∑ x⋅pi,CxHyOz 

n
i=1

∑ z⋅pi,CxHyOz 
n
i=1

  
(D.10) 

pCH4,init + pCO2,init

4pCH4, init

 = 
∑ x⋅pi,CxHyOz 

n
i=1

∑ y⋅pi,CxHyOz 
n
i=1

  
(D.11) 

where pCH4,init and pCO2,init are the initial partial pressures of CH4 and CO2, respectively. Of 

course, the equation for the C vs. H ratio is not applicable, nor required for the calculations 

of the pure CO2 plasma.  
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These three (or two, for the pure CO2 plasma) extra equations give us a system of n 

equations, which is solved using a root-finding algorithm to get the equilibrium partial 

pressures of the n gas species at temperature Tg. The gas species included in the 

equilibrium calculations are listed in Table D1 for both mixtures. 

Table D1. List of gas species included in the equilibrium calculations. 

Gas mixture Species included in the calculations 

CO2 / CH4 

O, O2, C, C2, CO, CO2, OH, H2O, 

H, H2, CH, CH2, CH3, CH4, C2H, C2H2, C2H4, C2H6, 

HCO, HCOOH, HCHO, CH3OH, CH3CH2OH, CH3CHO 

CO2 O, O2, C, C2, CO, CO2 
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Chapter 7 Flow pattern control avoids solid 

carbon deposition in plasma-based dry 

reforming of methane13 

Abstract 

In Chapter 6 we show that a CO2/CH4 microwave plasma can reach very high core 

temperatures. A direct consequence of these high temperatures is solid carbon deposition, 

which hampers the development and commercialization of dry reforming of methane 

(DRM), causing plasma instabilities and catalyst deactivation. In this work, we use a 

microwave plasma in reverse vortex flow configuration to overcome this issue in CO2/CH4 

plasmas. For the first time, we observe almost no carbon deposition inside the reactor, 

allowing operations even in pure CH4 feed gas, along with very good reactor performance 

(33% and 44% CO2 and CH4 conversion and an energy cost of 14 kJ/L at CO2:CH4 ratio of 

1:1). The reverse vortex configuration features a lower characteristic gas residence time in 

the discharge compared to the more frequently studied forward vortex configuration. Laser 

scattering and optical emission imaging demonstrate that the shorter residence time 

lowers the gas temperature in the discharge and allows switching from full to partial 

pyrolysis. The difference in gas residence time is determined by the characteristic flow field 

of the vortex configuration. This highlights the key role of the flow configuration in 

controlling the process selectivity towards gaseous products vs solid, which is of 

fundamental importance in complex chemistries such as CO2/CH4 mixtures. Thus, the 

reverse vortex configuration enables full exploitation of the DRM chemistry, opening up 

the implementation of plasma-based technology to a wider scale. 

                                                                 

 

13This chapter is based on: 
Flow pattern control avoids solid carbon deposition in plasma-based dry reforming of methane 
O.Biondo, C. F. A. M. van Deursen, A. Hughes, A. van de Steeg, W. Bongers, M. C. M van de Sanden, G. van 

Rooij, A. Bogaerts 
In preparation for submission to Chemical Engineering Journal 
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7.1 Introduction 

In Chapter 6, we mention the formation of solid carbon deposition inside our MW reactor, 

limiting our analysis at 30% CH4 in the feed gas. As explained in Chapter 1 (section 1.4.2), 

plasma-based dry reforming of methane (DRM)15,86, i.e., the combined conversion of CO2 

and CH4, is an attractive solution to electrify the energy-intensive production of syngas (H2 

+ CO), as essential building block for the synthesis of hydrocarbons through Fischer-

Tropsch339 or oxygenates (e.g. methanol340). However, as also discussed in Chapter 1 

(section 1.4.2(b)), its full exploitation is hampered by solid carbon deposition inside the 

reactor, leading to unstable operations (e.g., due to microwave absorption in microwave 

discharges341,342 (see also Chapter 6) or by creating conductive layers inside the reactor 

body343) and limiting the CO2/CH4 ratio to ≥ 1 under most experimental conditions15,84,86. 

In DRM, solid carbon is primarily formed as a consequence of gas-phase, homogeneous 

pyrolytic reactions, especially C2 hydrocarbon pyrolysis108, enhanced by O and OH 

radicals113,344. Hydrocarbon pyrolysis is endothermic and, therefore, promoted by the gas 

temperature (Tg) and gas residence time (tres) in the reaction zone108. Previous research on 

plasma-based DRM suggested that solid carbon formation rises with the specific energy 

input (SEI = input power/feed flow rate)105,343,345, and thus also with the residence time 

and/or the power, which affects Tg. Power pulsing limits gas heating and, therefore, the 

onset of pyrolytic reactions. Indeed, plasma-based DRM studies with power pulsing 

reported little346 to no carbon deposition347,348, although the carbon balance was not 

explicitly evaluated. Recently, Mei et al.349 applied nanosecond power pulsing to a DRM 

dielectric barrier discharge, seemingly without operational issues due to carbon deposition, 

even at CO2/CH4 ratio < 1. However, their carbon balance was lower than 100% for all 

tested conditions. 

Alternatively, microwave plasmas are expected to provide very good performance for 

DRM, with high selectivity towards syngas and high treatment capacity compared to other 

plasma sources, without compromising on energy efficiency15. Chun et al.91 achieved nearly 

solid carbon-free syngas production in a CO2:CH4 1:1 atmospheric microwave (MW) plasma 

torch, with a power input of 6 kW and a gas flow rate of 30 standard liters per minute (slm). 

These values are much larger than any other plasma-based DRM experiment thus far, 

although the resulting SEI (12 kJ/L) is comparable with most studies. The authors estimated 

a Tg of 6760 K in the plasma by fitting the C2-Swan band region of the recorded optical 

emission spectra. Despite the very high temperature and conversion (68% and 97% for CO2 

and CH4, respectively), no solid deposition was visible inside the reactor. Nevertheless, the 

authors observed the release of solid carbon from the reactor body and did not report the 

carbon balance for their measurements. Thus, we hypothesize that carbon deposition 
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inside the reactor was prevented by the high flow rate, thus displacing the deposition of 

solids further downstream. Subsequently, Sun et al.92 tested a microwave reactor at lower 

power (2 kW) and flow rate (10 slm), but the same SEI (12 kJ/L), achieving very high 

conversion (91% and 96% for CO2 and CH4, respectively). However, unlike Chun et al.91, the 

authors reported the presence of solid carbon on the inner wall of the reactor tube92, 

suggesting that the flow rate magnitude determines whether solid carbon can be found 

inside the reactor or not. However, the mechanism underlying solid carbon reduction is not 

yet understood, and the literature on CO2/CH4 microwave discharges is still very limited.  

Compared to microwave plasmas, arc discharges have been more often investigated for 

DRM15. In this class of plasma sources, the performance depends strongly on the reactor 

geometry. For instance, Dinh et al.96 compared the performance of a conventional rotating 

arc reactor with a nozzle-type rotating arc reactor for N2-assisted DRM (CO2:CH4:N2 2:6:8), 

reporting that the latter enhances both conversion and energy efficiency, thanks to 

improved heat transfer from the arc into gas activation and reduced heat losses to the 

walls. In the context of gliding arc discharges, optimization of the gas flow dynamics may 

enable improved performance along with reduced carbon losses to solid products350. Liu et 

al.351 could operate their forward vortex, gliding arc reactor at a CO2/CH4 = 1.5 ratio for 

nearly 2 h, with an SEI of 1.38 kJ/L and without severe carbon deposition. More recently, 

Van Alphen et al.352 were able to lower the CO2/CH4 ratio to 1 in a reverse vortex, gliding 

arc reactor, while operating at a SEI of 3 kJ/L, with no operational issues reported. The 

ability of increasing the SEI while lowering the CO2/CH4 ratio suggests that the type of 

vortex stabilization affects carbon deposition at the reactor walls.  

Up to now, the effect of the gas flow dynamics has never been studied in CO2/CH4 

microwave discharges, despite the promising results mentioned earlier. In vortex-stabilized 

microwave plasmas, the cold outer vortex surrounding the hot plasma core facilitates rapid 

quenching of products, increasing the energy efficiency of the process353. In the commonly 

studied forward vortex flow configuration, quenching of products from the hot core is 

mainly provided by radial transport, as a result of temperature gradients as large as 5000 

K/cm56,353. Nevertheless, the performance of a microwave plasma in forward vortex 

configuration suffers from weak control of the plasma core characteristics, due to 

suppression of convective core-periphery transport225,353,354. 

In contrast, in reverse vortex flow configuration, a second inner vortex is forced through 

the plasma zone, establishing convective core-periphery transport354. In this configuration, 

the tangential gas inlets and outlet are located on the same side of the plasma (Figure 7.1). 

This results in an outer vortex flow along the reactor walls, and an inner vortex aimed at 
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the opposite direction355. The plasma is confined in the inner vortex, while the outer vortex 

provides near perfect heat insulation354–356. Bongers et al.37 were the first to study both the 

forward and reverse vortex configurations in a CO2 microwave plasma at sub-atmospheric 

pressure and reported slightly higher energy efficiency in reverse vortex at increasing 

pressure, with a maximum at ca. 500 mbar. In addition, they observed that the energy 

efficiency decreases less with increasing pressure than in forward vortex configuration, 

suggesting that the reverse vortex configuration may provide a more energy-efficient CO2 

conversion at atmospheric pressure. Nevertheless, this has not yet been demonstrated 

thus far. A first in-situ characterization of the reverse vortex CO2 microwave plasma was 

provided by van de Steeg225, showing that control over the residence time and Tg can be 

achieved through convective core-periphery transport by varying the inlet gas flow rate. In 

systems with more complex chemistry and where product selectivity is important, such as 

DRM, control over the residence time is expected to be even more beneficial. 

 

Figure 7.1. Schematics of the reverse vortex (RV) and forward vortex (FV) flow configurations, with illustrations 

of flowlines based on Gutsol and Bakken 354. 

In this work, we report for the first time on the inhibition of solid carbon deposition in a 

DRM microwave plasma in reverse vortex flow configuration, even in pure CH4 feed gas. 

For the same experimental conditions, we observe that the more widely used, forward 

vortex configuration achieves syngas production along with severe carbon deposition, 

eventually leading to discharge shutdown for CH4 fractions larger than 75% in the feed gas. 
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7.2 Results and discussion 

7.2.1 Combined Raman-Thomson scattering 

In order to gain a deeper insight in the effect of the flow configuration on carbon 

deposition, and thus plasma stability, we perform for the first time an in-situ 

characterization of the reverse vortex, microwave plasma using a combination of rotational 

Raman and Thomson scattering, providing quantitative measurements of the rotational 

(gas) temperature (assumed in equilibrium with Tg), and electron density and temperature, 

respectively. For more details on the methodology, we refer to previous work of van de 

Steeg et al51. For a more detailed description of this microwave reactor equipped with a 

laser scattering device, we direct the reader to previous work225,357. The results for the 

reverse and forward vortex configuration are compared in Figure 7.2, with the purpose of 

unravelling the transport phenomena, lying at the basis of solid carbon inhibition. The in-

situ characterization of the plasma for CH4 fractions > 20% in CO2 is not yet possible due to 

the complexity of the chemical environment and the increase in C2-Swan laser induced 

fluorescence329, which blends the Raman spectra. 

 

Figure 7.2. Electron density and temperature (left) measured at the core of the plasma (averaged over 1 mm) 

and radial profiles of rotational temperature (right), for 20% CH4 in the feed gas, in forward and reverse vortex 

flow configurations (1000 W, 100 mbar, total flow rate of 17 slm). 

Figure 7.2 shows that Tg is ca. 1500 K lower in reverse than in forward vortex configuration, 

leading to a larger difference between Te and Tg, and thus a more pronounced non-

equilibrium plasma in the reverse vortex configuration. On the other hand, the electron 

number density (ne) and temperature (Te) are in the same order of magnitude for both 

forward and reverse vortex configurations. The large error bars are ascribed to the overlap 
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with the Rayleigh peak and the stray light that are cut from the spectra with a notch 

filter358,359.  

The lower Tg of the reverse vortex flow configuration indicates that it enhances the heat 

removal from the core of the discharge, compared to the forward vortex configuration. This 

cooling effect is provided by a prominent convective flow established in the reverse vortex 

configuration, being absent in forward vortex configuration353,354.  

 

7.2.2 The effect of the flow topology 

Additional evidence of the reduction of solid-carbon precursors in the reverse vortex 

configuration is provided by optical emission imaging, presented in Figure 7.3. 

 

Figure 7.3. Optical emission images of the plasma in forward and reverse vortex configurations as a function 

of the CH4 fraction in the feed gas, with emission intensity normalized at the maximum value in each image 

(1000 W, 17 slm, 100 mbar). 
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These images are taken with a bandpass filter with a central wavelength of ca. 780 nm, 

aiming to simultaneously isolate the 777 nm O(3s5S0 ← 3p5P) spectral line emission, often 

used to reconstruct the plasma shape228,232, and to capture the onset of the broadband 

emission (ca. 500 – 1100 nm, with a maximum at 800 – 900 nm) from hot carbon 

particles324–326. In this manner, optical emission imaging becomes a useful tool to trace the 

formation of carbon particles as precursors for carbon deposition in DRM, while keeping 

track of the change in emission distribution. Figure 7.3 shows a sudden change in emission 

shape from 5% to 10% CH4 in the feed gas in forward vortex configuration. Particularly, the 

emission zone exhibits a cylindrical, hollow shape, as a result of the particle formation at 

the interface between the hot core and the cold outer vortex325. The last step of the Kassel 

mechanism109,114 (i.e. the full dehydrogenation to solid carbon) is an inherently kinetically 

limited process, composed of a nucleation step followed by mass growth115. The 

recirculation cell created in forward vortex configuration (represented by the closed flow 

lines in Figure 7.1) traps the hot gas inside, which can only leave by slow radial diffusion 

promoted by the onset of strong temperature gradients. This causes an increase in tres, 

creating the conditions to form a considerable number of nucleation sites and therefore 

carbon particles through H-abstraction and C2H2 addition (HACA mechanism)115,360 and/or 

coagulation361. Since particle sizes are significantly larger than the sizes of gas molecules, 

thermophoresis affects their motion to a lesser extent362, further increasing their tres 

compared to that of the gas in the recirculation cell. Here, carbon particles tend to 

accumulate and aggregate in larger structures, until they achieve sufficient momentum to 

leave the closed flow lines and attach to the reactor walls as a result of inertial impaction363. 

A similar behavior was observed for soot particles in C2H4 fueled flames, where 

recirculation zones were created with the aim of trapping the carbon particles and tracking 

their trajectories inside a vortex flow364. Their broadband emission, visible to the naked eye 

as an orange halo325,365, corresponds to the shape of the recirculation cell in our case. The 

part that is protruding outside the waveguide is not included in the images in Figure 7.3. 

Once the particles are sufficiently heavy and can leave the recirculation cell, they are only 

ca. 6 mm separated from the reactor walls. Under these conditions, solid deposition is thus 

facilitated.  

In reverse vortex configuration, the transition from O 777 nm to carbon-dominated 

emission, with a clear change in shape, appears at ca. 30% CH4 in the feed gas. 

Nevertheless, the emission zone is limited within a few millimeters in the core of the 

reactor tube, where the plasma is confined. For reverse vortex, the images in Figure 7.3 

locate the convective flow in the space, pointing towards the right-hand side, where the 

gas outlet is located (cf. Figure 7.1). Unlike in the forward vortex configuration, no 

broadening of the emission in the radial or axial direction is observed. The lower core Tg 
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and reduced Tg gradients (cf. Figure 7.2), as a consequence of strong convective cooling, 

reduces the formation of particles outside the plasma zone.  

 

Figure 7.4. Optical emission images of the plasma in forward and reverse vortex flow configurations as a 

function of the CH4 fraction in the feed gas. The images are recorded with an image intensified CCD high speed 

camera, with a bandpass filter with a central wavelength of ca. 780 nm.  

However, broadband emission is still visible, although with much lower intensity compared 

to the forward vortex configuration for the same CH4 fraction in the feed gas (Figure 7.4), 

indicating that primary carbon particles are still formed. In effect, the emission intensity 

increases with the fraction of CH4, and the maximum intensity is achieved at 75% CH4 in 

the feed gas in forward vortex flow configuration, right before severe carbon deposition is 

observed inside the reactor walls and the plasma shuts off. This clearly links the observed 

emission with carbon particles. Interestingly, broadband emission is observed also in 

reverse vortex flow configuration, where carbon deposition does not occur. However, its 

intensity is much lower than in the forward vortex configuration for the same conditions, 

suggesting that the amount (and likely also the size) of carbon particles is substantially 

reduced. Notwithstanding this, the absence of a recirculation zone in reverse vortex limits 

the formation of larger and stable carbon aggregates, explaining the lower emission 

intensity from blackbody radiation, together with nearly absent carbon deposition at the 
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walls. Moreover, the hot gas removed from the plasma zone is quickly quenched by the 

input gas in reverse vortex configuration (cf. flow lines in Figure 7.1 and Bongers et al.37). If 

the cooling rate is sufficiently fast, mixing with the input gas may further reduce particle 

aggregation in stable structures downstream the plasma zone115.  

 

7.2.3 Reactor performance 

With the aim of inferring the effect of the flow geometry on the chemistry, we evaluate the 

performance of DRM in a microwave plasma in both forward and reverse vortex 

configurations. The exhaust composition is measured with a gas chromatograph (GC) and 

reported in Figure 7.5 for a range of CO2/CH4 mixtures (from pure CO2 up to pure CH4). 

More details on the GC analysis are given in Section 3.3. 

 

Figure 7.5. (Top) CO2 and CH4 conversion and energy cost; (Bottom) Product composition and carbon 

balance (Cbalance) as a function of the CH4 fraction in the feed gas, in forward and reverse vortex flow 

configuration, for 10 slm (left) and 17 slm (right) (1000 W, 100 mbar).  

Figure 7.5 (top panel) shows that the flow rate has a stronger effect than the flow 

configuration on both CO2 and CH4 conversion at the experimental conditions under study. 

Despite the comparable conversion performance, more important is that operation in 

forward vortex is impossible by solid carbon formation for CO2/CH4 ratios < 4 at 10 slm, and 

< 1 at 17 slm (hence: the lack of data points for CH4 fractions above 20% and 50%, 
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respectively), with plasma instabilities arising at larger CH4 fractions. Carbon particles are 

good microwave absorbers342, causing a shielding of the microwave power to the plasma. 

For high fractions of CH4 (i.e. at 50% and 75% at 10 and 17 slm, respectively), this eventually 

makes it impossible to maintain a stable discharge. On the contrary, the reverse vortex 

configuration enables stable and solid carbon-free operation up to pure CH4 feed gas (the 

lack of data points for CO2/CH4 ratios < 0.33, or CH4 fractions > 75%, at 17 slm was due to 

inherent limitations of the volumetric flow controllers in use). This highlights that the flow 

stagnation in forward vortex leads to reduced mass and heat transfer, higher residence 

times and thus increased tendency to carbon deposition. Instead, reverse vortex is a 

method of increasing core transport, with great potential for DRM and perhaps even 

beyond that, for the chemical industry in the context of CH4 non-oxidative coupling. 

The minimum energy cost, calculated from the total conversion (i.e. the weighted average 

of CO2 and CH4 conversions), is achieved for 20% CH4 fraction in the feed gas for all sets of 

measurements, with the lowest value being 12.6 kJ/L. At 50% CH4, the lowest energy cost 

is 13.2 kJ/L in forward vortex configuration. In reverse vortex configuration, this increases 

to 14.1 kJ/L at 10 slm and to 15.1 kJ/L at 17 slm. For comparison, Chun et al.91 and Sun et 

al.92 achieved an energy cost of 14.5 kJ/L and 12.8 kJ/L, respectively, for CO2/CH4 50/50 

microwave plasma. The product composition (Figure 7.5, bottom panel) mainly consists of 

syngas (H2 and CO), along with H2O (whose concentration is estimated from the O balance, 

as described by Wanten et al.86) and C2H2. The addition of 5% CH4 in the feed gas removes 

O2 from the output stream. 

 

Figure 7.6. Volumetric production rate, in standard liters per minute (slm), calculated by multiplying the 

product fractions with the output flow rate, for forward vortex (FV) and reverse vortex (RV) flow configurations 

at 10 and 17 slm input flow rate (1000 W, 100 mbar). 
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Just like the conversions, the product distribution almost does not change with the flow 

configuration. The same is true for the volumetric production rates, presented in the Figure 

7.6. Moreover, the carbon balance (Cbalance) is close to 100% (within error margins).  

A small deviation (ca. 96%) is seen only for 50% CH4 in the feed gas in forward vortex at 17 

slm, showing that carbon losses to solid deposits are small, even when deposition is clearly 

observable. For CH4 fractions > 50% in forward vortex configuration, we observe strong 

deposition, along with unstable plasma, and, therefore, we expect larger deviations in 

carbon balance. Hence, despite no obvious differences are observed in gaseous product 

distributions, the reverse and forward vortex configurations clearly differ in the amount of 

solid carbon deposition. 

 

7.2.4 Selectivity to C2 hydrocarbons 

The experimental, C-based selectivity (see Eq. 3.14 in Section 3.3.2) to C2H2 is plotted as a 

function of the SEI and compared against the literature (taken from the PIONEER database) 

in Figure 7.7. Note that only CO2/CH4 mixtures are considered, in a wide range of 

combinations. In our experiments, only C2H2 is quantifiable, whereas traces of C2H4 are 

detected by Fourier Transform Infrared spectroscopy for pure CH4 plasma only, although 

below the limit of detection at the GC. 

Figure 7.7 indicates that our microwave reactor exhibits high selectivity towards C2H2, 

especially for high fractions of CH4 in the feed gas (max. of 69% at 90% CH4 in the feed gas). 

Compared to the available literature, selectivities of ca. 25-28% can be achieved for 

CO2/CH4 50/50 mixtures at low SEI (hence, energy cost), analogously to gliding arc (GA) 

discharges. In effect, warm plasmas lead to higher conversion and more selective 

production of unsaturated hydrocarbons, especially C2H2, due to the characteristic higher 

Tg
107. C2H4 is the most important feedstock for the chemical industry and, therefore, is more 

attractive than C2H2; however, the latter can be converted by post-discharge catalysis, as 

demonstrated by Delikostantis et al.366 for a nanosecond repetively pulsed (NRP) discharge 

in pure CH4. However, this is yet to be investigated in DRM post-discharge conditions. 

Alternatively, increasing the gas flow rate above 17 slm in reverse vortex flow configuration 

may further increase the cooling rate at the discharge zone, thus reducing Tg to a range 

where C2H4 formation is favored over C2H2 (i.e. 1000-1300 K)107. This would require 

adapting our microwave setup to withstand much higher gas flow rates and would be 

therefore desirable to first test this hypothesis with computational modeling. The insights 
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gained in Chapter 6, together with the expertise of the PLASMANT group on this type of 

modeling, will be applied in the future to optimize the design of the reactor towards C2H4 

production. 

 

Figure 7.7. Selectivity to C2H2 as a function of the SEI for CO2/CH4 mixtures in different plasma sources (i.e. 

dielectric barrier discharges (DBD), corona, gliding arc (GA), atmospheric pressure glow discharge (APGD), 

nanosecond repetively pulsed (NRP) and spark discharges; taken from the PIONEER database), compared to 

the experimental results of this study for a microwave (MW) reactor. 

 

7.2.5 Inhibition of carbon deposition 

In DRM at high Tg, carbon deposition arises from the same mechanism as in pure CH4 

splitting, i.e. from (oxidative) hydrocarbon pyrolysis108. According to the Kassel 

mechanism109,114, CH3 radicals formed upon dissociation of CH4 recombine to form C2H6. 

After that, a cascade of dehydrogenation reactions to C2H4 (within 10-6-10-5 s), C2H2 (10-4-

10-3 s) and eventually to solid carbon takes place, depending on tres in the reaction zone. 

The only C2 hydrocarbon detected in our measurements is C2H2, indicating that tres is likely 

in the millisecond range in both configurations. Van de Steeg225 calculated convection 

velocities in the range of 150 m/s in reverse vortex flow configuration, and diffusion 

velocities of 5 m/s in forward vortex configuration, for pure CO2 under similar conditions. 

In reverse vortex, the convective flow is oriented towards the gas outlet. If we take a plasma 

length of ca. 2 cm, as estimated from the plasma images (cf. Appendix E), the resulting tres 
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is ca. 0.1 ms. In forward vortex, the diffusive flow goes mainly from the core towards the 

outer vortex. Hence, with a plasma radius of ca. 0.4 cm (see again Appendix E), the 

estimated tres is ca. 0.8 ms, but if we consider the interface between the inner recirculation 

cell and the outer vortex, which is at ca. 0.7 cm from the core (cf. Figure 7.3), then tres is ca. 

1.4 ms i.e. 1 order of magnitude longer than in reverse vortex. In effect, in the forward 

vortex configuration, the gas is trapped inside a recirculation cell with closed flow lines (cf. 

Figure 7.1), in which the plasma is stabilized, and can only leave through radial transport, 

as demonstrated before353,354. This process is much slower than convection, which 

dominates core transport in reverse vortex, in line with previous work225,354. Hence, the 

difference in estimated tres, arising from the characteristic flow topology, can explain the 

nearly absent carbon deposition in the reverse vortex configuration. 

For the conditions tested during the GC campaign, i.e. CH4 fractions ≤ 50% in forward 

vortex, only primary carbon particles are formed, with limited aggregation and thus with 

negligible contribution to the carbon balance. For high fractions of CH4, the particles can 

form larger aggregates, carrying a larger momentum and eventually depositing at the inner 

walls of the quartz tube. In these conditions, losses to solid deposits may have a much 

larger contribution to the carbon balance. In effect, above 75% CH4 in the feed gas, the 

plasma is not stable anymore and it quickly shuts off. This is ascribed to a prominent 

formation of carbon particles (as shown in Figure 7.4), which absorb the microwaves and 

shields the microwave power from the plasma.  

Therefore, we hypothesize that the substantial inhibition of carbon deposition in the 

reverse vortex configuration arises from the specific flow topology, which determines the 

trajectory of the solid carbon precursors and their ability to aggregate and reach the reactor 

walls. Optical emission images show that carbon particles are formed in both flow 

configuration, although they have little contribution to the carbon balance until solid 

deposits are formed. The shorter tres in the hot zone in reverse vortex configuration, 

together with the absence of a recirculation cell, determines the possibility to operate in a 

solid-carbon free regime even under conditions where solid carbon formation would be 

thermodynamically favorable115. Consequently, the flow topology affects the chemistry, 

determining a shift from a kinetics dominated by full (oxidative) hydrocarbon pyrolysis 

(e.g., CH4 → Cs + 2H2) towards a larger contribution from partial pyrolysis (e.g., 2CH4 → 

C2H2 + 3H2), without any other parametric modification, as depicted in Figure 7.5. 
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Figure 7.8. Schematic illustration of the effect of the reactor geometry on solid carbon deposition. 

The shift is not captured by the GC analysis because conditions of severe carbon deposition 

are avoided to preserve the functionality of the diagnostics. However, the shift is 

observable from our experiments performed without the limitations imposed by the 

diagnostics, in which the plasma stability in forward vortex configuration is hampered by 

the large amount of solid carbon deposition. Hence, the insight provided by this work 

represents a step further in the understanding and, therefore, control of the process, from 

which future efforts in scaling up of plasma-based DRM (and CH4 non-oxidative coupling) 

can benefit. 

In effect, the reverse vortex configuration avoids carbon deposition and hence provides the 

opportunity of fully exploiting the DRM chemistry, from low fractions of CH4 in the feed gas 

up to pure CH4, and therefore achieving solid carbon-free syngas at the desired ratios, as 

shown in Figure 7.9. For instance, a H2/CO ratio of 2 is desired for methanol and Fisher-

Tropsch synthesis, which is potentially attainable with a CH4 fraction of ca. 60% in reverse 

vortex flow configuration, without the use of a catalyst. 
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Figure 7.9. Syngas (H2/CO) ratio as a function of the CH4 fraction in the feed gas, in the FV and RV 

configuration, at 10 and 17 slm (100 mbar, 1000 W). 

 

7.3 Conclusions 

In conclusion, our work illustrates the essential role of the flow dynamics (reverse vs 

forward vortex) in determining the selectivity towards solid or gaseous products in complex 

mixtures such as CO2/CH4. With proper optimization of the reverse vortex configuration 

and exploration of a wider parameter space, especially higher flow rates and pressures in 

combination with varying power input, we hope to achieve steering of the selectivity 

towards higher-value hydrocarbons (e.g., C2H2 and C2H4), which seems to be not feasible in 

forward vortex configuration due to restricted control over the residence time in the hot 

plasma zone. Moreover, the reverse vortex configuration opens up the possibility to sustain 

a microwave plasma in non-thermal equilibrium (i.e. with Te > Tg), thanks to the activation 

of intense core-periphery convection, cooling down the discharge zone. This can be 

beneficial for the production of C2 hydrocarbons or heavier molecules, whose formation is 

limited by the high Tg in thermal plasmas. 
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Appendix E. Estimation of the plasma size 

Optical emission imaging is used to reconstruct the shape of the plasma, following the O 

777 nm emission line intensity228,232 with an image intensified CCD high-speed camera. The 

O 777 nm line emission is isolated with a bandpass filter with a central wavelength of ca. 

780 nm. The resulting axial and radial profiles for the pure CO2 microwave discharge at 17 

slm are shown in Figures E1 and E2, respectively. Pure CO2 is chosen to avoid interference 

from broadband emission of carbon particles, which may alter the estimated plasma 

dimensions. An accurate estimation of the plasma size upon addition of CH4 goes beyond 

the scope of this analysis, which is meant only to provide an estimate of the timescale of 

core-periphery transport in reverse and forward vortex flow configurations. 

 

Figure E1. Axial profiles of the O 777 line emission intensity in reverse (RV) and forward vortex (FV) flow 

configurations (pure CO2, 1000 W, 100 mbar, 17 slm). 
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Figure E2. Radial profiles of the O 777 line emission intensity in reverse (RV) and forward vortex (FV) flow 

configurations (pure CO2, 1000 W, 100 mbar, 17 slm). 

Plasma length and width are calculated upon fitting of the O 777 line intensity (shown in 
Figure E1 and E2, respectively) with a Gaussian and defined as the full width at half 

maximum (FWHM) of the radial and axial profiles, respectively232. The resulting dimensions 
are reported in Table E1 and are used to estimate the characteristic gas residence time for 
the forward and reverse vortex flow configurations, reported in Section 7.2.5. 

Table E1. Plasma length and width for pure CO2, 1000 W, 100 mbar, 17 slm. 

 Length (cm) Width (cm) 

Forward vortex 2.3 0.8 

Reverse vortex 1.9 0.6 
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Chapter 8 Overall conclusions and outlook 

Plasma-based CO2 conversion is gaining increasing interest worldwide, but to improve its 

application, a better insight into the underlying mechanisms is desirable. This insight can 

be obtained by experiments, but also by modeling. Both plasma chemistry modeling and 

plasma reactor modeling are important for CO2 conversion applications. Particularly, the 

latter can become extremely time-expensive due to the challenging nature of the plasma 

environment, especially in complex mixtures such as CO2/CH4. Nevertheless, being able to 

capture the underlying mechanisms paves the way to achieving control on them, which is 

key to bring plasma technology towards a wider scale of application. 

Improving the energy efficiency of CO2 conversion can be realized by a deeper 

understanding and improved control of the fundamental processes. A great deal of studies 

investigated the conversion performance in response to the variation of experimental 

parameters, yet a limited number focused on the fundamentals governing the 

performance. Plasma-based green chemistry is worldwide still mostly focused on trial-and-

error experiments, making research time-consuming and expensive. This thesis aims to add 

to the state-of-the-art through detailed kinetic modelling and plasma diagnostics, 

addressing some essential questions: 

 What is the potential significance of vibrational excitation for CO2 dissociation? 

Thus far, modelling investigations for CO2 plasmas focused on the study of the vibrational 

kinetics, identifying V-T relaxation as central mechanism for vibrational depopulation and 

gas heating. However, Chapter 4 in this thesis pinpoints the key role of V-V-T relaxation in 

coupling the kinetics of v3 and v12, unveiling the essential contribution of v12 in promoting 

the gas heating in pure CO2 discharges. Additional heating is caused by the fast transfer of 

energy into electronically excited states, followed by collisional quenching, which 

represents a fast and unavoidable heating mechanism in transient CO2 discharges. 

Moreover, the presence of dissociation products (e.g. O atoms, as demonstrated in this 

study) can alter the vibrational distribution and the heating dynamics during the active 

phase of the discharge and in the afterglow. These limitations to the vibrational ladder-

climbing process call for the redefinition of the operational parameter space for sustaining 

a consistent vibrational excitation and its potential contribution into CO2 dissociation. At 

this point, it seems clear that discharges in pulsed regimes are not suitable for the selective 

excitation of vibrational quanta. On the other hand, warm discharges are too close to 
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thermal equilibrium to promote the ladder-climbing. However, the microwave discharge in 

reverse vortex flow configuration, presented in Chapter 7, may still provide the optimal 

conditions to exploit non-equilibrium dissociation of CO2, thanks to transport of 

dissociation products from the hot core to the cooler periphery and improved mixing with 

the cold feed gas. Particularly, increasing the feed gas flow rate may enhance the cooling 

of the discharge and therefore slow down vibration-translation relaxation reactions. This 

will require modifications of the reactor design to operate at high flow rates and should be 

accompanied by accurate reactor modeling, avoiding a trial-and-error approach. Hence, in 

future work, the detailed kinetic scheme developed within this thesis should be reduced in 

order to be coupled with multi-dimensional modeling. Coupling of computational fluid 

dynamics simulations with the reduced CO2 chemistry should enable to define the key 

pathways for dissociation in discharges with high degree of inhomogeneity, such as 

microwave plasmas, but also gliding arc discharges. 

 Why is the beneficial effect of the carbon bed transient? 

Even if the vibrational ladder-climbing process cannot be realized in warm plasmas, there 

are other possibilities to improve the performance of CO2 conversion in such plasmas. 

Indeed, both CO2 conversion and energy efficiency, along with O2-free CO production, can 

be achieved with a post-plasma carbon bed, as demonstrated in Chapter 5, but its 

beneficial effect is transient. To understand the underlying mechanisms, temperature 

measurements and detailed kinetic modelling (as described in Chapter 2) are applied. The 

combined results reveal that the onset of oxygen coverage at the carbon surface is of 

crucial importance to define the performance of the conversion process. In particular, the 

presence of oxygen complexes increases the selectivity towards CO2 through the C(s)-O 

oxidation and the forward Boudouard reactions. According to the model developed, this 

oxygen coverage may be limited by increasing the temperature in the carbon bed, i.e., by 

providing additional heating, which should lead to a complete consumption of the bed, 

followed by supplying fresh pellets from the silo. Thus, in future work, external heating at 

the carbon bed should be tested by a combination of modeling and experiments. In 

particular, the detailed kinetic scheme developed in this thesis contains a limited number 

of reactions and is therefore well suited for coupling with (three-dimensional) 

computational fluid dynamics simulations of the post-discharge zone. For the active plasma 

zone, multi-dimensional modeling and chemistry should also be coupled, when the 

reduction of the CO2 chemistry mentioned in the previous paragraph will be implemented. 

Microwave plasmas have a very high gas temperature, generally much higher than the 

gliding arc plasma tested in Chapter 5. Indeed, we demonstrate in Chapter 6 and 7 that the 

gas temperature is always higher than 3000 K in the core of the discharge. Thus, the 



 
— 
181 

addition of solid carbon in the post-discharge region of a microwave plasma can exploit this 

heat for the reactions at the carbon bed. Moreover, the high gas temperature of microwave 

plasmas may promote endothermic reactions such as the reverse Boudouard reaction, 

further enhancing the CO2 conversion. Therefore, in future work we will implement a 

carbon basket downstream our microwave reactor, in order to verify our hypothesis. 

Computational fluid dynamics simulations will help drive the design process. Furthermore, 

in this thesis only two carbonaceous materials have been tested, while in the literature a 

wider range of materials can be found. However, most of them have been investigated for 

thermal gasification and not for plasma-assisted gasification. Thus, we will select materials 

with different characteristics than what we tested already, especially with larger surface 

area, which is thought to increase reactivity and the amount of oxygen that can be removed 

from the gas. Overall, the new insights from modeling and experiments will hopefully 

catalyse the adoption of the post-discharge carbon bed, which may also represent a model 

for other plasma-assisted waste gasification. 

 What is the effect of CH4 concentration on the CH4-CO2 discharge parameters? 

In Chapter 5, we demonstrate that the energy efficiency of CO2 conversion in a warm 

plasma can be improved by intervening in the post-discharge region. Indeed, in these 

plasmas the conversion performance is controlled by recombination rates outside the 

plasma core. In turns, recombination rates are controlled by the trajectories of the 

dissociation products, determined by the temperature gradients between the plasma core 

and the cooler periphery. In this regard, understanding how the discharge volume evolves 

with the operating conditions is crucial. In the last decades, the contraction dynamics has 

been thoroughly characterized for noble gases and little research has been recently 

conducted to molecular discharges such as CO2. In this thesis, in Chapter 6, we characterize 

for the first time the evolution of the discharge volume with pressure in dry reforming of 

methane in a microwave discharge. The addition of CH4 shifts the onset of power 

concentration towards higher pressures. A comparison between experiments and the 

calculated thermodynamic properties demonstrates that the relationship between power 

concentration and gas temperature is governed by the thermodynamic properties of the 

reactive gas mixture. The overall picture is further complicated by the role of the ion 

chemistry in intensifying the concentration mechanism and by the establishment of 

thermal non-equilibrium in CO2/CH4 discharges. For this reason, expanding the description 

of the dynamics underlying power concentration to these mixtures still requires detailed 

kinetic modelling. CO2/CH4 kinetic schemes are already available and ready to be tested at 

PLASMANT. However, a validation against experiments, especially to reproduce gas and 

electron temperatures, is still lacking. Hence, analogously to Chapter 4, in future work we 
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plan to validate the available kinetic schemes with experiments, e.g., pulsed discharges, as 

they are good benchmarks to study the heating dynamics with 0D models, as indeed 

demonstrated in Chapter 4. After the reduction of the chemical kinetics to the essential 

reaction pathways, flow modelling will enable to identify the key parameters to improve 

the performance of DRM in microwave plasmas. The parameters collected in Chapter 6 

(e.g., spatially resolved gas and electron temperature, electron number density, plasma 

dimensions) will serve as both input and validation parameters for the computational fluid 

dynamics simulations. In addition, new measurements should be taken, and the fitting 

scripts for the interpretation of the laser scattering spectra should be adapted to the 

complex chemical environment of CO2/CH4 plasmas. The combination of modeling and 

experimental efforts will hopefully pave the way towards the commercialization of plasma-

based dry reforming of methane. 

 Can we avoid solid carbon deposition in low-ratio CO2/CH4 microwave discharges? 

Another effect of the addition of CH4 to a CO2 microwave plasma is the formation and 

deposition of solid carbon inside the reactor, as observed in Chapter 6. In effect, discharges 

with CO2/CH4 ratios < 1 are generally characterized by high carbon deposition, hampering 

stable operations and reducing the selectivity towards gaseous products. This thesis 

demonstrates for the first time, in Chapter 7, the essential role of the flow dynamics in 

determining the selectivity towards solid or gaseous products in complex mixtures such as 

CO2/CH4. Indeed, operations in reverse vortex flow configuration enable to inhibit the 

formation of carbon deposits, even in pure CH4 experiments. This under-researched flow 

configuration offers a great potential to boost the adoption of plasma-based dry reforming 

of methane and, beyond that, of non-oxidative coupling of CH4 in the chemical industry. 

However, the potential is yet to be fully demonstrated and more computational and 

experimental work is needed. As such, we plan to use the computational fluid dynamics 

simulations mentioned in the previous paragraphs to infer the effect of the increasing flow 

rate on the plasma parameters and the reactor performance. Based on the outcome of the 

simulations, we hope to adapt the microwave reactor design and verify the simulation 

predictions with the experiments. The little research thus far carried out has shown that 

the gas residence time is dependent on the gas flow rate in reverse vortex flow 

configuration, because of the strong core-periphery convection. Therefore, we expect that 

this configuration may enable to tune the process towards the desired products, without 

changing any other experimental parameters. If this will prove to be attainable, the reverse 

vortex flow configuration may represent the optimal design for implementation of plasma-

based gas conversion at the industrial level.  
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Overall, this thesis aims to provide a deeper, fundamental understanding of plasma-based 

conversion of CO2 and its mixtures with CH4. A deep grasp of the underlying mechanisms 

will enable a better control of the conversion process, essential for optimization and 

commercialization. Therefore, this thesis will hopefully have impact for the application of 

plasma-based gas conversion at a wider scale, boosting the transition towards a more 

sustainable energy economy. 
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https://doi.org/10.1088/1361-6595/acc6ec  

Flow pattern control avoids solid carbon deposition in plasma-based dry reforming of 

methane 

O. Biondo, C. F. A. M. van Deursen, A. Hughes, A. van de Steeg, W. Bongers, M. C. M van de 

Sanden, G. van Rooij, A. Bogaerts 

In preparation for submission to Chemical Engineering Journal 

Meta-analysis of CO2 conversion, energy efficiency and other performance data of plasma-

catalysis reactors with the open access PIONEER database  

A. Salden, M. Budde, C. A. Garcia-Soto, O. Biondo, J. Barauna, M. Faedda, B. Musig, C. 

Fromentin, M. Nguyen-Quang, H. Philpott, G. Hasrack, D. Aceto, Y. Cai, F. Azzolina Jury, A. 

Bogaerts, P. Da Costa, R. Engeln, M. E. Gálvez, T. Gans, T. Garcia, V. Guerra, C. Henriques, 

M. Motak, M. V. Navarro, V. I. Parvulescu, G. van Rooij, B. Samojeden, A. Sobota, P. Tosi, X. 
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Other publications 

Study of vibrational kinetics of CO2 and CO in CO2–O2 plasmas under non-equilibrium 

conditions 

C. Fromentin, T. Silva, T. C. Dias, A. S. Morillo-Candas, O. Biondo, O. Guaitella, and V. Guerra 

Plasma Sources Sci. Technol. 32, no. 2 (2023): 024001 

https://doi.org/10.1088/1361-6595/acb665 

 

Spectroscopic study of self-pulsing discharge with liquid electrode 

G. Sretenović, M. Saleem, O. Biondo, G. Tomei, E. Marotta, C. Paradisi 

Journal of Applied Physics 129, no. 18 (2021): 183308. 

https://doi.org/10.1063/5.0044331 

 

Comparative performance assessment of plasma reactors for the treatment of PFOA; 

reactor design, kinetics, mineralization and energy yield 

M. Saleem, O. Biondo, G. Sretenović, G. Tomei, M. Magarotto, D. Pavarin, E. Marotta, C. 

Paradisi 

Chemical Engineering Journal, 382, 123031 (2020) 

https://doi.org/10.1016/j.cej.2019.123031 

 

Air non-thermal plasma treatment of the herbicides mesotrione and metolachlor in water. 

A. Giardina, F. Tampieri, O. Biondo, E. Marotta, C. Paradisi 

Chemical Engineering Journal, 372, 171-180 (2019) 

https://doi.org/10.1016/j.cej.2019.04.098 

 

Kinetics and products of air plasma induced oxidation in water of imidacloprid and 

thiamethoxam treated individually and in mixture 

F. Tampieri, A. Durighello, O. Biondo, M. Gąsior, A. Knyś, E. Marotta, C. Paradisi 

Plasma Chemistry and Plasma Processing, 39, no. 3, 545-559 (2019) 

https://doi.org/10.1007/s11090-019-09960-1 
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List of conference contributions 

Invited talks 

Workshop on Plasma Technology for CO2 Reforming and In-Situ Resource Utilization, 19-20 

Sep 2022, Lisbon 

“Insights into the limitations to vibrational excitation of CO2: validation of a kinetic model 

with pulsed glow discharge experiments” 

 

Torino International Conference on Fundamental Plasma Physics, 21-23 June 2023, Torino 

“Towards a fundamental understanding of energy-efficient, plasma-based CO2 conversion” 

 

 

Other conference/workshop contributions 

International Symposium on Plasma Catalysis for CO2 Recycling, 13-15 Sep. 2022, Krakow 

Oral Presentation:  “Insights into the limitations to vibrational excitation of CO2: validation 

of a kinetic model with pulsed glow discharge experiments” 

 

17th International Symposium on High Pressure Low Temperature Plasma Chemistry 

(HAKONE XVII), 21-25 Aug. 2022, Rolduc Abbey (NL) 

Poster Presentation: “Gas Heating Dynamics in a CO2 Pulsed Glow Discharge Resolved by 

Kinetic Modeling” 

 

PlasmaTech 2022 (Plasma Processing and Technology International Conference), 27-29 

Apr. 2022, Barcelona 

Oral Presentation: “A modelling investigation of the mechanisms underlying the O/O2 

removal in the afterglow of a CO2 plasma with a carbon bed” 

 

ERC SCOPE Workshop, online, 31 Aug. 2021 

Oral Presentation: "Validation of a CO2 plasma 0D model with experiments” 
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Oral presentations at H2020-MSCA-ITN project meetings: 

 

26 Nov. 2021, Sorbonne University, Paris 

“Improving the energy efficiency of CO2 conversion and activation in a microwave plasma 

by a combination of experiments and modeling” 

 

12 Nov. 2021, TUe, Eindhoven (NL) 

“Fundamentals and Mechanisms of CO2 Plasmas” 

 

2 Dec. 2020, online 

“Improving the energy efficiency of CO2 conversion and activation in a microwave plasma 

by a combination of experiments and modeling” 



 
— 
221 

Earlier mobility 

September ’12 – February ’18: I studied Land and Environment Science and Technology at 

the University of Padova, Italy, and obtained my bachelor (3 years) and master (2 years) 

degrees. 

 

February ’18 – October ’19: I joined the group of Prof. Paradisi at the department of 

Chemistry, University of Padova, Italy, as a pre-doctoral researcher, where I worked on 

developing and testing plasma reactors for the decontamination of polluted water. 

 

My PhD (November ’19 – May ’23) is a joint PhD between the University of Antwerp (Prof. 

Bogaerts, PLASMANT) and DIFFER (Prof. van Rooij), with continuous interactions 

concerning experiments on CO2 and CH4 conversion in a microwave discharge and with a 

secondment of 14 months in Eindhoven (Nov ‘20 – Dec ‘21), followed by several shorter 

visits for follow-up experiments. 

 

September-October ’22: Research visit in the group of Prof. Guerra at IST Lisbon, Portugal, 

to strengthen our collaboration and work on the comparison between their chemical 

kinetic model for simulating CO2 discharges and mine. 

 

 

 

 

 

 

 

 

 
 
 


