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Chapter 1
S & SIO, and their application

1.1 Silicon and its oxide
1.1.1 Silicon manufacture

Silicon (9) is the eighth most common element in the universe by mass, but
very rarely occurs as the pure free element in nature. It is most widely
distributed in dusts, sands, planetoids, and planets as various forms of silicon
dioxide (SO,) or silicates. It is a non-toxic material and is possibly the most
studied materia in the history of mankind [1, 2]. Si is a tetravalent metalloid,
less reactive than its chemical analog carbon, the nonmetal directly above it in
the periodic table, but more reactive than germanium, the metalloid directly
below it in the table. Si is used mainly in the microelectronics industry and thus
congtitutes a technologically very important material [3]. It is often said that
understanding silicon and its role in electronic materials is similar to
understanding iron and its role in metallurgy. Especially for the semiconductor
technology, its polycrystalline and crystaline forms are of importance, which
are produced from its oxide SO,. Essentially, the S production is as follows.
First, metallurgical grade (MG) silicon is produced by heating the SIO, with
carbon (coke) at 2100 K:

2C + S0, — S + 2CO (1.1)

In the second step, MG silicon is purified through a chemical reaction to
produce a silicon-bearing gas of trichlorosilane (SIHCI5)

S + 3HCl — SHCl3 + H, (1.2)

Then raw polycrystalline silicon (or semiconductor grade silicon) is created
by mixing refined trichlorosilane with hydrogen gas in a reaction furnace at
approximately 1400 K and allowing the polycrystalline silicon to grow on the
surface of electrically heated tantalum hollow metal wicks:
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SiHCk + H, — Si + 3HCI (1.3)

Subsequently, the polycrystalline silicon tubes are refined by dissolving them
in hydrofluoric acid to produce polysilicon ingots. Because polycrystalline
silicon has randomly oriented crystallites, it does not have the electrical
characteristics necessary for semiconductor device fabrication. It must first be
transformed intosingle crystal siliconusing a process called Crystal Pulling,
which was invented by the Polish scientist J. Czochralski in 1916. In this
process, polysilicon material is melted, held at close to 1415°C, and a single
crystal seed is used to start the crystal growth. Although many growth methods
are used for producing Si wafers, most wafers used for integrated circuit (IC)
technologies are fabricated using the Czochralski (CZ) method [4]. This growth
method allows producing large diameter crystals, from which large diameter
wafers can be cut.

1.1.2 Si crystal and its (100) surface

Si single crystal is probably the most important technological material of the
past decades, that is, the “silicon era” [1, 3]. It is often used in semiconductor
device fabrication. The monocrystalline Si is also the key element of solar cells.
Si has a diamond-like face centred structure. The unit cell (with a unit cell
parameten = 5.43 A) of crystalline silicon is cubic as shown in figure 1.1.

Figure 1.1 Si single-crystal structure and its tree crystal planes.
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The diamond-like cubic structure of Si consistévad interpenetrating face-
centered cubic lattices, with one offset ¥ of aecalbng the cube diagonal. It
may also be described as face centered cubicdatticwhich half of the
tetrahedral sites are filled while all the octala¢diites remain vacant. In the
crystal, each Si atom has four nearest neighbong 3Jhortest interatomic

distance ds.sj = 2.35 A) Is determined from the unit cell parameted = ga

The standard notation for crystal planes is baseith® cubic unit cell.

There has been considerable theoretical and expetaininterest in the
electronic and geometric structure of the silicarface. Especially the Si(100)
surface is of particular importance for microelenics, because most Si devices
are formed on this surface and its reconstructayessimple compared to those
of other surfaces as shown in Figure 1.1.

top view

side view

symmetric asymmetric

Si(100) {1x1} Si(100) {2x1}

Figure 1.2 (a) Non-reconstructed (Si(100) {1x1}) and (b) (Rx®constructed Si(100)
surfaces (Si(100) {2x1}) of Si single-crystal. TB&100) {2x1} surface is
constructed by either symmetrical or asymmetricedrdaed Si dimers.

This surface consists of silicon atoms having twogling bonds (see figure
1.2). However, low-energy-electron diffraction (LB scanning-tunneling-
microscopy measurements [5] and He diffraction mesments [6] show that
the {1x1} terminated-structure is unstable and restaucts into either a lower-
energy {2x1} or {4x2} structure [7, 8]. In the {2%1lreconstructed Si (100)
surface, the energy of surface atoms is lowerediderably by forming Si
mutual bond (dimers) [7]. Ramstad et al. [8] repdrthat the energy difference

5
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between 1deal {1x1} and reconstructed {2x1} surfaces is about -1.8 eV/dimer.
Furthermore, the Si dimers can in the reconstructed surface be positioned as
either symmetric or asymmetic, 1.e., located parallel or non-parallel to the
surface as shown in Figure 1.2 [8, 9]. First-principle calculations showed that,
however, the energy difference between the surfaces, which consist of either
symmetric or asymmetric dimers 1s small (-0.12 eV/dimer [8] or -0.02 eV [9]).
In this work, the S1(100) {2x1} surface with symmetric dimers was chosen.

1.1.3 Silicon dioxide

Si crystal 1s a key material for electronic and semiconductor devices. In the
silicon industry, however, it would not be the "miracle material" without its
oxide S10,. Thus, since the rise of the semiconductor technology, from 1970’s
to the end of the millennium, S10, was also a key material. Several excellent
properties of SiO, are in a large part responsible for enabling the
microelectronics revolution [10], as described below.

Figure 1.3 SiO, (silica) molecule (a). Silica molecules in the crystalline (b) and
amorphous (c) silica structures. The Si-O bond distance is denoted by d, and o and p indicate
0-Si-0 and Si-O-Si bond angles, respectively.

Silicon dioxide (S10,) 1s also called silica. As shown in figure 1.3a, a silica
(S10;,) unit has a tetrahedral structure and 1s rather rigid. Each silicon atom can
bind to four oxygen atoms, and this gives rise to a giant covalent network
structure in which each Si i1s bonded to four oxygen atoms and each oxygen
atom to two silicon atoms. Due to the strong covalent bond between silicon and
oxygen 1n the tetrahedral structure, silicon dioxide 1s very hard and rigid and has
a very high melting point of about 1700°C [1, 11]. Due to the absence of free

6
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electrons in the molecular structure, silicon dilexis a very bad conductor of
electricity, and acts as an insulator. Silica comeswo main forms, i.e.,
crystallinec-SiO, (figure 1.3 b) and amorphoasSiO, (figure 1.3 c). For both
cases, the bond distandéetween Si and O is about 0.16 nm, but the Si-O-Si
(o) and O-Si-O [§) bond angles depend on their structures [12]h&ngaseous
state, silicon dioxide forms linear O=Si=O molecuds well.

In nature, silica is commonly found in crystalliderm. There are 13
different allotropes of SiQcrystals. The physical properties might be diffiére
but the chemical properties remain the same, iewsge of the structure. The
most common structure, which is stable at room &Faipre and ambient
pressure, is "low quartz" ar-quartz (figure 1.3b). Quartz is used in the glass
industry as a raw material for manufacturing glgk¥]. It is also used in
transducers because of its piezoelectric propefti@s Furthermore, it is also
used for making optical fibers [14]. In additiondaartz, there are many other
crystalline forms of silicon dioxide found in nagymunder different temperature
and pressure conditions. In high temperature camdit silica is found in the
form of tridymite and cristobalite, whereas in wawg of high pressure, it is
found as seifertite and coesite.

Due to its ability to absorb moisture, silica isedsas a desiccant as well.
Both crystalline and amorphous silicas are verplstaand chemically inert.
Therefore, they essentially protect the Si or thele integrated circuit from
rapid deterioration in a chemically hostile enviment. Especiallya-SiO, is
commonly used in the IC technology [12, 15].

1.1.4 Amorphous silica

Amorphous silicad-SiO,) is a homogeneous and isotropic material, which
Is mostly used in semiconductor circuits to isoldiferent conducting regions
[3, 16]. The amorphous silica structure (showniguie 1.3 c¢), is somewhat
different from its crystalline formc(SiO,), showing a wide Si-O-Si angle
distribution in the range 120° - 180°. The Si-O0Qand Si-Si bonds are about
1.6, 2.5, and 3.2 A, respectively. The silica naessity is somewhat lower (2.2
g-cm®) than the density of-SiO, (> 2.4 gcmi®). It has high resistivity (16
Q-cm), excellent dielectric strength (19-cm), and large band gap energy (8.9
eV). Also, the thermal expansion coefficient ®6i0, is considerably lower
than that ofc-SiO, [16]. Because of the excellent dielectric (i.ee]ative

7
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dielectric constant is in the range of 3.7-3.9) atiter properties it can be used
as a gate oxide in transistors, a dielectric ingraited capacitors, an insulator in
computer chips, and so on [17]. It is also reldyiveasy to structure, i.e.
unwanted silica layers can selectively be remowddreover, thea-SiO; is
relatively easy to make with several quite différemethods, thus allowing a
large degree of process freedom. Thanks to theomdhtion,a-SiO, is easily
grown onc-Si wafers with a low defect density interface, reat the nanometer
scale [2, 12, 15]. Thea-SiO,|c-Si structure and its interface are the key
investigated subjects in this work.

1.2 Thermal oxidation of planar Si

1.2.1 Dry and wet oxidation

In  microfabrication (i.e., fabrication of miniaturstructures at the
micrometer scale) thermal Si oxidation is a waytoduce a thin layer of SO
on the Si surface [12]. The SI® easily grown at high temperatures where the
reaction of silicon with oxygen to form Si@ relatively fast. Thermal oxidation
of silicon is usually performed in furnaces at mperature between 800°C and
1200°C. A single furnace accepts many wafers as#me time, in a specially
designed quartz rack (called a "boat"). For exampleers of oxide 0.ium thick
can be grown in about one hour at 1WMOAs mentioned in the previous
section, a low defect density interface between, &t Si is formed in the
oxidation. GaAs and Ge, two other commonly usede@mductors, do not form
such high quality, stable oxide layers with an ateerfect interface, making
IC fabrication, and especially Metal-Oxide-Semicoctdr (MOS) technology,
much more difficult when using these materials.

Two process types, called wet and dry oxidatioa,vaidely used in thermal
Si oxidation [3, 12]. Thus, the oxidation is perf@d using either water vapor
(usually UHP steam) or molecular oxygen as theamtich wet or dry oxidation,
respectively. The corresponding oxidation reactibias can occur are:

Si (s) + 2HO0 (g)— SIO, (s) + 2H (9) (1.4)
Si (s) + Q (g) — SiO, (s) (1.5)

The growth rate in wet oxidation is about ten tinfaster than in dry
oxidation and is used for getting thick oxideshe aforementioned temperature

8
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range. On the other hand, dry oxidation, whichasda on @reacting with the

Si surface, is commonly applied to obtain thin @sid Although the oxide
growth is rather slow, it is easily controlled hretdry oxidation process. In this
process, the interaction of O with the Si surfaseknown to depend on
temperature, time, and,(pressure. Indeed, the oxidation temperature and
oxidant pressure can control the adsorption/desorpate during the oxidation
[18, 19]. In the low temperature-high pressure megi O interaction with the
surface results in oxide growth (passive oxidatifit9], while in the high
temperature-low pressure regime, surface etchiagvelatile SiO formation
(active oxidation) [18], also known as dispropanration, occurs:

2Si (s) + Q (g) — 2SiO (q) (1.6)

Furthermore, it has been shown that there is &itran regime in pressure-
temperature parameter space between the activpassive oxidation modes,
where the surface morphology differs dramaticaibnf that of either region. In
particular, the surface becomes very rough inrigon whereas under normal
active and passive oxidation conditions the surfaeg remain flat [10, 18-21].
The silica growth mechanism in both wet and drydakon is successfully
described theoretically by B. E. Deal and A. S.\&rm their so-called “Deal-
Grove model” [22].

1.2.2 Deal-Grove model

The formation of an oxide film on Si crystal duritigermal oxidation is
described by th®eal-Grove mode]22]. According to this model, the thermal
oxide formation process is divided into three stg$ the adsorption of an
oxidant (assumed to be molecular @ H,O in the case of dry or wet oxidation,
respectively) on the SiOsurface; (2) diffusion of the oxidant through the
disordered oxide film toward the Si|Sitterface, and finally (3) the reaction of
the oxidant at the Si surface to form a new oxiaget. It is assumed that
oxidation proceeds by the inward movement of thiglaax rather than by the
outward movement of Si atoms.

A schematic representation of the model is showiigure 1.4a. The oxide
formation depends on the fluxes of entering,(Biffusing (F) and reacting (§
oxygen, which can be determined as follows:

9
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F, =h(C*—-C,) (gas transport flux)
F, =D (diffusion flux) (1.7)
F; = kC; (reaction flux)

where h is the gas-phase transport coefficiebtjs the oxidant diffusion
coefficient in the oxide with thickness andk is the oxidant reaction coefficient
at the oxide-silicon interfac€,, C' andC; are the oxidant concentration at outer
surface of the oxide, in equilibrium in the oxide, and at the oxide-silicon
interface, respectively.

gas silicon

0 XX
Figure 1.4 Deal-Grove mechanism for thermal Si oxidation.

The oxide growth rate can in the steady-state regifeF,=F3) be
described as:

x?+Ax =B(t+ 1) (1.8)
From equation 1.8, the oxide thickness evolution may be obtained as:

dx B

dt - 2x+A (1.9)
* 2
where A = 2D (% +%) B = %,r = @, and X, is the initial

thickness of the (preexisting) oxide,js oxidation time andN is number of
oxidant particles incorporated into a unit volume of oxide layer. Rate constants
A, Bandt are known experimentally. An initial time offset (or delay times

10
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necessary to take into account the presence dafi@al ithick oxide layer. This
“delay time”t has been carefully studied by Massoud et al.228§,

The Deal-Grove model allows us to characterizeakidation kinetics for
two limiting regimes. At long oxidation timest > t) and for a thick oxide

(x? > Ax), the oxide thickness is defined following equatid.8 x = v/Bt,
while for a short oxidation time and for a thin deifilm (x? « Ax), the

equation is becomex E%(t+r). Here, B and B/A are referred to as the

parabolic and linear rate constants, respectively.

This model has proven to be extremely successfugpnoducing a variety
of experimental data describing the silicon oxiolatkinetics over a wide range
of substrate temperatures (700-1300°C) and oxygehap pressures (0.1-1.0
atm). Specifically, the model allows excellent pegidns for very thick oxide (>
100 nm) films and at sufficiently high oxidatiomtperature (> 1000 K) [18].

X
1)
po"
< -5
~ 30 nmp-——
/
_’z' O t

Figure 1.5 Rapid, non-linear growth rate in the initial stagédry oxidation.

However, for thin oxide films (< 20 nm), an anomadigh oxidation rate
was observed when compared with the predictiomefeal-Grove model [10,
25]. It has been observed in many experimentstti&e is a rapid and non-
linear oxide growth in the initial stage of dry dation [26], as presented in
figure 1.5. One weakness of the Deal-Grove moddlasmpossibility to predict
the initial stage of the oxidation growth. As shoimrthe figure, even with the
best fit, the (approximately) first 30 nm of oxigeowth cannot be reproduced
with the Deal-Grove model. This is due to the fihett in this stage, the oxide

11
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growth is fast and non-linear, while the model cffenly a linear fit (blue line
in the figure) for such thin thicknesses [27].

The Deal-Grove model is clearly inadequate for teehnologically
important case of very thin oxides and experiméntah exponential laws
found for the dependence of the oxide thicknessnoa for very short times.

Much research work has also been dedicated todeltecthe breakdown of
the Deal-Grove model in the ultra-thin reginidhe Massoud mod¢23, 24] is
one of a number of successful extensions of thd-Beave model to improve
the description in the ultra-thin regime. The Magbka@ea is to correct the Deal-
Grove model by adding some empirical terms to thewvth rate. Thus, the
growth rate as expressed by equation 1.9 is ceddny adding a supplementary
term that exponentially decays with the oxide thes$s:

dx B

“o b fircen(-)]

2.56 eV

where G follows an Arrhenius lawrl, = 61.52 - exp {— " } and the
B

oxide thickness of this additional term is con&dllby the length parameter L.
However, the physical origin of these terms is sabjto discussion [28].
Moreover, this model fails to describe the oxidatio the low temperature
regime where the oxidation reaction rate is vemyted and the oxide thickness
is very thin. Indeed, there is little or no expezmal data for films thinner than
about 20 A [29]. Nevertheless, such very thin drathin oxides (< 3 nm) are of
great importance in today's nanotechnology, espgcitor field-effect-
transistors (FETs). Furthermore, the ultrathin iSj}3nterfaces, which form the
core of theMetal-Oxide-Semiconduct§MOS) FET gate structure, are arguably
the world’s most economically and technologicallpnportant materials
interfaces [3, 27]

It should also be realized that the detailed kesetf the oxide growth
process are influenced by many other factors, ¢h. crystallographic
orientationof the Si surface, themechanical stresm the oxide (which in turn
depends on many process variables), the substigpeng and theinitial
condition of the Sisurface. Therefore, the development of this modél s
represents a big challenge.

12



Part I. Background Chapter 1. Si&SiO2 and their application

1.2.3 MOSFET

Since the invention of the transistor in the 194@isd especially since the
start of the mass production of integrated circuaisd microprocessors,
semiconductor devices have played an ever incrgasole in modern
information technology as well as many other ampfields [12]. A transistor is
a solid-state active device that controls curreaw fand the word ‘transistor’ is
a contraction of ‘trans-resistor’. Basically, thartsistor is a gated trans-resistor;
that is, it is a resistor with a gate that conttbls carrier density, and hence the
current flow. The MOS (metal-oxide-semiconductoechnology has been
emerging as the major driving force for VLSI (vdayge-scale integration),
which is the process of creating integrated ciscoy combining thousands of
transistors into a single chip [30]. The most fasBiMOS transistor is the metal—
oxide—semiconductor field-effect transistor (MOSKE®Driginally used for
amplifying or switching electronic signals. ThesfilMOSFET, in which the
semiconductor silicon plays a crucial role, was destrated by Kahng and
Atalla in 1960. [31 Silicon oxide films thermally grown on single-ctgbine Si
(c-Si) substrates in dry Oconstitute the main material for gate dielectioés
MQOS silicon devices since the advent of this tetbgy[3, 15, 32]. Owing to a
low density of electronic states at the silicondexti interface, as compared to
other dielectric materials, the silicon-based MOSEcame the basic structure
of stable, reliable, large scale integrated ciscuMowadays, MOSFETSs are used
for random-access memory, flash memory, proces8&K:s (i.e., application-
specific integrated circuits), and other applicasi¢33].

Basic structure. As shown in the schematic respresentation of a MEIS
in figure 1.6, the field effect transistor consistls source (S) and drain (D)
channel contacts, and a gate (G) electrode sefafrai® the substrate (B) by
the gate oxide. The body (or substrate) is oftemeoted to the source terminal,
making it a three-terminal device like other figtlect transistors. Thgateis a
conductive region electrically isolated from thébstnate. Since the gate must
provide an equipotential surface above the sulestitatnust be constructed from
a very conductive material. Newer technology usag-8i, which is grown on
top of the gate oxide using a chemical vapor dejos{CVD), instead of Al.
The function of theyate oxidas to provide a high quality insulator between the
conductive gate and the substrate. Although prewgrcturrent flow from gate to
substrate, the oxide layer still allows penetratdrelectric field from gate to
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substrate. Thesourceand drain of the MOSFET are two regions with high
dopant levels (e.g., by phosphorous ions or bavas)iof opposite typenf and
p-type) to the substrate immediately adjacent to ¢dges of the gate. The
source and drain regions are normally contacted mital (Al), separated from
the gate and substrate by a dielectric isolatigarl§0].

Figure 1.6 Schematic view of a MOSFET. The gate oxide igdocam between the gate (G)
and the substrate or body (B). The gate voltagdrotsthe conductivity of the B
region near the gate oxide-substrate region. Fldvwewrent occurs between the
source (S) and drain (D) regions. Thus, in a MOSFBpplying a voltage
perpendicular to the surface of the body B is usecontrol the flow of electrical
current through the field effect.

Basic working principle. The basic principle of the MOSFET is that the
source-to-drain current (SD current) is controligtthe gate voltage (or electric
field). The electric field induces charge (fieldeet) in the Si crystal at the
semiconductor-oxide interface. Thus, in the MOSF&Voltage drop across the
oxide induces a conducting channel between thececamd drain contactsa
the field effect. The channel can contain electrGradled annMOSFET or
nMOS), or holes (called MOSFET or pMOS), opposite in type to the
substrate. ThereforaMOS is made from @-type substrate, while the source
and drain are-type, whereas pMOS is made from an-type substrate, while
the source and drain apetype and the body is-type. InnMOS FET, when the
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voltage on the gate is positive, electrons accumulate on the semiconductor
surface making the channel between source and drain conducting and so turning
the transistor from the ‘off’ (depletion-mode) into the ‘on’ (enhancement mode)
state. The working principle is opposite fMOS field-effect transistors [30].

1.2.4 Thermally grown oxides in MOSFETSs

dry oxide wet oxide

gate
or pad masking tield
tunneling oxides oxides oxides
oxides

Inm 1Onm  100nm  Ium

thickness

Figure 1.7 Used oxide thicknesses in MOSFET manufacture.

In MOSFET manufacturing, several types of oxides are grown with different
thicknesses using either dry or wet oxidation. Accordingly, the oxides formed
are classified as dry or wet oxides, as shown in figure 1.7. Dry oxides are
excellent insulators with a thickness thinner than aboufu®.1Gate and thin
pad oxides are referred to as dry oxides. Field and masking oxides are wet
oxides. Wet oxides are good insulators with a thickness in the range of 0.5- 2.5
um.

Typically, MOSFET fabrication starts with the formation of a so-calleg SiO
pad oxideon the active device region, i.e., the substrate surface where the
various MOSFET elements are formed. A silicon nitridgNgimask is formed
on the pad oxide. The MOSFET structure is surrounded by a thick layer (~ 1
um) of insulator called théeld oxide The field oxide, normally silicon dioxide,
isolates the gate from the substrate outside the active device region.
Consequently, ate oxideis formed on the active region. Prior to the gate
oxide formation, the pad oxide andih mask is etched. The (ultra) thin gate
oxide between gate (polysilicon) and substrate (crystalline silicon) is usually
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SiO,, or can be other higkinsulators [34, 35]. Furthermorensasking oxides
deposited on the active region using Chemical Vé&Eposition (CVD) in order
to protect the open area of the Si substrate irathee region. Thus, this oxide
also separates the poly-Si gate and the Al metathct In particular, the oxide
thickness of about 500 nm will be sufficient to kagainst any contaminations.
Finally, note that many studies have demonstratedférmation of a so-
called ‘hative oxidé on Si in air, even at room temperture. Commonhis
native oxide layer is about 1 nm thick [36]. Howevsuch oxides are poor
insulators and thus the oxide layer is removed podOSFET fabrication.

1.2.5 Ultrathin gate oxide for MOSFET

Current technological trends geared toward higlegfopmance are driving
the gate oxide thickness to shrink [12]. Si@as been the preferred gate
insulator for silicon MOSFET since its very begmmgiin the 1960’s and the
oxide thickness has been reduced over the yeams 800 nm for 10um
technology to 1.2 nm for 65 nm technology. ScalrigMOSFET dimensions
(including transistor length, width, and the oxitleckness) is desirable for
several reasons. First, for a given chip area, o more MOSFETSs can be
placed. Thus, the same functionality can be redlinea smaller area, or chips
can have more functionality in the same area. Skcansmaller MOSFET
switches faster and consumes less power, whichsgable for maximizing the
circuit speed. The downsizing of MOSFETs has bemormaplished to a large
part by decreasing the oxide thickness to obtagh lourrent flows and a good
short-channel control. MOS transistors featurind-%tb-nm ultrathin gate
oxides have been fabricated [33]. Although the meacturing of such ultrathin
Si oxide growth remains a difficult issue for thécroelectronics industry, it is
possible to grow very thin and uniform gate oxide$ with high yield. These
can be produced in many ways: dry or wet oxidatlugh temperatures and
short oxidation times or the other way around. lk@mnore, low pressure
chemical vapor deposition (LPCVD), atomic layer akpon (ALD), and
molecular beam epitaxy (MBE) methods, all of whitive the potential for
growth with sufficient interface control, are alsandidates for deposition of the
ultrathin gate dielectrics [10].

However, it must be kept in mind that oxide growthetics in this range
(1.5-4 nm) are strongly dependent on processingnpaiers like pre-oxidation
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surface cleaning, substrate orientation, rapidooventional thermal processing,
and others. Furthermore, the kinetics in this théds range are also dependent
on processing parameters, like pressure, temperana time [32]. Therefore,
the experimental regime is very challenging to nho@= the other hand, the
current thickness of the gate dielectric is closehe fundamental limit. The
need for atomic scale understanding and contral llmscomes even more critical
[15, 32, 33, 37-39]. Therefore, the precise conmdfdhe ultrathin gate thickness
iIs one of challenge tasks for further MOS devicehi®logies [12].
Unfortunately, thermal oxidation fail to providecsucontrol of very thin oxide
thickness and therefore, searching other growthhaoast than thermal may also
be useful. Oxidation of a Si substrate using enarge 100 eV) oxygen species
(i.e., hyperthermal oxidationhas been envisaged as an alternative method for
growing and controlling ultrathin gate oxides, evext relatively low
temperatures [40].

1.3 Hyperther mal oxidation of planar S

1.3.1 Hyperthermal energy range

hyperthermal energy range
implantation
sputtering
dissociative scattering
nonadiabatic electron transfer
oxide growth
abstraction
dissociative chemisorption
soft-landing

inelastic scattering
physisorption

I T

102 10 10° 10’ 10° 10° 10

E, eV

Figure 1.8 Fundamental processes associated with projectitéase collisions around the
hyperthermal energy range, based on [41].
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When an atom or a molecule interacts with a surfaeeeral processes can
occur depending on the chemical nature of the ewtidparticle and the
geometric and electronic structure of the surf&®me of the more common
events that can occur when the hyperthermal pilgestom (molecule) strikes
with a surface target are shown in figure 1.8.

At thermal conditions, desorption and decompositoften compete with
surface chemical reactions, often leaving the ewpmrtalist with limited
control over the distribution of products. Howevbyperthermal translational
energies, which vary in the range of about 1-500a&¥ sufficient to activate a
number of fundamental chemical processes in theswéace region, including
nonadiabatic electron transfer, dissociative sgatie abstraction and processes
related to ion beam deposition [41, 42]. In thegegahe initial properties of the
incoming particle, i.e., the translational energyternal energy etc., may
contribute significantly to the dynamical processaghe surface even after the
first interaction with the surface [43]. Furthermptuning the incident energy in
the hyperthermal range and selecting the projetstdle can provide control over
several of the processes shown in the figure. $oaokrolled low-energy (< 100
eV) ion beams provide a unique opportunity for stigating the chemistry and
physics of hyperthermal species with surfaces amd dxploring unique
applications of beam-surface interactions [44]eled the energetic reagents are
being used to modify surfaces and this can operelnmutes for industrial
applications, in which implantation, sputteringshehg and other processes are
commonly used [41, 45].

Currently, interest in hyperthermal oxidation as aternative to thermal
oxidation is rapidly increasing, especially for semmductor applications.
Furthermore, since silicon oxide is commonly emphbyas a protective
transparent coating in spacecraft applications,sthdy of the surface reaction
of energetic oxygen species as dominant comporadntse low-Earth orbital
(LEO) is also important [43, 46]. As a result, manyestigations were recently
devoted to this topic, in order to elucidate thedamental aspects of the
hyperthermal impact and oxidation process [43, Z2b-Such investigations can
experimentally be carried out by using a laser mion hyperthermal (i.e., in
the energy range 1 — 15 eV) atomic beam sourcesEl(B4].
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1.3.2 Laser Detonation Source

The laser detonation-type oxygen atom beam souaseoniginally invented
by Physical Sciences, Inim order to simulate hyperthermal oxygen atom (with
a translation energy of approximately 4.6 eV) reast with materials in low
Earth orbit, located at an altitude of 200-300 K8,[54]. The beam source is
based on a laser-induced detonation phenomenoghwhin generate a pulsed
oxygen atom beam with a velocity of about 8 km/d #luxes of approximately
10" atom/cn per pulse on a large area (~1000)cr schematic of an original
laser detonation-type hypethermal oxygen atom b&aunce is shown in figure
1.9.

SOURCE
CHAMBER

PULSED
VALVE

NOZZLE \
\ % S,
/J
ﬁ MIRROR SK,MMER/

!
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Figure 1.9 Schematic diagram of the laser detonation sourseduio create hyperthermal
neutral beams.

The operation principle of the source is as folloywsare oxygen gas is
introduced into a nozzle through a piezo-drivensedl supersonic valve at a
repetition rate of 2 Hz. A giant laser pulse fromcarbon dioxide laser
(wavelength: 10.6um, output power: 5-7 J/pulse), which enters thers®u
chamber through a ZnSe window, is focused on thgex gas at the water-
cooled, gold-plated copper nozzle. By absorbingdker energy, a high-density
and high temperature (> 20000 K) oxygen plasmansiéd at the nozzle. Once
the plasma is formed, it propagates and absorles &srgy in the tail of the
laser pulse. This plasma propagation is alongrtbelént laser axis, and oxygen
molecules are decomposed and accelerated at tlekfidd of the plasma
propagation. Thus, an intense hyperthermal atomygen beam pulse is formed
due to efficient ion-electron recombination in thezzle as the plasma cools.
Alignment of a rotatable mass spectrometer detewtibr the beam axis is used
to characterize the beam source [55].
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Modification versions of the beam source have h@esented as well [56].
Now, the beam source also generate other energatital atoms (rare gas, C,
F, N, S, Cl, etc.) and molecules,(@H,, CO,, N,O,, etc.) beams by selecting
the source gas (for instance, a hyperthermal oxygjemm beam is generated
using oxygen molecule as a source gas). Becaube ainique properties of the
beam source, the hyperthermal neutral atom beams aBo been used to
investigate fundamental gas-gas [57] and gas-suf&R] chemical reactions.

1.3.3 Ultrathin SiQ growth by hyperthermal oxygen

As mentioned in previous sections, the growth dfathin silica layers on
Si-crystals at low temperature is important for tHabrication of
microelectronics devices such as the MOSFET, akaggbhotovoltaic devices
(solar cells, optical fibers, etc.) [15, 20, 38). such thin films, a significant
portion of the film is occupied by the transiticayér at the Si|SiDinterface,
degrading the dielectric properties, the light apgon efficiency, and hence the
performance of the devices [15, 37].

The laser detonation oxygen-beam source has alseabessfully been used
to fabricate such ultrathin SjQilm on Si surfaces at room temperature [40].
This atom-beam source provides the O atoms witlarzsskational energy up to
10 eV. Indeed, it was discovered that the reactbrnyperthermal oxygen
species (O, ¢ with a surface has unique properties comparemtdmary high
temperature oxidation, i.e., a very thin oxide fiban be formed even at room
temperature [47-51]. Furthermore, it is found tipaécise control over the
ultrathin silica formed is possibly by tuning thanslation energy of incident
species or by changing their incident angle [43]. 3doreover, the oxide
thickness as obtained in the hyperthermal oxidghimtess depends also on the
type of oxygen species. Experiments in this oxafagnergy region show that
the thickness of the oxide formed by atomic oxmiatishould increase as
compared to the thickness of the oxide created byFOr optimal device
performance, the thickness of the interfacial regionsisting of suboxides, SiO
(x<2), formed by atomic oxidation, should be reduesdmuch as possible.
Oxidation by oxygen molecules produces a 0.2-1 mgion consisting of
suboxides (between%ind St [46, 59].

While many experimental works are devoted to urliagethe hyperthemal
Si oxidation process, many aspects are still poargerstood. For example,
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while the direct oxidation mechanism has been pitppelucidated at room
temperature, it has not been studied yet at othewth temperatures.
Furthermore, the probabilities for penetration, adp8on and implantation
during the initial oxidation stage have not yetrbaeestigated in full detail [60,
61]. Moreover, the morphology of the hyperthermgS®, interface is at
present not clear. Also, self-limiting oxidationlatv temperature, as induced by
interfacial stresses, has not often been studiedlet$tanding the growth
process at the atomic-scale (i.e., oxidation kasetaind dynamics, transport
phenomena during oxidation, etc.) of ultrathinceih dioxide is also important
[20, 62]. In this work, | have therefore investigdtthe hyperthermal Si
oxidation in order to study the interface and thlevant processes at the atomic
scale using molecular dynamics simulations.

1.4 Si nanowire (SI-NW) oxidation
1.4.1 Fabrication of Si-NWs

Silicon nanowiregSi-NWSs) are cylindrical single crystal structunegh a
diameter in order of a nanometer and a length wra¢ hundred nanometers
a new class of nanomaterials, they are currendlystlbject of extensive research
with several hundreds of papers published annuallyhe field. In the past
decade, the interest in Si-NWs has increased treéousty, as they are being
used extensively in nanoscale electronic devic&s §d], including nanowire
field-effect transistors (FET), thin film transissd63 - 67], photovoltaic devices
[68], iIncluding thin-film solar cells [69] as wellas nanowire-based
electrochemical biosensors [70, 71] etc. Therefeeweral growth methods of
Si-NWs have been reported, analyzing general aspédtheir growth [72].

Si-NWs can be fabricated by two routes: so-calkeg-tdowri and “bottom-
up’ fabrication techniques. Figure 1.10 shows theemess of top-down and
bottom-up manufacturing.

In the “top-down” approach, the process starts tmraSi wafer. The wafer
is cleaned, coated, and preferentially etched.tdtad process consists of a large
number of steps, including crystal growth, lithqgmg (electron beam
lithography or scanning probe lithography), deposit etching, ion
implantation, electrophoresis and so on [73] betheedesired shape or product
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Is complete. Thus, the approach involves moldingetwhing materials into
smaller components.

catalyst

i fimplants

“2)

Sitwafer Si wafer

“Top-down” “Bottom-up”
Figure 1.10 “Top-down” and “Bottom-up” Si nanowire fabricatiotechniques.

On the other hand, in the “bottom-up” techniquee tbnd product is
essentially formed by merging or combining smadins to bigger ones. The
“bottom-up” growth technique is widely used for W fabrication. The
Vapor-Liquid—Solid (VLS) mechanism of the Chemicdépor Deposition
(CVD) growth technique,, first proposed by Wagned &llis [74] in the mid-
1960s, is the one of the most widely adopted graw#ithanisms based on the
“bottom-up” concept. The VLS mechanism essentiatigsists of three steps: (i)
the adsorption of a gaseous growth precursor (Vagpron the surface of a
nanoparticle; (ii) diffusion of Si-atoms through ethliquid body of the
nanoparticle (Liquid, L); (iii) extrusion of the nawire in solid form (Solid, S).
Analogous to the VLS mechanism, a vapor—solid—spi8S) mechanism in
CVD has also been proposed [72]. This mechanisniiesppo wire growth
catalyzed by a solid catalyst particle instead ofiguid catalyst droplet.
Although these mechanisms strongly depend on thalysd material and
temperature, they are applicable over a wide rarigezes, from wires several
hundreds of micrometers thick down to nanowiregust a few nanometers in
diameter [72]. Beside of CVD-based growth mechasjstmany other
techniques, including Molecular Beam Epitaxy (MBEgser Ablation (LA),
Annealing in Reactive Atmosphere, and Evaporatibrbi®, Solution-Based
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Techniques have also been developed for “bottom&iplW growth [72, 75,
76].

Comparing with the “top-down” approach, the “bottoipi’ approach has a
number of advantages: it allows synthesizing SigNW¥ higher crystallinity,
better control over the dopant density, the foraratof (controllably) thin
silicon oxide sheaths, and easily controlled di@msefor the nanowire based
transistors in a cost-effective preparation [7Applying Si-NW as building
blocks of transistors opens up a new route fore&nnology. Transistors based
on Si-NWs have indeed already shown promising piatieto revolutionize the
applications of electronic, optical, chemical amoldpical devices [63-70]. One
of such transistors is Si nanowire based fieldetffi@nsistor.

1.4.2 Si-NW FET

Although new candidates are also being searched iffortoday’s
nanotechnology, silicon technology is still the mosiable and cost-efficient
way to fabricate large microelectronic circuits 390 directly address the
scaling challenge, semiconducting nanowires suchSaelslWs, have been
thoroughly investigated because of their compaybilwith today’'s
microelectronics industry and their potential ipleeing conventional planar
MOSFET structures. Specifically, devices based ®/MN\8s are attractive
candidates for the pursuit of the miniaturizatidnMOSFET transistors with
gate lengths below 22 nm and for the developmemafvative architectures.
Experimental results showed that Si-NW Field-EHécnsistor (FET)
exhibited higher hole mobility, higher transcondunde, more ideal
subthreshold behavior, better gate control ancebstiort channel performance
than traditional planar MOSFETSs [77]. In additiaomparison of scaled Si-NW
FET transport parameters with those of state-ofatthgplanar MOSFETs show
that Si-NWs have the potential to substantiallyesxt those of conventional
devices, and thus could be ideal building blockdudture nanoelectronics [77].

Figure 1.11 presents a schematic representatioi MW FETs: already
being used “top-gated” (top) and envisaged “wrafedja(bottom) transistors.
In the already existing setuphe FET is supported on an oxidized silicon
substrate with the underlying conducting silicoredisas a global back gate
electrode to vary the electrostatic potential & MW (B). In a typical NW FET
device, two metal contacts, which correspond tac®and drain electrodes, are
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defined by electron beam lithography followed bwygeration of suitable metal
contacts. Current vs. source-drain voltage andeatirvs. gate voltage is then
recorded for a NW-FET to characterize its electpcaperties.

Figure 1.11 Schematic views of two types of the Si nanowir&{$) FETs: “top-gated”
(top) and “wrap-gated” (bottom) transistors. The tgaoxide is located in
between the gate (G) and body, i.e., the Si-NW(EBrent flow occurs between
the source (S) and drain (D) trough nanowire. Gattage controls the current.

As mentioned in the previous section, Si-NW carglmvn in either top-down

or bottom-up mode. Thus, fabrication of Si-NW FE3 $ased on these growth
methods. In a top-down technique, the Si-NW FETalwicated by physically
etching a single-crystalline silicon wafer throudithographic processes
combined with an electron-beam technique [78]. @e bther hand, the
“bottom-up” process starts with the growth of aNS¥ , normally in a CVD

setup via the VLS mechanism, followed by Si-NW d&pon/alignment on a
silicon substrate and finally device fabricatiora vihe photolithographic or
electron-beam lithographic procedures [79]. A “ggied” Si-NW FET is

prepared using both fabrication techniques whigetltie “wrap-gated” transistor
fabrication is mostly based on the bottom-up apgto#n the latter type of Si-
NW FET, aSi core-oxide shell structure plays the role thed{d-“gate oxide”

system. Such a “core-shell” structure is typicailytained by monitoring the
oxidation time and temperature in a thermal Si-N¥Mation process, in which
the nanowire diameter is carefully selected [67, 8De oxidation process is
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typically self-limiting. Control over this oxidatio process is critical, since
thermal oxidation is a mandatory step to form thé&goxide or to reduce the
wire diameter.

1.4.3 Self-limiting oxidation

As mentioned above, silicon oxide nanowires, preduby oxidizing Si-
NWs, have many applications due to their electrica¢chanical and optical
properties. Silicon oxide is an electrically ingilg material and can emit stable
blue light [81]. Conventional glass fibers are usadthe reinforcement of
composites and nanowires could find similar usd. [6Berefore, the oxidation
of SI-NWs is studied by a large number of groupskimg on various aspects of
the process as well as on the properties and apiplns of the resulting wires.

Self-limiting oxidation of Si nanowires and sphemsthe micro-scale is of
considerable importance, for instance for the desigf metal-oxide-
semiconductor (MOS) devices [66, 73, 82-85], sucwveap-gated [86] and top-
gated [67] FETs as mentioned in previous sectidme €arly work on self-
limiting oxidation performed by Liu et al. [73] dgyaed the dry thermal
oxidation of Si-NWs starting from an initial nanoeidiameter of ~30 nm.
These authors suggested that the final Si coreaet@mean be controlled by the
oxidation temperature. Self-limiting oxidation waechanistically explained by
a so-called retarded oxidation process of Si naresni87]. It was found that
such oxidation behavior strongly depends on thewae curvature, the sign of
curvature (i.e., convex or concave) and the growgmperature. Various
modeling efforts and analyses regarding this etfieste been presented [67, 83-
89]. Since the Deal-Grove model [22] is only vdimt the oxidation of planar
bulk silicon, some modifications need to be applied describing such two
dimensional (cylindrical) structures, as outlineddetail for wet oxidation by
Kao and co-workers [82]. This model has successfallucidated the self-
limiting oxidation in Si-NWs with diameters in threicrometer scale, and will
be explained in the next section.

On the other hand, small-diameter (< 10 nm) Si-NAks potentially very
attractive because of the quantization of the meat structure [65, 66].
Normally, such Si-NWs are obtained by oxidizing &gk nanowire and
subsequently removing the oxide layer [90-92]. @kmh has been used to
reduce the Si-NWs diameter below the Bohr excitadius to obtain visible
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photoluminescence due to quantum confinement sffdnterestingly, in this
case, the band gap becomes size dependent andsesras the size of the
nanostructure decreases. As established by Ma@mbikers [65], the Si-NW
band gap can be increased up to 3.5 eV by redtlegigdiameter to less than 3
nm. This indicates the possibility of developing-NW materials with a
controllable band gap. For exploiting these charastics in actual applications,
obtaining an accurate control over the oxidationcpss is clearly critical,
which, however, is difficult to achieve [93]. Theeahanisms of the small
diameter nanowire oxidation have therefore beetietiuextensively [67, 87-89,
93, 94].

Once the self-limiting oxidation is established femall Si-NWs, the
understanding of the stress dependence will beiuf®fcontrolling non-planar
oxidation large scale integrated processes [73.r€kidual stress results in self-
(or stress-) limiting oxidation when the strain \yeat the interface is larger
than the energy gain for the ambient oxygen taddfand oxidize the inner Si.
Because the oxide should expand more to accommdaateolume expansion
in thinner Si-NWs, the self-limiting oxidation isare significant in Si-NWs
with smaller diameters [73]. According to the Kamdel [82], compressive
stresses normal to the Si|Si@nterface reduce the interfacial reaction rate
compared to a planar Si surface, whereas tensdss&ts generated within the
oxide shell reduce the effective oxide viscosityd aenhance the oxygen
diffusivity and solubility [93].

1.4.4 Kao model

The Kao model [82] is a popular extension of theditional Deal-Grove
model for wet oxidation of non-planar (curved) Bifaces. As discussed in the
previous section, the oxidation planar Si surfgsegeq 1.§ can be quantified
in the Deal-Grove mechanism [22] as follows:

dx B C*/N
At zxrA I AL (1.11)
kT h'D¥

whereh is the gas-phase mass transport coefficl2ms, the oxidant diffusion
coefficient in the oxide with thicknessandk is the oxidant reaction coefficient
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at the oxide-silicon interface. FinalyC is the oxidant concentration in
equilibrium in the oxide andl is the number of oxidant particles required to
form a cubic unit of oxide. From this formula, thewth rate is determined by
k, the surface reaction rate constant for thinnedex Consequently, it will be
dominated bw/D in the diffusion-controlled regime when the oxidehick.

Experimentally, the oxidation kinetics has beeneobsd to be strongly
dependent on the size and the geometry of the ma&rd nano-objects. Using
this generalized Deal-Grove approach, Kao et @] {8und that the oxidation
rate at the Si|SiQinterface for the oxidation of non-planar Si suga can be
described as:

dx C*/N

de 1 la 1 b
k+hbiDalOg(a)

(1.12)

wherea andb are the radii of the curved Si and oxide surfaespectively.
The “+” sign denotes convex structures (e.g., Si)N&kd “-” sign concave
structures (e.g., Si nanorings). The equation dessthe rate at which the new
oxide grows at the interface. This growth rate iegarithmic function of the
radii of the silicon and oxide surfaces, both chaggvith time. Therefore, the
oxide thickness can no longer be described byithpls linear B/A) and para-

dl‘y or wet
wet oxidation
oxidation
Gr ~
B
oo
gos )
I X oxide ] \\
silicon ‘bj/ a a
G, J
planar  comcave s
Deal-Grove

Figure 1.12 Deal-Grove and Kao models for thermal oxidationptdnar and curved Si
surfaces, respectively.
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bolic (B) rate constants of the Deal-Grove oxidation moBejure 1.12 shows
both Deal-Grove and Kao models for the oxidationptEnar and curved Si
surfaces, respectively.

Another major achievement of this work is the inlthg of stress/pressure
effectsin the Deal-Grove approach. It is well known tha¢ formation of new
oxide at the silicon surface requires a volume agm, because the volume of
an oxide or Si@molecule Qsic. = 45 As) IS more than twice as large than the
volume of a silicon atomt¥s; = 20 &). The resulting stress in the strained oxide
significantly influences the oxygen diffusion. Fnetmore, in this model, the
oxide is assumed to behave as a “viscous flui@., ithe oxide viscosity is
extremely high and its velocity very low. Thereforeaon-planar two-
dimensional viscous deformation of the oxide pr@dudarge stresses, in
addition to the stress that already develops imaslaoxidation. The viscous
stresses, i.e., radial (or normal) and tangentiah¢op) stresses are expressed as
follows:

0, (r) = 2n¢ (55— ) (1.13)
06 (r) = 20§ (55 + ) (1.14)

wherey is the viscosity of the oxid€; is the velocity coefficient and it is
i [ Qsio, —Lsi .
K (—S g2 S), C is
Qsio,

N
oxidant concentration at the Si|Si@terface, and is the distance from the
center of curvature to a cubic unit of oxide wheteesses are calculated.
Because the oxide is a viscous fluid, the caloutatif the hydrostatic pressyse
is also important. According to fluid mechanicse thressure is equal to the
average viscous stress on a control volume inlting f

derived from the oxide growth rate at interfaceéas a

p == (0, +0p) (1.15)

In the oxidation of Si surfaces, the oxidant reactiate K) is assumed to be
affected by the stress, while the oxidant diffus{br), the oxidant solubility at
the SiQ surface C*) and the oxide viscosity are dependent on thespresin
the following way:
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k=ky-exp {— W} (1.16)
D =D, -exp {— %} (1.17)
C*=C;-exp {— ]f;/;} (1.18)
n =g - expia - p} (1.19)

wherek, is the stress-free oxidant reaction coefficiddy,is the diffusion
coefficient at a pressure of 1 atfy, is zero-pressure solubility, andV, are
the activation volume of diffusivity and solubiljtyrespectively,so is the
viscosity at zero pressure andis an empirical parameter. Alsgg is the
Boltzmann constant, is the temperature.

Because the radial stress is compressive in bottveso and concave
structures, the oxidation rate is lowered throughreduced surface reaction rate
coefficientk. Under high pressure, the oxidant diffusivity awadid solubility are
reduced and the oxide viscosity increases. Duenttuding the stress and
pressure terms ireq 1.12 Kao and co-workers successfully explained the
retardation effect (i.e., self-limiting oxidatiorgbserved for the oxidation of
cylindrical structures, which depends on the grotetinperature, the radius (or
the curvature) and the sign of curvature (convexarcave). This effect is of
concern for the design of, e.g., Si-NW field-eftaeinsistors as described
before.

Kao and colleagues concluded that the oxide gramtha curved surface
approaches that on a planar surface when the oxithén or the radius is large.
For thick oxides or small radii, the oxidation sigty depends on the surface
curvature. Specifically, oxidation is faster onaneex surface than on a planar
surface, and in contrast,whereas a concave surfaadizes slower.
Furthermore, convex surfaces are predominantly roled by the surface
reaction rate k), while concave surfaces are mostly controlledthsy oxygen
diffusion [©), which strongly depend on the normal stress aydrdstatic
pressure, respectively.

Although this model successfully describes wet ati@h of curved Si
surfaces, it suffers from certain limitations. Hostance, the model fails to
describe the fast initial growth regime for dry aaiion [23]. Indeed, the
oxidation rate in the nanoscale regime is not ately described by this micro-
scale model although the model has been extentiedhi® nanometer scale [84,
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85, 95]. Furthermore, the self-limiting behaviour of tey oxidation of small-
diameter Si-NWs has not been investigated usirggntimdel.

30



Chapter 2
Computational methodologies

Nowadayscomputer simulation methods are powerful tools used in many
fields of research. One specific advantage is biktyato “bridge” theory and
experiments. In a so-called “computer experimergarameter values or
parameter interdependencies can be resolved, wmght be diffult or
impossibe to do in a real experiment. Moreover, @at@r experiments often
also allow comparison with real experiments andisequently, validating (or
falsifying) the model underpinning the simulatiéimally, computer simulations
allow macroscopic observables to be calculated frolroscopic behaviour,
through the laws of statistical mechanics.

2.1 Statistical mechanics

The microscopic state (“microstate”) of a phys®gtem is connected to the
macroscopic world (“macrostate”) bwtatistical mechanics. In statistical
mechanics, the microstate is the state of the sysés defined in terms of the
behaviour of all constituent atoms. It is typicatlgpresented by a particular
point A of the phase space of the system. For exampke system of\ atoms,
the phase space is defined BM coordinates, i.e.3N positionsr and 3N
momentap at a given instant of time A particular point is phase space must
then be time-dependent, i.e., A=A(t). The macresthe state of the system as
defined by macroscopic parameters, e.g., tempesgpuessure, internal energy
etc.

A key concept in statistical mechanics is tmsemble. An ensemble is a
collection of microstates of the system, all havingcommon one or more
extensive properties. As a model of the physicadtesy, the computer
simulation is carried out to calculate the propentyroperties of interest. These
properties are averaged over a large number of saatonthe simulation or
averaged over time. In statistical mechanics, thi@esponding observable is
determined from the ensemble average. Howeveruledilcg a (true) ensemble
average may be expensive or even unattainableeinrcéimputer experiment.
This problem is alleviated by the ergodic hepotheshich is one of the funda-
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mental axioms of statistical mechanics. In accoecdanith this hypothesis, the
ensemble average is equal to the time average:

. 1
(A)ensembie = (Atime = llmrew;IOTA(t)dt (2.1)
where the notation <...> indicates the average.

2.2 Computer simulation methods

At the atomic scale, computer simulations are ofteted with respect to
attainable time and length scales. The two mairulsiion techniques in this
domain areviolecular Dynamics (MDandMonte-Carlo (MC)methods, either
in classical of irab-initio flavor.

Monte Carlo is a stochastic method, based on theeem of statistical
mechanics. In the so-called Metropolis algorithmM®)), the energy change
from stepn to n+1 is used as a trigger to accept or reject the reviiguration.
Moves towards a lower energy are always acceptéie whose to a higher
energy are accepted with a Boltzmann probabilitith@dugh the concept of
physical time does not exist in the MC method (pxd¢enetic MC (kMC) and
UFMC), it is the method of choice for simulatinggas or other low density
systems [96]. KMC and MMC algorithms have also begtely used in thin
film growth processes. It should be pointed outywéneer, that this method has
some disadvantages. For example, the random mopuwee IMC simulation can
easily lead to (unphysical) barrier crossings. Thonsorder to obtain accurate
results on long time scales, companion investigatiof the system are
sometimes being performed using on-the-fly kMC ocederated Molecular
Dynamics (MD) [97].

In contrast to MC, classical MD is a deterministiethod, which is based on
the integration of the equations of motion of thienss. Interactions between
atoms are described using an appropriate interatgmotential. Since its
invention in the 1950’s [98], it has been usedrweestigate a wide range of
problems in many different research fields, inahgdstatistical mechanics and
physics (theory of liquids, correlated many-bodtiomw, properties of statistical
ensembles, structure and properties of small ckisfghase transitions, etc.),
chemistry and biology (molecular structures, chamreactions, drug design,
vibrational relaxation and energy transfer, strreetof membranes, dynamics of
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large biomolecules, protein folding, etc.), matese@ence (defects in crystals,
microscopic mechanisms of fracture, surface recocsbn, melting and
faceting, film growth, friction etc) and so on. Hewver, MD has some
disadvantages as well, i.e., (1) description ofaleetronic (quantum) or excited
states is difficult; (2) accuracy of chemical réaes (bond breaking/forming) is
lower than DFT or quantum-chemical methods; andllfyn(3) the attainable
time scale is limited to the nanosecond or perhapsosecond range. The
application of DFT-based MD, as pioneered more timaty years ago by the
work of R. Car and M. Parinello [99], showed thessibility to model many
technological important processes in material sicg or chemistry with good
accuracy. The two other issues, however, remaifiectggng topics for future
developments.

In this work | used classical reactive MD simulagp which reactive force-
field is apllied in classical MD, to model Si andCssystem in order to study
the Si oxidation and related processes.

2.3 Classical Molecular Dynamics

2.3.1 Newtonian dynamics

Molecular dynamics (MD), as mentioned above, istechinistic method,
in which the state of the system at any future tgae in principle be predicted
from its current state. In a MD simulation, sucoessonfigurations of thé\
atoms in a volumé/ are generated by integrating Newton’s laws of orgti
which can be formulated as follows:

(1)A particle moves with constant velocity in a strdi¢ine if no force acts
upon it (Newton’s first law.

(2)A force acting on the particle changes its momendunch thus accelerates
it, i.e.,F = % = ma (Newton’s second law

(3)Action induces a reaction equal in magnitude buyiosge in sign, i.e.,
Fij = _F]l (NEWton,S thll’d IaV)l

However, in reality, an atom is quantum particlespthying wave-
corpuscular behaviour. It's complete behaviourasaidibed by th&chrddinger
equation[100] and thus its motion cannot be accuratelycdlesd by classical
mechanics. In principle, the Schrodinger equatiooutl be solved to find the
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total wavefunctiony which tells us everything about the system. Exdéepthe
simplest systems, this is not possible analyticalgplication of the so-called
Born-Oppenheimerpproximation [101], however, allows to find apgmate
solutions. It assumes that the electrons followrtiaion of the atomic nuclei
instantly. According to this approximation, MD tteahe atomic nuclei (or
atoms) a<lassicalparticles and assumes that the electrons are penthann
their ground state, such that the atomic interastican be described by
interatomic potentials dependent on the positiohshe nuclei only. Newton
dynamics then describe the nuclear motion. Thiscgmh can also be justified
via the De Broglie wavelengtland theHeisenberg uncertainty principlésee
e.g,[102]).

TheDe Broglie thermal wavelengthis defined as follows:

h
A= J2mmkgT (2.2)

whereh is the Planck constant (6.626083>* Js) andkg is Boltzmann
constant (1.380650B0%° JK™). In the case of Si (m = 4.663aD°° kg) at a
temperature in the rande= 300 K - 1200 K, the wavelength is in the randg0
A t0 0.095 A. In the case of oxygem & 2.65710° kg), which is sligtly lighter
than Si, the wavelength is 0.126 A and 0.252 Ahigh (1200 K) and low (300
K) temperatures, respectively [12]. Quantum effeate typically only of
importance whent is much larger than the interatomic distancethis work,
crystalline Si and amorphous Si@re used. The nearest neighbor interatomic
distance in a Si crystal is in the range of 2-3IRASIO,, Si-O, O-O and Si-Si
distances are about 1.6 A, 2.6 A and 3.1 A, resmdygt From the numbers
above, can be therefore concluded that we canysapgly Newton equations in
our case.

Another indicator for the validity of MD ishe Heisenberg uncertainty
principle. Accordingly to this principlethe positionr and momentunp of a
particle cannot be simultaneously measured withadoitrary accuracy. The
principle can be formulated as:

Ap - Ar > (2.3)
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We can thus find the uncertainty in the momentuna &i (or O) atom as
1.054610% kgm-s* and and a corresponding energy of about 0.00706013
eV), if we accept an uncertainty in its positiontire order of 0.1 A, which is
much smaller than any bond length considered mwhark. It can thus be seen
that this energy value is much smaller than anyisirength considered

In Newtonian dynamics, the atom trajectory is ai#di by integrating the
equations of motion:

_ _ dv; _ dzri
Fi=mia; =m;——=m; —

(2.4)

wherem, r;, v anda are the mass, position, velocity and acceleratibn
atomi in a Cartesian coordinate system, respectivetgghation algorithms are
described irsubsection 2.3.2The forceF; that acts on each atoinaccelerates
the particlel, which in turn leads to a new position, velociyd acceleration.
Forces are derived as the negative gradients gbdtential energy (interaction
potential)U with respect to atomic positions:

Fi == VriU(Tl, ...,TN) (25)

The key difficulty in any MD simulation, is there®to construct (or select)
an appropriate interatomic potential. The most Widesed interatomic
potentials for the Si and/or Si-O system are disedsnsubsection 2.3.7

2.3.2 Integration algorithms

Many different algorithms have been presented tonerically solving the
Newton’s equation of motion. There are three aatefior the integration
algorithm:

(1) conserve total energy and momentum;
(2) be time-reversible;
(3) permit a long time step.

One suitable algorithm complying with these thre#gega is the Verlet
integration, as popularized in molecular dynamiggh® French physicist Loup
Verlet in 1967 [103]. The basic ideatbk Verlet algorithms to write two third-
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order Taylor expansions for the positiansone forward and one backward in
time. Callingv the velocitiesa the accelerations, ardthe third derivatives af
with respect td, one has:

r(t+ At) =r(t) + v(t)At + %a(t)AtZ + %b(t)At3 + 0(At?) (2.6)
r(t — At) = r(t) — v(t)At + %a(t)AtZ - %b(t)At3 + 0(AtY) (2.7)

Adding the two expressionsds 2.6and2.7) gives
r(t + At) = 2r(t) — r(t — At) + a(t)At? + 0(At?) (2.8)

wheret is time step and @) is thetruncated error These errors are
intrinsic to the algorithm and do not depend on ithplementation Round-off
errors (e.g., related to the finite number of digits use@omputer arithmetics)
are associated with a particular implimentationhef algorithm. Both errors can
only be reduced by decreasing time sigpas discussed subsection 2.3.6

Important advantages of the Verlet algorithm arat tthe algorithm is
straightforward, and the storage requirements avdest. The disadvantage is
that the algorithm is of moderate precision. Alsmoter problem with this
version of the Verlet algorithm is that velocitiase not directly generated,
which are required to compute the kinetic eneKjywhose evaluation is
necessary to test the conservation of the totafggnE. To overcome this
difficulty, several alternative algorithms have beéeveloped.Beeman’s
algorithm and predictor-corrector approaches ase alidely used integration
techniques. ThéBeeman integration schems closely related to the Verlet
algorithm. The advantage of this algorithm is thgirovides a more accurate
expression for the velocities and produces a bettergy conservation. The
disadvantage is that the more complex expressiaise rthe calculation more
expensive.

As mentioned above, conservation of energy is gortant criterion in the
choice of the integration algorithm. The potentaslergyU and the kinetic
energyK fluctuate around their respective average valugh shat the total
system energ¥ or system’s Hamiltoniakl = K + U remains constant. Note
that total system energy does not change in tifmélewton’s equations are
exactly integrated. Two “kinds” of energy conselmatmay be discerned: short-
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term and long-term energy conservation. In shametenergy conservation, in
which the fluctuation of the total energy is comsetl from step to step, the
Verlet-like algorithms are not overly accurate. Algorithm which performs
better in this respect is the so-callédar predictor-corrector approacfL04],
which tries to use the new forces after a time dgtepgback-correct for the
extrapolation in time. In long-time energy conséom one monitors the energy
drift over extended periods of simulation time.this respect, the Verlet-like
algorithms perform very well. The Verlet-like algbms, including the leap-
frog algorithm [105] and the velocity-Verlet algibmn [106], are therefore often
the methods of choice for long time calculationiseif success lies in their time
efficiency and ease of implementation. The advantdgheleap-frog algorithm
Is that the velocities are explicitly calculatedwever, the disadvantage is that
they are not defined at the same time as the positii.e., the positions and
velocities are not synchronized. This means thabtspossible to calculate the
potential and kinetic energies at the same timds Thakes it awkward to
evaluate the total system energy (kinetic + poadndit the same time step.

The MD calculations presented in this thesis as=tanthe velocity Verlet
algorithm [106]. This algorithm is typically implemented as three-stage
procedure. The standard implementation schemasélgorithm is:

Calculate position(t + At) = r(t) + v(t)At + 0.5a(t)At?
Derive acceleratiom(t + At) from the interaction potential usingt + At)
Calculate velocitw(t + At) = v(t) + 0.5[a(t) + a(t + At)]At

This algorithm shows an excellent long-time enaxggservation, allows the
simulateous calculation of potential energy anctmenergy, shows a reduced
error on the velocities compared to the basic Yeseheme, and is not
necessarily more memory consuming than the othdetke algorithms. As a
result, this algorithm is perhaps the most widedgdiintegration scheme in MD
simulations.

2.3.3 Boundary conditions

Molecular Dynamics is typically applied to relatiyesmall systems
containing 16-10" atoms. Thus, the number of atoms in any MD siniatis
small compared to any macroscopic material. Everstmulation of 1 mole of
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material, containing 6.022 x iDatoms, using a simple interatomic potential,
would take tens of years or a century. Thus, MDusatons inherently face a
length scale problem. This problem may be partialgolved by applying
certain boundary conditions to the computationdl t@ mimic an infinite
structure.

Various types of boundary conditions have beengmtesl depending on the
kind of process to be simulated [10¥yhen applyingfree boundariegor no
boundaries) (“free boundary condition”, FBC)the cell is surrounded by
vacuum. FBC is typically used for studying clusters and molesuFree
boundary conditions may in certain cases also h@moapate for ultrafast
processes e.g. fast ion/atom bombardment, as fibet ef the boundaries is not
important due to the short time-scale of the inedlvprocessesin rigid
boundary conditions (RBChtoms at the boundaries of the cell are fixed, in
contrast toFBC. However, such boundaries are clearly unphysical @ay
introduce artifacts in the simulation results. ®iere RBC are typically only
used in combination with other conditions, e.ggckastic [108, 109] and
periodic boundary conditions [110, 111], which Isoaecalled asnixed boundary
conditions (MBCJ]107].

Figure 2.1 Periodic boundary condition and “minimum imageterion”
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Periodic boundary conditionsPBCs) are the most popular choice of
boundary conditions. They are used to simulate ggees in a bulk material
while keeping the number of atoms limitddhe implementation dPBCis very
simple: the original box or the computational célhite rectangle) is
surrounded by translated copies of itself (figur®).2in other words, if an atom
in the cell is located at positionin the box, PBC bring into existence an infinite
set of atoms located at+ la + mb + nc, (I, m, n = e,+0),wherel, m, n are
integer numbers, aral b, c the cell vectors. All atoms in the computationall ¢
are thus replicated throughout space to form anitaflattice. Each particle in
the computational cell is interacting not only wite other particles in the
computational box, but also with their images ia #ujacent boxes. The choice
of the position of the original box (or computatibrcell) has no effect on the
forces or the behavior of the system. If an atcawds the central box, its replica
enters the central box from the other side, and tha number of atoms in the
central box is conserved. However, there are dontionsto the use oPBC

(1) The characteristic size of any structural featunethe system or the
characteristic length-scale of any important ef&daiuld be smaller than the
size of the computational cell. For example, in $iauation of the oxide
growth on the Si crystal, the selected box volummeutd be several times
bigger than the volume of a Siholecule. Otherwise, artificial stresses may
be generated when silicon expands. Another exaisphe interaction of the
hyperthermal atoms with surface. After impact, toeal temperature
increases significantly, reaching temperatures @01K and more. The
computational cell size should much bigger thandkelly “hot” region.

(2) The size of the computational cell should be larpan R (figure 2.1,
dotted circle), wher&. is the cutoff distance of the interatomic potdntia
this criterion is fulfilled, any atonn interacts with only one image of any
atomj, and it does not interact with its own images.sTd¢ondition is called
the “minimum image criterion”. When this criterianot fulfilled, an atom
I may interact with its own images or with multiplesages of another atom
], which is clearly non-physical.

In my calculations, | useMBC, i.e., PBC for one or two directions in the
simulation box and~BC or/andRBCfor the other direction(sfor example, in
the Si crystal, bottom atoms are fixd®IBO, while PBC are applied parallel to
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the crystal surface (i.e., x and y axes). On tiherohand, in the Si-NW model,
PBC is applied also along the z-axe, which corresptma@ unit cell length.
Furthermore, surface atoms are frEBQ) in both cases.

Besides applying appropriate boundary conditians,also of importance to
select a suitable simulation ensembile.

2.3.4 Thermodynamic ensembles

In statistical mechanicsséction 2.1) a (thermodynamic) ensemble is a
collection of microscopic states (microstate) tladk realize an identical
macroscopic state (macrostate). From the pointes of statistical mechanics
the time average of abservableA can be calculated in MD as follows:

(A)fihe = =Ty AlpY (t), 7™V (1) (2.9)

wheren is the total number of MD-stepszk-4t is the time after th&" MD-
step, and4t is the time step (sesubsection 2.3)6 The natural ensemble
simulated by molecular dynamics is the microcarani¢isoenergetic)
thermodynamic ensemble dIVE ensemble, in which the number particles in
the box (), the volumeY) of the box containing the system atoms and tted to
system energyH), remain constant. In thdVE ensemble, the system does not
exchange heat nor matter with the environment,the. system is isolated. This
ensemble is therefore suitable to simulate e.duster in vacuum. It does not
allow, however, to control the temperature or trespure of the system.

Therefore, techniques have been developed to denuldternative
ensembles as well. The two most commenly used dilssrare the isothermal
NVT ensemble and the isothermal-isobaN®T ensemble, wherd and P
represent the system temperature and pressureectesy. In the NVT
ensemble, the system is (artificially) in contadthwan external heat bath, as
explained below. In th&lPT ensemble, the simulation box can additionally be
reduced or enlarged so as to maintain a targesymes

The equilibrium states of microcanonic, isothermadl isothermal-isobaric
ensembles are characterized by a maximum in ent(&py minimum in
Helmholtz free energyE-T9 and minimum in Gibbs free energi-TS+PV}
[112], respectively Furthermore, several other pies, including the grand
canonical £VT), isobaric-isoenthalpicNPH) and non-equilibrium ensembles
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are also widely used in molecular dynamics simareifor describing chemical
and biologic processes. In my calculations, | N$& NVT andNPT ensembles,
employing the Berendsen thermostat and barostarttol the temperature and
pressure, respectively [113].

2.3.5 The Berendsen thermostat and barostat

Temperature control. The temperature of the system is related to the
average kinetic energy per degree of freedom as

(K) = ("

) = ZkgT, (2.10)

T2

Using the time average of kinetic energy, the mstacous temperatuiigt)
may be defined as follows for a finite size system:

1
T(t) = EZi,a mv}, (2.11)

Here,N; is the number of degrees of freedom. While inKhel' ensemble
theT(t) is fluctuating, the averageis constant. Clearly, the smaller the system,
the larger the fluctuations, including fluctuatioms the average system
temperature. The Berendsen thermostat [113] is @sedhe controlling the
system temperature by rescaling the velocitiehefstystem atoms. As such, the
system is weakly coupled to an external thermdi.bat

The implementation of the Berendsen thermostaery gimple. Energy is
removed or added to the system to maintain a constaperature. This is
accomplished by multiplying the atomic velocitieghna scaling factok. Thus,
new velocities are determined from the current ciéls asv; = Av;. A is
defined as:

_ At (Tpath
A—J1+T(HO 1), (2.12)

wheret is a coupling parameter whose magnitude deterntio@s tightly
the bath and the system are coupled togetideiis the time step ant,qy is the
temperature of the bath. A typical value Adf t is 0.1 [113].
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Pressure control. The pressure in the system can be controlled By th
application of a barostat algorithm. One particplgmopular example was
proposed by Berendsen and co-workers [113]. In tiethod, the system is
coupled to a “pressure bath” (or a piston), analsgo a temperature bath. The
pressure is (on average) maintained at a constaé \simply by scaling the
volume by a factok, which is equivalent to scaling the atomic cooatias by a
factora'*:

2= 1~ k2 (P(6) = Pyarn) (2.13)

where Pya, IS the pressure of the batk,is the experimental isothermal
compressibility, which is related to the volume as:

_ 1 (r)=()?
=t v (2.14)
In this scheme, the new positions of the atomsbeafound as-; = 1'/3r;. The

instantaneous pressure can be calculated as follows

1

P(t) = 0

(NksT(®) + 2 (S, (6 - Fi (D)) (2.15)
whereD is the dimensionality of the system.

Alternatively, stochastic coupling methods (e.gadArson [114] and Nosé-
Hoover [115, 116] methods) are also commonly usethads for the control of
system temperature and pressure.

2.3.6 Choosing the time step

All integration schemes (seeibsection 2.3)2are approximate and there are
errors associated with them. As mentioned befdre,\Merlet algorithm has a
truncation error proportional to O(t) for each integration time step.
Furthermore, a second type of errorsragind-off errors related to errors
associated with a particular implementation of &orthm and to machine
precision. Both errors typically significantly irease if the chosen time steft)(
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is too long. As a result, the MD simulation beconuestable, i.e., the total
energy will rapidly drift with time when the simtian is integrated by a large
time step. In extreme cases, the atoms approadh ather much too closely
such that repulsive interactions become very strgugsibly leading to an
“exploding” system. Therefore, for numerical stapiland accuracy, one
typically needs to pick a time step that is atiesm®e order of magnitude smaller
than the fastest time scale in the system. Cle#nly,errors of the integration
algorithms are quickly reduced by decreasitigHowever, choosing the time
step too short results in an inefficient simulateord waste of computing time.

How can we choose a suitable time stejpffortunately, there is no standard
condition for evaluating the appropriate valueled time step. In most cases, a
typical test is to measure the conservation of |ta@aergy E in the
microcanonical NVE) ensemble, as the total energy drift will depemdtioe
chosen time step.

However, in other thermodynamic ensembles, therggmeriterium needs
to be modified. For example in the isothermidV{) ensemble, an effective
energyH can be used to verify the sampling accuracy aralayp a role similar
to the total energy in thidVE ensemble [117]. Furthermore, the appropriateness
of the chosen time step also depends on the systeperature and types of
system atoms. Specifically, somewhat longer tingpstare allowed at lower
temperatures, whereas shorter time steps shoulsdxk at higher temperatures
and for lighter elements. In principle, the relevame scale should be equal to
the period of atomic bond vibrations in the systé&mr example, an oxygen
molecule has a period of vibration of 21 fs, sangetstep of the order of 1 fs
would be sufficient to resolve this vibrational moot [118]. Most frequently, the
time step is chosen in the range 0.05 to 10 fsgidipg on the overall behavior,
composition and processes of the MD system [112he&gally, at temperatures
in the range 0-1500 K, ReaxFF can run with timpst& up to 0.5 fs and retain
reasonable energy conservation. Therefore, in aloulations,0.25 psand0.5
ps were chosen for the investigated processes at (aigbut 1200 K) and low
(about 300 K) temperatures, respectively.

As mentioned in the beginning of this chapter, wketting up a molecular
dynamics simulation, not only must we decide onudable time step and
starting conditions, but we must also choose abldtinteraction potential for
the chosen Si as well as Si/O systems.
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2.3.7 Interaction potentials for Si and Si/O

In a molecular dynamics simulation, atoms dynarnyciateract with each
other. These interactions generate forces thatigan the atoms, which move
under the action of these instantaneous forcesnéstioned before, forces are
derived as the negative gradients of the poteet&rgyU of a system oN
atoms with respect to the atomic positions. Gehgrihle interaction potential of
N atoms consists of many terms related to indivicatams, pairs, triplets,
quadruplets and so on:

Uy, .., Ty) = Xi01(r) + X Xjsi @2 (Ti»rj) + Xi X jsi Dk jsi <P3(Ti»rj»7'k) +
(2.16)

where the first sum is the one-body term, représgnthe effect of an
external field on the system. The second sum adsdanpairwise interactions,
the third for three-body contributions, etc. Basadthis expansion, interatomic
potentials can be classified into two classes: paientials (in which only, is
present) and many-body potentials (in whigh and higher terms are also
included).

Determination of a suitable potential function remely important for a
molecular dynamics simulation, as all observedesygproperties and processes
are directly related to this function. The choidetloe interatomic potential
depends on the area of intended application. TAerghowever, no “good” or
“bad” potentials, only appropriate or inapproprigbetentials for a given
problem. When choosing a potential, one should idensthree basic
characteristicsaccuracy(i.e., reproduce properties of interest as acclyrae
possible),transferability (i.e., can be used to study a variety of properie
which it was not fit) anacomputational speed.e., calculations are fast with
simple potentials).

Although many potential functions have been presgknintil now, | here
only discuss potentials developed for Si and itgde@x Silicon, as a solid
covalent material with directional bonds, cannopbaperly described by a pair-
potential. Indeed, standard pairwise force-fieldgynperhaps be suitable for
modelling the dynamics of covalently bonded molesuh solution, but these
are, in general, unsuitable for bulk crystals inchbhwe may want to describe
large deviations from equilibrium. Therefore, mdwdy potentials are
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commonly chosen for bulk systems. Frequently usetenpials for silicon
include the angular-dependent Stillinger-Weber (SMtential, the bond-order
Tersoff potential and the Environment-Dependergritomic Potential (EDIP).
The SW potentialswidely used for Si because it more accurately mless
elastic properties, phonon dispersion relationdfingepoint, yield strength and
thermal expansion coefficients [119, 120]. Howevierhas certain serious
limitations or transferability. For instance, it difficult to extend it to an
element such as carbon that can have equilibriunfiggoration. On the other
hand, Watanabe and co-workers [121] have also dpgdl SW-based potential
for SiO, system. However, the stresses in the oxide sieallay this potential
is larger from experiment. Th€&ersoff potentialalso particularly used for Si
system including simple and diamond cubic Si, ad a® Sp dimers [122,
123].The behavior of the potential so parameterizad tested by comparing it
to results from a number of ab initio simulatiomsainly of lattice defect
structures. However, the Tersoff potential doespnoperly reproduce the force
of Si|SIQ systems at low temperature (e.g., 300 K). EfdP [124] combines
the approaches used in the SW and Tersoff potenfidie highly involved
parameterization of this potential results in gt@hsferability to certain types
of silicon lattice defect structures [125]. Thigde field much better describes
the silicon systems, however, it also has somesafentioned disadvantages as
SW and Tersoff potentials have. Moreover, sevemiemntials have been
developed and implemented for only silica (§iGtructures as well [e.g, 126,
127]. Indeed, while all aforementioned potentiaks wery often used, they only
describe either Si or SO

A recently proposed generic potential is the reactorce field ReaxFF,
developed by A. van Duin [128], which has succdlsheen applied to both Si
and SiQ systems [129]. This potental shows a high accyraoynetimes
comparable to DFT, good transferibility (i.e., apable to a wide range of
chemical environments) and high computational speadparing with quantum
calculations. Therefore, all simulations presentethis work were carried out
using this potential. Our choice for ReaxFF is base the fact that it has been
parameterized to describe deformations and straahsding bond breaking and
formation and its ability to accurately describe #xpansion of the Si crystal
during the oxide formation process.
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2.4 ReaxFF potential
2.4.1 Background

ReaxFF is a classical force field with parametgoinuzed against both
experimental and quantum mechanical (QM) datadaction energies, reaction
barriers and configuration energies as well as g&ocal and structural data.
ReaxFF accurately simulates bond breaking and Hondation processes,
commonly approaching QM accuracy. Thus, ReaxFFeseas a link between
QM and empirical (unreactive) force fields [13TUhe main difference between
traditional unreactive force fields and ReaxFest in ReaxFF the connectivity
is determined by bond orders calculated from intenéc distances that are
updated every MD step. This allows for bonds toakrand form during the
simulation [131]. Therefore, in this work, all irstegations were carried out
using this reactive potential instead of a non#ieagotential.

ReaxFF is capable of describing both covalent antt ibonds, as well as the
entire range of intermediate interactions, and Uma# now been successfully
applied to describe nearly half of the periodicleabf the elements and their
compounds, including metals (e.g., Cu, Al, Mg, R, etc) and metal-catalyzed
reactions [132-134], metal oxides [135], metal Injels [136], metalloids (e.qg.,
Si) [137] and their oxides (SgP[138-140] together with silica-water interfaces
[141], non-metals (C, O, H, N), hydrocarbons [128]], as well as organic
[142, 143] and complex molecules [144].

2.4.2 Potential functions

Overall system energy. The total system energy is divided into severdiga
energy contributions. | here briefly introduce tnest important energy terms.
The total energy of the system is givendayation 2.17

Esystem = Ebond + Eover + Eunder + Elp + Eval +
Epen+ Etors + Econj + EvdWaals + ECoulomb (2-17)

These partial contributions include bond enerdigss over-coordination
penalty energieg,., under-coordination energi€g,qe, lone-pair energies,
valence angle energi€s,, energy penalty for handling atoms with two double
bonds E,e, torsion angle energiel,,s, conjugated bonds energiés,, and
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terms to handle non-bonded interactions, i.e., dan Waals E, gwaas and
Coulomb Ecguomp interactions. All terms except the last two arendorder
dependent, i.e. will contribute more or less toigelg bond depending on the
local environment of each atom.

Bond order. ReaxFF calculates chemical bonds directly frome th
instantaneous interatomic distanags which are updated in every time step.
The total bond is partitioned into contributionsrfr sigma-bonds (single bond),
pi-bonds (double bonds) and double pi-bonds (tiyaleds):

BOj; = BO}? + BO;T + BO;T™ =

) R O G R N o

5 7
(2.18)

The obtained bond ordeBO’ are corrected for overcoordination [128] as
follows:

BO; = BOj; - fi(A1,4)) - fa(A1, BO;) - £5(4}, BO;;) (2.19)

whereA; is the deviation of atorn from its optimal coordination number,
f1 (A, A7) enforces an over-coordination correction gifiA;, BO;;), together

with f5(4A;, BO;;) account for a 1-3 bond order correction.

Bond energy. The bond energy is determined solely from coewdbond
ordersBO:

Pbe,
Epona = —D¢ + BOJ; - exp[ppe,, (1 — (BOG) "**)] — DF - BOT: —
D™ - BOT" (2.20)

Equation 2.20ensures that the energy and force associated avitiond
smoothly go to zero as the bond breaks.

Lone pair energy. This energy term accounts for unpaired electmmian
atom using the following equation:
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£, = — Pt (2.21)
lp 1+exp(—75-Aﬁp) '

where AP=n} —n? corresponds to the number of unpaired electrons.

This energy is important for describing atoms witefective bonds. Lone
electron pairs on heteroatoms such as oxygen atmgen can affect
dramatically the response of these atoms to ovel-uadercoordination.

Overcoordination energy. For an overcoordinated atom, the following
equation imposes an energy penalty on the system:

= e AP : (2.22)

Eover - Alpcorr Ilpcorr
i

+Val; t 1+exp(Ae)-4;

where
a = Y720 pye sBOy; (2.22a)
lpcorr _ 5 _ Alp | 1
A =k A 1+2¢-exp(d32°Y) (2.22b)
ﬁ = Z?Egnd BOU - Vall- (222C)
ohb ;
y = greignosi (. _ AP)gor (2.22d)

Here, Val is the number of bonding electrons of the atomiclibinds to
other atoms.

Undercoordination energy. If the bond between atomsandj is an-bond,
the energy due to the resonatielectrons between these atomic centers is

determined by the following equation (undercoortoraenergy):

lpcorr

e (A8 ) (2.23)

E = — -
under Punder 1+exp(—/18-A£pcorr)

where
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f6(i’ A9; 110) = (1 + /19 T exp (’19 : Zjeneighbors(i)(Aj - A]l'p) : (Bol?rj +

Bogﬂ)))_1(2.24a)

Valence angle energy. The energy associated with vibration around the
optimum valence angle between atdmsandk is calculated as follows:

Epar = f7(BOy)) - f,(BOy) - fo(8)) - {ka — ko - exp|—kyp (O — 0;j)?]}

(2.24)
where
f,(BO) =1 — exp (—1,,B0*12) (2.24a)
fa(dy) =
2+exp (—A13°4)) . [ _ _ . 2+exp (A15°4)) ]
1+exp(—A13-A;)+(Dy,1-4)) Mo = (ha = 1) 1+exp(A15-Aj)+exp (—pp2-Aj) (2.24b)

SB02 =0if SBO <0

SB02 = SBOM7 if 0 < SBO < 1
SB02=2—-(2-SB0O)*7if 1 <SBO <2
SB0O2 = 2if SBO > 2

SBO =
1 - [HZiiighborS(j) exp (_BOJ.%I)] (Aj — /134A]l.p + Zziilghbors(j) BOjn,n)
(2.24d)

The equilibrium angl®, for @« depends on the sum ofond orders§BO
around the central atom Here,SBG=0, 1 and 2 means the equilibrium angle
will be around 109.47for sp’ hybridization, 120 for sg hybridization and 180
for sp hybridization, respectively. It is importatd note that the energy
contribution from valence angle terms goes to zgdhe bond orders in the
valence angle goes to zero.
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Penalty energy. To describe systems with two double bonds shamgtom
in a valence angle, an additional energy penaliyjmsed for such systems:

Epen = Ao 'f9(Aj) ) exp[—/lzo : (BOij - 2)2] : exP[Azo ) (BOjk - 2)2]
(2.25)

where
2+exp (—221'Aj)
1+exp(—121-Aj)+exP (/122'Aj)

fo(8)) = (2.25a)

Torsion angle energy. The energy associated with a torsion angje (i.e.,
the middle bond of three bonds formed by four aton@ntaining a certain
angle) is computed as

Etors = f10(BO;j, BOj, BOy;) - sin®;jy - sinBjy, -
1 2 1
[EVZ cexp {pt (BOJk -3 + fll(Aj'Ak)) } . (1 — COSZ(l)ijkl) + EV3 .

(1+ costijkl)] (2.26)

where
f10(BO;;, BOjx, BOy;) = [1 — exp(—2,3 - BO;;)] -
[1 —exp(—4z3 - BOjk)] [1—exp(—223 - BOy)] (2.26a)

. 2+exp (—A24-(Aj+Ag))
A8 8) = T a0 Frex ol o]

(2.26b)

As in the valence energy term, the torsional cbaotion from a four-body
structure should vanish as any of its bonds dissesi

Conjugation energy. A conjugated system is a system of connected pi-
orbitals with delocalized electrons. In generag tverall energy of the system
may be lowered in this case, and thus the systeilist increases. The
contribution of the conjugation effects to the systenergy is described as
follows:

Econj = f12(BO;j, BOji, BOyy) * Az + [1 + (cos?wijiq — 1] - sinOyy, -
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where
f12(BO:j, BOji, BOy;) = exp|—A,; - (BO;; — 1.5)%] -
exp|—2,7 - (BOj — 1.5)%] - exp[—2,7 - (BOy, — 1.5)%] (2.27a)

As shown in the equation, the conjugation energyahmaximal contribution
to the total system energy when successive bonashland-order values of 1.5.

Taper correction [145] is employed by ReaxFF to avoid energy
discontinuities when atoms move in and out of tba-nonded cutoff radius.
Each energy and derivative of the non-bonded iotienas is multiplied by a
Taper-term, which is taken from a distance-depend@dénrder polynomial:

Tap(rij) = Xin=o TaDm - 1} (2.28)
where
Tap, = 1
Tap, = 0
Tap, = 0
Tap; = 0
Tap, = =35 1% (2.28a)
Taps = 8475
Taps = =70 - 15

Tap; = 2075

Here,rq is the non-bonded cutoff radius, which is typigadet to 10 Ain
ReaxFF.

Van der Waals interactions. In addition to valence interactions which
depend on overlap, non-bonded van der Waals iritengcare also included.
The net interaction is the sum of the repulsiverattions at short interatomic
distances due to Pauli principle orthogonalizatmo attractive interactions at
long distances due to dispersion. To account fesegmon-bonded interactions,
ReaxFF uses a distance-corrected Morse potentialdimg Taper terms:

51



Part I. Background Chapter 2. Computational methodologies

f13(Ti)
Evawaais = Tap(ryj) - Dyj - {exp [aij -(1- :}ij)] —2-exp [O-S“ij (1=

TYvdw
where

/128
fis(ry) = [ + () 1M/ (2.29)

Coulomb interactions. Like van der Waals interactions, Coulomb
interactions need to be computed between all atrs:p

qi-qj
Ecoutomp = C + Tap(rij) ) ’ 311/3 (2.30)
[r&+ (/7))

There are no long-range electrostatic interactionsReaxFF. Thus, all
Coulomb interactions are confined to the outer ffutadius re,; = 10 A as
mentioned above. Atomic charges are calculated gusihe Electron
Equilibration Method (EEM) [146]. EEM parameters aypically optimized
against Mulliken charge distributions obtained frDT calculations.

In practice, some energies terms, i.e., conjugatimenalty and torsion
energies, are almost zero and virtually negligibleReaxFF applied to Si/O.
Therefore, these energy contributions could be veadrom force field for the
silicon and silicon oxide system.

2.4.3 Force field parameterization, validation apglication

Parameters for interatomic potentials are usudbiaioed by optimization
against a set of data obtained from QM and/or fempirical data. For the
parameters of the Si/O Reax force field (ReaydjFas used in this work,
optimization was carried using a single-parametarch optimization method to
minimize the sum of squares error function

error = Y-, l(

2
AiQM_AfeaxFF)]

o

(2.31)
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whereA® is the QM valuer®* s the ReaxFF calculated value, anib
the accuracy specified in the training set @eg [131]). Note that ReaxFF does
not include the concept of multiple spin states snplarametrized to reproduce
the energy corresponding to the lowest energy saire.

In this work, | used the force field parameters Ey@d by Buehler et al
[137], which is a modified version of the originfdrce field for Si/O/H
parameters described by van Duin and co-worker8][The original force field
was trained extensively against both Si and ,Spbases, including bond
dissociation, angle bending, under/overcoordinatiogy reactions (including
transition states), charges and condensed phaae(idat equations of states,
heats of formation, etc.). The validation of thealdero results have been
presented by the developers comparing ReaxFF seswith DFT and
experiment. They demonstrated that the potentiatectly describes the
equation of states af-Si, 3-Si and cubic Si as well ascrystobalite, coesite,
and stishovite Si® For these systems, cohesive energy, condensesk pha
stability and densities are fairly close to the muan chemistry data and
experiment. Furthermore, Fogarty and co-workerd [ptesented the potential
validation for the amorhous silica-Gi0,) system as well. They reported that
the silica density in Reaxkk is fairly close to experimental data, while
somewhat lower than classical MD results. They alemonstrated that Si-O,
Si-Si, and O-0O distances as well as Si-O-Si andi-O-8ond angles are also
close to both experiment and classical MD resditee Si/O force field has
previously successfully been applied for the stodlyself-assembly of silica
nanocages [138], crack propogations in Si [13Ti;aswater interactions [141],
etc.

However, while the force field was extensively ied against Si and S3O
phases, Si suboxide components were not takenactount. Nevertheless, a
force field evaluation against suboxide stabiliiesl oxygen migration barriers
is warranted to validate the results obtained is Work. Wherever comparison
with experiment or ab-initio data is available, therent force field reproduces
these data faithfully [139, 140]. A detailed degtian of the force field [137]
can be found ippendix 1
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2.4.3 Pros and cons of the potential

Accuracy.As mentioned before, ReaxFF is typically fittedywextensively
to quantum mechanical (QM) data, and is often fawnapproach QM accuracy.
Results obtained using ReaxFF are fairly closbeddFT data.

Transferability. The concept of ReaxFF is to provide a genericrgagm of
interatomic interactions. Each element is describgdjust one atom type,
allowing good transferability of the force field teew systems and avoiding
complicated atom type modifications during chemieslctions. The force field
currently describes ten of elements and their corapts.

Computational speedReaxFF is several orders of magnitude faster than
guantum mechanical calculations. However, ReaxF01400 times more time
consuming than simple empirical force fields such GHARMM [147],
DREIDING, or covalent type Tersoff potentials [122]

System sizeReaxFF allows for reactive MD-simulations on sgste
containing more than 1000 atoms. The low computaticcost of ReaxFF
(compared to QM) makes the method suitable for kitimg reaction dynamics
for relatively large systems. However, the numksanay not enough describing
certain systems and processes. Therefore, pamkelxFF (GRASP/Reax,
USC/reax, Purdue/Reax, incorporation into LAMMP3aing, F-ReaxFF, etc.)
implementations been realized, allowing reactiveutations on more than a
million atoms [148] and even up to a billion atofh49].

Parameterization.In comparison with any other interatomic potential
ReaxFF can be considered as very accurate. On tttex band, it is also
relatively complex because of the many requirednserfor which many
aforementioned parameters need to be fitteébianitio calculations.

2.5 Reax code — reactive MD code

For the simulation of the Si oxidation process,sk uhe original, non-
commercial Reax code developed by Prof. A.C.T. {&aann. The original
version of the code is written in Fortran 77. Tlevfchart of the Reax program
Is presented in figure 2.2.

The code is basically divided in six parts: reapdten.f, ffopt.f, vibra.f,
blas.f and shanno.f. The general MD routine is @med inreac.f In poten.f
the actual potential energy contributions are dated. Force field optimization
is done inffopt.f BLAS (Basic Linear Algebra Subprograms) routiree

54



Part I. Background Chapter 2. Computational methodologies

provided in theblas.f Vibra.f is included in the code for calculating vibratibna
frequencies. Furthermore, both the conjugate gnadiad the steepest descent
energy minimization methods are also included & tbde and contained in
shanno.f Some details of the minimization metod are disedsinchapter 2.6
Program parameters are definedalrka.blk

Read addmol.bgl Read eregime.in Read vregime.in  Read tregime.in

1st step Velocity Verlet

[ ] infropts
ﬁ - in reac.f
- - - 2nd step Velocity Veriet

find H-bonds find torsions find angles
L I I T l:\ in poten.f
| hbond | | torang || valang ‘ ] calval ‘ i
Hbond energy  Torsion energy  Angle energy Calculate i
angles TM —
control

B (] | (o] (o]

output motfra. gsu'rn-w ulwllumam
o mml fort 7 n_bgf nal

Figure 2.2. Flow-chart of the Reax code. The figure was preseby A.C.T van Duin in the
training session at NASA AMES (August 2006).

2.6 Energy minimization methods

Many minimization algorithms have been developedirid the minimum
energy of a system. Especially derivative minim@aimethods are successfully
used for the energy minimization. The derivativethods can be classified as
zero-order methods, which do not use any derivatiyest-order methods,
which use first derivatives (i.e., the gradientsfl decond-order methods, which
use both first and second derivatives. The bagterem is follows: at a
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minimum point in the energy landscape, the firstivddives of the energy
function E (X1, % , ..., ) should be zero, while the second derivativesadire
positive, that is:

9E _ g PES g (2.32)

ox; ox}

Derivatives may be obtained either analyticalljnamerically. As shown in
figure 2.3, there are two type special points, eeergy minima and the saddle
point between two minima, where the first derivatof energy function is zero
with respect to all coordinates.

Energy

geometry

Figure 2.3 A schematic one-dimensional energy surface. Tbegss of energy minimization
changes the geometry of the system in a step-askeh until a minimum is
reached.

Minimization methods move the system energy claasit closer to the
minimum point by gradually changing the geomeryha system. This process
is called geometry optimization. The optimizatiahasically done using an
iterative formula as follows:

Xnew = Xoig + COrrection (2.33)

In the equationx,., refers to the B coordinates specification of the
geometry at the next step (for example, moving fsigp 1 to 2 in the figure),
Xoig Fefers to the system geometry at the current stedcorrectionis some
adjustment made to the geometry. In all these nastha numerical test is
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applied to the new geometry.{, to decide if a minimum is reached. For
example, the slope may be tested to see if it 1® m@thin some numerical

tolerance. If the criterion is not met, then thenfala is applied again to make
another change in the geometry. For example, inNle&ton-Raphson (NR)

method the aforementioned equation for updating the gagoms

Er(Xo1d)
Xnew = Xold — Woii) (2-34)

Note that the correction term depends on bothiteederivative (also called
the slope or gradient) of the potential energyaefat the current geometry and
also on the second derivative (also called theature). Therefore, the method
IS very expensive per step, although it usuallyuies the fewest steps to reach
the minimum.

An algorithm based othe steepest descent (SD) metl®dised to find
nearest local minima nearby a given initial poimt.this method, the second
derivative of the function is assumed to be corisdad therefore the method is
much faster per step than the NR method. The emufdr the method is written
as:

Xnew = Xold — yEl(xold) (2-35)

wherey is a constant. Due to the approximation, howetres, method is not
highly efficient and many steps are required foding the energy minimum.

Another alternative ishe conjugate gradient (CG) methdd this method,
the gradients of the current geometry are first maoted. The direction of the
largest gradient is determined. The geometry isimaed along this one
direction (this is called a line search). Then,ir@adion orthogonal to the first
one is selected (a “conjugate” direction). The gewyn is subsequently
minimized along this direction. This continues ltite geometry is optimized in
all directions.
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Chapter 3
Goal & Scope of this Thesis

In this thesis, | aim to reach two goals. THest goal is a better
understanding of the Si oxidation mechanisms, amthparing with already
existing oxidation models. The general silicon atiodn model (Deal-Grove
mechanism) and its extensions (Massoud, Kao et® baccessfully elucidated
various aspects of the oxidation mechanism undéerdnt conditions. These
models, however, do not entirely describe the diodaprocesses in my
systems. For example, the Deal-Grove model cletails to describe the
ultrathin oxide growth and therefore Massoud’s esien has been introduced.
However, few studies address ultrathin oxides \aitinickness less than 2 nm.
On the other hand, Kao and co-workers developent thedel for only wet
oxidation of Si-NW in the micrometer scale. In MASFtechnology, however,
dry oxidation plays a significant role for gettintjrathin gate oxides.

The second goal is the analysis of the obtained nanostructuresh Bloe
hyperthemal Si|Si@interface and Si©covered small Si-NWs have been poorly
studied. Basic understanding of such structuresnsimportant issue for
nanoelectronic technology.

This work is divided into two parts: (1) hypertheinoxidaton of Si(100)
surfaces, discussed in chapters 4-7, and (2) theoxidation of small Si
nanowires, discussed in chapters 8-9.

In chapter 4, the effect of single-impacts in low-energy (thermal00 eV)
bombardment of a Si(100){2x1} surface by atomic andlecular oxygen is
investigated. Penetration probability distributipas well as defect formation
distributions, are presented as a function of tingeict energy for both species. It
is found that at low impact energy, defects aratec chemically due to the
chemisorption process in the top layers of theasaf while at high impact
energy, additional defects are created by knocldmplacement of Si and
oxygen implantation.

The possibility of tuning the structure of ultrathoxide on a crystalline Si
surface is discussed ichapter 5. The growth mechanism of ultrathin silica
(SiO,) layers during hyperthermal oxidation is studigdr@om temperature.
Oxidation of Si(100){2x1} surfaces by both atom)(and molecular oxygen
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(O,) is investigated in the energy range 1-5 eV. Thielation mechanism at
room temperature, which differs from thermal oxidat is also discussed. The
results show that control over the oxide thicknisspossible by choosing the
energy and type of oxygen species (@, O

Chapter 6 is devoted to the hyperthermal Si|giGterface as a continuation
of the discussions in chapter 5. In this chaptes, interface morphology and
interfacial stresses during hyperthermal oxidateinroom temperature are
carefully studied. Interface thickness and rougbnas well as the bond-length
and bond-angle distributions in the interface ds® discussed and compared
with other models developed for the interfaces aaduby traditional thermal
oxidation. Furthermore, the formation of a compresaterfacial stress during
oxidation is observed.

General oxide growth mechanisms in hyperthermadlaiion are studied in
chapter 7. Therefore, in this chapter, the growth mechanidmltrathin silica
(SIO,) layers on the Si(100){2x1} surface during hypertinal oxidation
(impact energies of O and,@n the range of 1 to 5 eV) is investigated as a
function of temperature in the range 100 — 1300TMuio different growth
mechanisms are found, corresponding to low tempexand high temperature
oxidation. Also, the initial step of the Si oxidatiprocess is analyzed in detail.

The second part of this work, describedchapters 8 and9, is devoted to
small c-Si|SiQJa-SiO, nanowires, which are envisaged to be used in Si-NW
field-effect transistors. In these chapters, theuoence of two temperature-
dependent oxidation mechanisms of ultra-small diem&i-NWs with initial
diameters in the range of 1-3 nm is demonstratechhpter 8, two different
oxidation mechanisms are discussed and comparédthatKao model: a self-
limiting process that occurs at lower temperaturant a specific transition
temperature, resulting in a Si core | ultrathin SSsflica shell nanowire, and a
complete oxidation process that takes place ablgetransition temperature,
resulting in the formation of an ultrathin Si@Gilica nanowire. The transition
temperature is found to linearly decrease withnizw@owire curvature.

Finally, in chapter 9, it is demonstrated that control over the Si-c@@ius
and the SiQ(x < 2) oxide shell is possible by tuning the growtmperature and
the initial Si-NW diameter. Stress calculations evalso performed to study the
oxidation behavior of these ultra-small nanowirSpecifically, the interfacial
stress is found to be responsible for the selftingi oxidation, depending on
both the initial Si-NW radius and the oxide grow¢mperature.
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Chapter 4

Hyperthermal oxygen interacting with Si surfaces:
adsorption, implantation and damage creation

4.1 Introduction

The reaction behavior of oxygen during the inistédge of Si(100) thermal
oxidation has been carefully investigated both erpentally [60, 150-156] and
theoretically [157, 158]. It is generally acceptbdt the adsorption probability
of thermal oxygen atoms at room temperature is mhigher than that of
molecular oxygen [150-153, 159-161]. Namely, molacwadsorption has a
rather low probability, in the order of 0.0002 -2,0which decreases with
increasing incident energy in the thermal energyimne due to the trapping
ability of the surface [154, 155]. At thermal engrgmolecular oxygen
frequently scatters, while in the hyperthermal ggeregime, dissociative
scattering, atom abstraction and charge transéeoféen observed [29, 51, 161].
Thus, the oxidation character of hyperthermal oxygepecies becomes
significantly changes with increasing impact energyus, while various
theoretical and experimental studies are devotedntestigate the initial
oxidation process of Si, the probabilities for pesgon, desorption and
implantation during this stage have not yet beeestigated in full detail [60,
61]. On the other hand, mechanisms of adsorptiod desorption have
previously been analyzed by first-principles cadtions [157, 158, 162]. Due to
computational limits, however, these calculatioasrot probe e.g. implantation
probability distributions or defect formation agher impact energies. Therefore
in this chapter, | investigate the impact behavioiuboth atomic and molecular
oxygen as a function of impact energy on a prisgi@00){2x1} surface near
room temperature. This work was published in theirdal of Physical
Chemistry C [163].
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4.2 Computational details

In this work, MD simulations are used to trace thgpact behaviour of
oxygen on the silicon surface. The Reactive ForeElKReaxFkc) potential is
employed for describing interaction of Si and Onagd129].

In our all simulations related to hyperthermal Sidation Chapters 4-Y, a
{2x1} reconstructed Si(100) surface is chosen, witmensions 21.7 A x 21.7 A
x 27.1 A. A side view and top view of the resultstgucture are shown in figure
4.1. The chosen rectangular Si bulk contains 6dthat In the (x,y) plane of the
system, 20 atomic layers are positioned at disewéabout 1.3 A from each
other in the z direction. Thus, the number of 8n& per layer is 640/20 = 32
atoms. Periodic boundary conditions are appliethéo(x,y) plane, to mimic a
laterally infinite surface. Prior to oxygen impattte Si(100){2x1} surface was
treated as follows: First, the surface is equilibdeat 333 K using the Berendsen
heat bath (NVT dynamics). Then, the obtained gtimectis relaxed in the
microcanonical ensemble for 5 ps. The radial digtron function of the
resulting structure shows peaks at 2.32, 3.77, 448 A, which is in good
correspondence with the experimental values of 238, and 4.50 A [164].

Figure 4.1 Side view and top view of the Si(100){2x1} sulbstra

Oxygen impacts are performed using the followingcedure: the incident
particle (oxygen atom or oxygen molecule) is posigid at 5 A above the
highest Si-atom of the crystal, perpendicular ® shrface, while its location in
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the surface plane is chosen randomly. In the caseotecular oxygen, the O
molecule is rotated randomly prior to impact. Degirg on the oxygen source,
the impinging particle is either launched randomithe surface, in the thermal
case, or directed normal to the surface to deschibdaser detonation for the
hyperthermal impacts [46, 47]. All impacts are mamsecutive, i.e., each
Impact occurs on a pristine Si-surface, and moaddor 3 ps. The impinging
particle was given a kinetic energy equal to 0.8¥8 here below referred to as
thermal), 1, 5, 10, 31.6, 50 and 100 eV and eash arepeated 1000 times to
gather statistically valid results.

4.3 Results and discussion

4.3.1 Oxygen penetration probability distributions

In figure 4.2, the penetration probability distrilmms are shown for atomic
and molecular oxygen as a function of the impactiegergy on the
Si(100){2x1} surface at 333 K. Interestingly, thieetnisorption process of,@s
found, in all cases, to be dissociative, which ieglthat, even in the case of the
impact of molecular oxygen, the O radicals penetthe surface. In the low
energy regimes (thermal and 1 eV), the depositemaliour is very similar for
the atomic and the molecular forms: after impaaisnof the oxygen atoms are
located in the uppermost Si-layer and the firstssutace layer (note that in the
case of the {2x1} reconstruction of Si(100), theras belonging to the first and
about half of the atoms of the second subsurfager lare not covered by the
surface atoms). The oxygen atoms are found to meigram the topmost layer
to a back-bond centre (after dissociation in theeoaf Q), in good agreement
with previous reports based on first-principles Wations [157]. Most atoms
cannot move deeper into the bulk due to the adsacactivation energy batrrier,
which is in the order of 1 eV [153, 157].

In the hyperthermal energy regime, on the otherdhdms energy barrier
(estimated to be about 1.0 eV and 2.4 eV [157]) lbarsurmounted and the
incoming atoms can penetrate deeper than theofirsecond subsurface layers
(located at about 1.1 A and 2.4 A below the surfaespectively), as illustrated
by the calculated surface depth reached by theesxggpms as a function of the
kinetic energy provided T@ble 4.). Note that the change in maximum
penetration depth as a function of incident enesgymaller for the molecular
impacts than for the atomic oxygen one due to thmediate break-up upon
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collision of the molecules. Indeed, as the molecules are given the same 1nitial
kinetic energy as the atoms (in our atomic impact models), the individual atoms
obtained after dissociation have less momentum and hence a lower velocity than
the ones generated in the atomic impacts, and will therefore not penetrate as
deep in the surface as the oxygen atoms issued from the atomic bombardment.
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Figure 4.2 Calculated normalized penetration probability distributions of oxygen atoms, after
the impact of atomic or molecular oxygen on Si(100){2x1}.
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Table 4.1 Maximum depth reached by the hyperthermal oxygen atoms after impact (by

atomic or molecular oxygen), for different incident energies.

Incident energy (V) Maximum depth (A) Maximum depth (A)

(O impacts) (O, impacts)
5.0 9.0 8.0
10.0 9.5 9.0
31.6 13.0 12.0
50.0 14.0 14.5
100.0 26.0 19.5

The analysis of the penetration probability distributions reveals that the
implanted oxygen atoms preferentially reside in or close to the silicon layer
planes rather than in between the silicon sheets, as illustrated in figure 4.3 for
the atomic oxygen impacts at 5 eV. Indeed, while at thermal energy, the atom
reacts with the surface and resides on the uppermost and in the first subsurface
layer, the hyperthermal ones can penetrate deeper as they can surmount the
corresponding energy barriers [46].

Normalized penetration probability distribution

10 9 8 .7 6 5 4 -3
Depth (A)

Figure 4.3 Calculated normalized penetration probability distribution of atomic oxygen with
5 eV impact energy in Si(100){2x1} (black line). The grey peaks indicate the
positions of the silicon layers. The top four Si layers are broader than the bulk
layers due to the surface reconstruction. The depth = 0 A position corresponds to
the location of the surface dimer.
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As can be seen in figure 4.3, the atoms that &iadd at the topmost layer or
in the first subsurface layer, are only found oa topside of these layers. In
contrast, oxygen atoms residing deeper in the @rgse found on both sides of
the silicon layers. This behaviour is strongly boua the structure of the silicon
surface. Indeed, the distributions show that thgger atoms have a low
probability of being located under a reconstruai@der on the terrace of the
Si(100){2x1} surface, as indicated by the absentexygen peaks at the left
hand side of the first two Si peaks at the surfad@ch is consistent with the
fact that the chemisorbed atoms in the top laydriarthe first subsurface layer
cannot migrate between atoms of the silicon dirhB8]J.

4.3.2 Impact - induced damage

Perhaps of even greater importance for materia@nsists than the actual
penetration depth of the oxygen atoms is the darttegethey induce in the Si-
crystal due to their impact. In an effort to qugntihis event, the energy-
dependent damage in terms of the average numbereateddisplacedor
missing atom¢MA) per impact (figure 4.4) was computed [165]r féach atom
I at position i the surrEj(ri — r]-) of the vectors fromn to all nearest neighbors

| is calculated. If this sum is zero or very smatipomi is in a (near) perfect
symmetrical environment, and is considered to digin@ absence of a point
defect nearn. However, if the magnitude of the sum is largeantta critical
reference value, a MA is attributed to the posi&sn

Yya=717;— Z]-(ri - 1']) (41)

We use a value of 1.88 A for the reference valugchvis 80% of the nearest
- neighbor distance in silicon. This allows us agdog for some structural or
thermal disorders as compared to a perfect vacancy.

Both in the atomic and in the molecular case, therage number of MA’s
per impact steeply increases as from 31.6 eV @gu4). Note that a few MAs
are already created at 10 eV in the case of atonpacts. At 31.6 eV, about 1
MA is created per impact, while this value incresagemore than 2 at 100 eV.
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Figure 4.4 Calculated average number of missing atoms created in the Si-crystal per impact
as a function of impact energy for atomic and molecular impacts.

Two distinct generation mechanisms of defects are observed in our
calculations: the first one occurs through a simple knock-on displacement: when
the impinging oxygen atom has sufficient kinetic energy, it can displace a Si-
atom from 1its lattice location due to the collision, thereby creating a vacancy-
interstitial pair (a Frenkel pair) [166]. Note that the oxygen atom sets itself
interstitially 1n this process. This event 1s only observed at high impact energy,
1.e., above 10 eV, which is consistent with the experimentally observed energy
window of 10-30 eV for the displacement of Si [164, 167-169], as well as to the
Frenkel pair energy threshold calculated by DFT for the [100] direction in S1i (20
eV) [170].

Figure 4.5 Mechanism of defect creation by O atom chemisorption at low impact energy
below 10 eV.
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In the second mechanism, the oxygen atom binds itself to two Si ones,
forming a S1-O-Si1 bond. In some cases, a Si-atom (the upper one as seen from
the surface) 1s pushed towards the surface, and 1s displaced from its equilibrium
lattice location (see figure 4.5) and also creates a MA at that site.

In figure 4.6, the distribution of the position of the impact induced defects, or
the location of the created vacancy, is depicted for different incoming energies,
for both atomic and molecular impacts. Again, two energy regimes can be
discerned: below and above 10 eV. Up to 10 eV, the impinging atom does not
have enough energy to easily create a defect in the bulk of the structure. As a
consequence, the created defects in this energy regime are all confined to the top
layers of the crystal, especially in the first and second atomic layers. The
incoming atom(s) will insert themselves into the Si-S1 bond, thereby displacing
the Si-atoms. This leads in a few cases to the creation of an atomic vacancy.
Note, however, that the probability of this event to occur i1s small and ranges
from 0.002 at 1 eV to 0.112 at 10 eV (see figure 4.6). In this regime, the energy
1s too low to displace Si-atoms from their lattice positions, and knock-on
displacements of Si-atoms do not take place. Hence, the interaction is limited to
the chemisorption process.
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Figure 4.6 Distributions of the calculated damages, as a function of depth in the surface, for
the different impact energies investigated (using atomic oxygen).
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At higher impact energies, the knock-on displacement of Si occurs through
both primary and secondary knock-on mechanisms. The resulting defect
distributions are shown in figures 4.6 and 4.7. In figure 4.6, besides the sharp
peak around -2 A, also a secondary broad distribution is observed around -5 to -
10 A for the atomic impacts. For the molecular impacts, depicted in figure 4.7,
the secondary distribution is visible until about -6 A for the 31.6 eV case and
until about —10 A for the 100 eV case. Indeed, the initial impact, which usually
displaces one or more Si-atoms in the top layers and which contributes to the
peak at around -2 A, slows down the impinging atom and subsequently sets it in
an interstitial position into a Si-Si bond, creating a second defect in the
underlying layer.
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Figure 4.7 Distributions of the calculated damages, as a function of depth in the surface, for
the different impact energies investigated (using molecular oxygen).

Further, the impinging O-atom(s) also transfer a substantial amount of energy
to the Si-atom in the collision. Indeed, the maximum energy that can be
transferred in the O-Si collision, 1s given by T, m,,x=E0(4m1m2)/(m1+m2)2,
corresponding to about 92.5% of the initial impact energy (or less). Therefore,
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secondary knock-on displacements can occur if thigli impact energy is

sufficiently high, due to Si-Si collision cascadeghe bulk of the structure. In
this energy range, the total defect formation pbdatg (composed of primary

and secondary knock-on displacements) ranges frféth(&tomic case) and 0.56
(molecular case) at 31.6 eV impact energy to 2#&6niic case) and 2.14
(molecular case) at 100 eV impact energy.

Note that in the implantation process, the finagbkon of the created defects
and the final location of the implanted atom(s) aften found to be separated
from each other by a considerable distance. Thidlustrated in figure 4.8,
showing the impact of a 100 eV oxygen atom. Thetijposof the oxygen atom
(colored red) is shown every 6.25 fs; the positiohshe silicon atoms are the
final positions at the end of the trajectory. Tharkihess of the silicon atoms
indicates the deviation of their final positionsrfr their original positions, prior
to the impact.

Figure 4.8 lllustration of the spatial separation between theation of the impact induced
defect (black Si-atoms, left side in the figure)d ahe implantation position of the
O-atom (red atom, right side in the figure). Thesifons of the Si-atoms are
plotted once, for the final configuration; the tirmgerval between the consecutive
positions of the impinging O-atom is 6.25 fs. Thpact energy is 100 eV.

In the process, the oxygen atom displaces a silatom of the fourth Si-
layer from its lattice position (towards the leiles in the figure). As explained
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above, the impinging O-atom transfers a considerabntount of energy in the
O-Si collision to this Si-atom, which can therefatisplace another Si-atom.
This Si-atom in turn becomes an interstitial in tagice (colored blue in the
movies). Meanwhile, the O-atom is deflected frone tBi-atom nearly

horizontally and travels through the lattice (te tight side in the figure) until it

has lost most of its kinetic energy. The distane®vieen the implanted O-atom
and the created defect in the final configurat®atout 15 A in this case.

4.4 Conclusions

The probability of penetration of ,Cand single oxygen atoms generated
through thermal and hyperthermal sources and thecaged impact induced
damage in a Si(100){2x1} surface was investigatikds found that at low
impact energies (i.e., lower or equal to 1.0 eV bxygen atoms remain
confined to the surface layers, and that the dan@agdke bulk is very limited
and purely induced by the chemisorption processhigher energies, the O
atoms can penetrate in the crystal to a depth ofoup0 A. At these higher
energies, the damages are much more pronouncegremary and secondary
knock-on displacements of Si are observed. Thiglte# two distributions in
the spatially resolved defect distributions.
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Chapter 5

Controlling the thickness of ultrathin Si@yers by
hyperthermal Si oxidation at room temperature

5.1 Introduction

Silicon dioxide (SiQ) films can nowadays successfully be grown on afyst
silicon, with a thickness of a few monolayers byérthermal oxygen [40, 62,
171]. Although several experimental works extergiveinvestigated
hyperthermal oxidation of the Si (100) surface @ainmn temperature, oxidation
mechanisms have not been clearly described yeteldre, an investigation of
the growth process at the atomic-scale (i.e., dxadakinetics and dynamics,
transport phenomena during oxidation, etc.) ofatftn silicon dioxide is of
prime importance [20, 62,].

As mentioned before, the most generally adoptedeifod silicon oxidation,
the Deal-Grove model [22], does not accurately diescthe kinetics of the
silicon oxidation for thin layers (< 100 A) [60-6Furthermore, the mechanism
clearly fails when describing the oxidation kinetif ultrathin films (=20 A) at
room temperature [20, 62]. The Massoud extensicghisfmodel [172] reported
data for the oxidation rate for layers between &a@8uA and 500 A in detail.
However, there is little or no experimental datéeaging continuously from 20
A downward [29]. Furhermore, this model cannot déscthe onset of
hyperthermal oxidation. In another extension of tBeal-Grove model,
Cerofolini et al. [173] presented a model for tix@ation kinetics in air at room
temperature, based on the Elovich equation [17H8ichvis generally applied to
chemisorption kinetics [175, 176]. They properlycitlated the mechanisms
governing formation and growth of the substoichibmeand stoichiometric
oxides. Unfortunately, the kinetic model fails wot situations for describing the
hyperthermal oxidation: (a) there is no solutionled equation for the formation
of substoichiometric oxides in the ca®®) = 0, that is, when there is no pre-
existing oxide layer on the Si surface prior todation; and (b) there are no
suitable parameters for describing the direct dioda i.e., energetic oxygen
species directly oxidizing the Si-subsurface layers
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The growth mechanism of silicon dioxide in theialistate of hyperthermal
oxidation has not yet been properly analyzed, awéstigations at the atomic
scale are required. Therefore, | carried out reaatnolecular dynamics (MD)
calculations for clarifying the formation and grémbehaviour of Si@ on a
Si(100){2x1} reconstructed surface at room tempeeatduring oxidation by
oxygen species (O, Hwith hyperthermal energies (1- 5 eV), and theailtexy
silica thickness. The results presented in thispterawere published in the
Journal of Physical Chemistry C [139].

5.2 Computational details

In these simulations, a Si(100){2x1} reconstructedface is chosen, with
dimensions 21.7 A x 21.7 A x 27.1 A. Based on tressncentre position of Si
layer planes [177], the average thickness of eagérlis calculated to be 1.296
A, corresponding to the thickness of one half oxidger (one oxide layer
thickness is 2.6 A [51]). Periodic boundary corati are applied to the (x,y)
plane, to mimic a laterally infinite surface (seégufe 4.1). Prior to the impact
simulations, the box is equilibrated at 300 K usthg Berendsen heat bath
[113]. The obtained structure is subsequently eflaih the microcanonical
ensemble for 10 ps.

Oxygen impacts are performed as follows. The indidearticle (oxygen
atom or oxygen molecule) is positioned at a z pwsiof 10 A above the
uppermost Si atom of the crystal. The {x, y} coorates of the incident particles
are chosen randomly. In the case of molecular axydfee Q molecule is
rotated randomly prior to impact. The impinging tpe is directed normal to
the surface, corresponding to laser detonation rerpats [47, 178]. Every
impact is followed for 3 ps. Three series of simolas were carried out for
kinetic energies of the impinging oxygen species@)of 1, 3and 5 eV.

5.3 Results and discussion
5.3.1 Growth process

Two-stage hyperthermal oxidation. A general evolution of the growth
process is presented in figure 5.1. Figure 5.1avshbe evolution of the oxygen
content of the Si lattice as a function of O fluemc monolayers (ML) for both
atomic and molecular impact cases with initial kimenergies of 1, 3, and 5 eV.
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Figure 5.1 Oxidation stages (I and I1) during hyperthermal oxidation (1-5 €V) on the {2x1}
reconstructed S(100) surface at room temperature: (a) oxygen coverage on the
silicon surface, (b) adsorption behaviour of incident oxygen species, and (c)
variation of total energy of the SO,/S system as a function of fluence, for both
atomic (Al-leV, A3-3eV, A5-5eV) and molecular (M1-1eV, M3-3eV, M5-5eV)
oxygen beams.
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In our calculations one ML corresponds to 32 atdinsan be seen in the figure
that the oxidation process can be divided into stages: () the initial fast
oxidation stage and (Il) the subsequent slow oxdattage. This corresponds to
previous experimental studies [48, 61]. In thetfstage, the oxygen content
rapidly increases due to the high adsorption pritibabf the oxygen species on
the pure silicon surface. In this stage, the gilisarface and subsurface layers
are directly oxidized by hyperthermal oxygen specigl7, 51, 179].
Consequently, the oxygen sticking probability ishis stage not a function of
the oxygen fluence (figure 5.1b), and the oxygent&at grows linearly. The
duration of the first stage strongly depends ondemt energy and type of
oxygen species. The results indicate that thedtesie continues for 2.6, 5.0 and
6.2 ML of oxygen fluence in the atomic case witt8and 5 eV, respectively. In
the molecular case, the duration of stage | isteshalue to the lower adsorption
probability, and lasts for about 1.6, 2.4 and 2.8, Mespectively, for initial
kinetic energies of 1, 3 and 5 eV.

In the beginning of the second stage, the stickiradpability of the incident
oxygen species decreases rapidly due to the presérnbe previously adsorbed
oxygen atoms, which appear on the topmost layahefnewly formed silica
layer. As a result, most of the new impacting oxygéoms do not link to the
surface atoms during this stage. This leads t@dugl saturation of the oxygen
content. In the molecular impact case, the saturaiccurs much faster than in
the atomic case. While the oxygenated silicon tieds quickly increases in the
first stage, the main effect of the second stagerisctural change. Figure 5.1c
presents the energy gain of the $8D interface due to oxidation. In the first
stage, the energy curve drops (i.e., becomes nmegatine) much more quickly
than in the second stage. The energy plot indictiais oxygenated silicon is
energetically more stable than pure silicon. Aswshan figure 5.1c, the total
energy of the oxygenated silicon bulk strongly dejseon energy and type of
incident oxygen species, that is, the system appedrecome more stable upon
atomic impacts than upon molecular impacts, anol\alth increasing energy of
the impacting species. Indeed, the energy gainradkpen the extent of the Si-O
bonding, which is analyzed below.

Growth mechanism of ultrathin silica (S O,) layers. In figure 5.2, the Si®
growth process on a {2x1} reconstructed Si (100jaste by both oxygen atoms
and molecules with incident energy of 5 eV is pnés@. The oxidation progress
is shown by molecular structure representationssaaxide histograms. Here,
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Part II. Results and discussion

grey, green and red bars describe the densityildison per depth of pure Si,

oxygenated Si (i.e., Si species and ultrathin silica (i.e., $)Olayers,

0.0 A corresponds to the topmagtriaf the original pristine Si
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Figure 5.2 Growth behaviour of ultrathin silica layers induced by 5 €V atomic and molecular
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C

d

oxygen at room temperature. The occurrence of pure S, SO, and SO, is indicated

in the histograms by light grey bars, green bars and red bars, respectively. Black
and red arrows indicate the growth direction of the oxidized and silica layers,

respectively.
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We can distinguish two steps in the growth meclmamé silica layers at
room temperature. In the first step, the oxidizagels grow simultaneously
inward and outward, normal to the surface (seerdigu2b in both the atomic
and molecular impact case; the black arrows inditae growth direction of
oxidized layers). However, due to the associatéeamn energy barrier of the
Si subsurface layers, which is on the order of 1[#%3, 180], the inward
growth is interrupted quickly and atoms cannot pexte in the crystal any
further. This indicates the end of the initial gtbvstep. Consequently, during
the entire oxidation process, the penetrated oxyjems can move only up to
the limit depth. The limit of the oxidized depth éxjual to the maximum
penetration depth of the oxygen atoms and it det&snthe maximum number
of silicon atoms, which may contribute to the fotima of the oxygenated
silicon layers. The results show that the limit ttheis nearly constant during the
second oxidation stage and it depends on both ikiretergy and type of
incident oxygen species. The maximum penetratigpthdevas found to be 8, 9
and 10 A during the atomic oxidation with kinetineegies 1, 3 and 5 eV,
respectively. In the molecular oxidation case,litm& depths were slightly less
than in the atomic case and the values were equél 8.9, and 7 A for kinetic
energies of 1, 3, and 5 eV, respectively. The liaepths are very close to the
values of our previous calculations [163].

When the second growth step starts, an “incipiesiita layer appears
(figure 5.2c in both the atomic and molecular intpaase). The results
demonstrate that silica also grows in two diredidaring the second step (the
red arrows indicate the growth direction of siliedigure 2 c, d). Inward growth
of silica continues up to the interface area, whigHocated between silica
(SIO,) and crystalline Si. When the oxygen content imgletely saturated, only
the outward silica growth continues (see figuredh.2ndeed, in the molecular
case, the maximum silica thickness is nearly comstiuring the second
oxidation stage. Furthermore, in this case silazanftion is almost completed at
the beginning of the second stage and the siligar g thinner due to fast
saturation of the oxygen content and the low lidapth of penetrated oxygen
atoms. The maximum thickness is reached when haésoutward growth of the
silica stops (not shown in figure 5.2).

S suboxide components in the initial oxidation stage. As was mentioned
in the first section, a direct insertion of oxygatoms into the Si subsurface
layers is found during the initial stage, for hytjpermal oxidation at room
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temperature, which has not been observed in theoxidhation. On the other
hand, in the hyperthermal energy regime, inciddnina can surmount the
energy barriers of the first or even second subserfayers [163], which are
estimated to be about 1.0 and 2.4 eV, respectiy#80]. Such oxidation
behaviour was also studied by ellipsometry and lIsyotoon radiation
photoemission spectroscopy [47, 51, 179]. The teaipevolution of the
formation and growth of the oxygenated siliconha tnitial oxidation stage can
easily be understood by observing the variationtlod silicon suboxide
components. Generally, the component$, §¢*, SP* and St are supposed to
arise from interfacial silicon atoms, which bind ¢eoe, two, three and four
nearest-neighbor oxygen atoms, respectively, #athis corresponds to .5,
SiO, Sp0O; and SiQ, respectively.

Figure 5.3a shows the variation of the relativecemtrations of Si suboxide
species in order to elucidate the oxidation behavio the initial stage. In this
stage, an adsorbed oxygen atom can bind to surddoes in different
configurations. Previous studies [21, 180, 181] destrated back-bond (B),
dimer-bridge (D), on-dimer (D1) and on-top (T) stwres on the initial Si (100)
structure (see pictures in figure 5.3b). It wasuachthat the B or D bonds are
energetically most favorable [21, 180-182]. In oase, each of these Si-O bond
configurations, except the D structure, are foumnding the initial oxidation
stage. As can be seen in figure 5.3a, thé Beak @) initially dominates.
Indeed, in the earliest stage, the adsorbed oxgtens bind according to one of
the bond configurations as shown in figure 5.3ke Dhconfiguration is found as
soon as the first subsurface layer becomes oxiditled Sf* peak g) indicates
the appearance of two bonds, that is, BB, BD, BBDr, of which BB and
BD1 dominate. The appearance of mainly BBD, BBDH &8DT bonds is
represented by the %ipeak ). In figure 5.3a, it is shown both in the atomic
and molecular oxidation case that*SiSF* and Si* suboxide species
consecutively dominate in the initial oxidation g#a All of these three Si
suboxide species are found in the first few tensngdacts. Indeed, incident
oxygen can penetrate deeper than the Si topmofstceuand directly oxidizes
the Si subsurface layers, that is, the uppermasbénrier energy [180]) and first
subsurface layers (barrier energy about 1 eV [180Jhen the silica layer
appears, the &i curve increases continuously and the other suleoxid
components significantly decrease, as is clear fiigore 5.3a. Note that the
yellow curve in both the atomic and molecular cdeaotes the sum of 'j
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Si?*, SP* and Si*, whereas the blue curve gives th& Sontribution; the sum of
these two curves is equal to 1.

3 eV atomic

Fluence, ML

1.04;
[x 3 eV molecular
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Figure 5.3 (a) Relative numbers of silicon suboxide components as a function of atomic and
molecular oxygen fluence. (b) Possible bond configurations of an oxygen atom with
a S(100){2x1} surfacein theinitial silicon oxidation: (1) back-bond (B), (I1) dimer-
bridge (D), (111) on-dimer (D1), and (V) on-top (T) structures.

This behaviour allows us to assess when the §i@wth starts, that is, after
about 4ML in the atomic case and after about 2 ML in the molecular case. Note
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that our calculations also some five-fold suboxggecies are detected in the
silica bulk during the oxidation process, althoughvery low concentration,
which is due to residual uncorrected overbindinthapotential.

Charge distribution of the Si|SiO,|S O, system. Calculation of the charge
distribution facilitates to identify two regions tife oxidized silicon: transition

(Si0,) and silica (SiG).
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Figure 5.4 Charge distributions of S and O in the S(100)|SOy|SO, system, for (a) atomic
and (b) molecular oxidation, for a kinetic energy of 3 €V. The oxidized S (i.e,
S0O,) transition layer and the silica (SO,) bulk can clearly be identified by the

dark grey and lighter grey regions, respectively.

In figure 5.4, partial charge distributions of 3idaO in the SIQSiQ|Si
structure are shown for oxidation by atomic andeuolar oxygen, for energy of
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3 eV. In the transition region (coloured dark grdfe partial charges of Si and
O atoms range approximately from 0 to +1.2e andnfrd).9e to -0.6e,
respectively. On the other hand, the average patiexrges are about +1.2e and
-0.6e in the Si@region (coloured light grey) for Si and O atonespectively.
Indeed, analysis of the obtained oxygenated silicolk during the oxidation
process by the partial charge distribution cleaHpws that the bulk is split up
in two regions: a transition layer and silicon ddaex (or pure silica), which is
consistent with experimental and theoretical swid, 183, 184].

The charges of the oxygen atoms are distributatienrange of -0.3e and -
0.6e in the case of atomic oxidation because abxyerand threefold oxygen
bond configurations in the silica region (see bdldwrthermore, also some Si-
Si bonds (i.e., oxygen vacancies) [185]) are foundhe SiQ region in the
molecular oxidation case. Previous DFT calculatiid@s!] suggested that such a
distribution in the silica region is induced by gepn-deficient defects.
Moreover, due to intrinsic defects (i.e., an inecotrcoordination of a Si or O
atom, or a Si-Si or an O-O bond), the total chargine oxygenated silicon area
is locally not zero. We believe that some O-O pgrdridge and threefold
oxygen bond configurations [185, 186] in Siisorder the charge distribution
of the oxygen atoms. In addition, oxygen atomscWlare distributed in the top
oxide layer,strongly affect the incident oxygen species dulxglation. This
effect may accelerate the saturation of the oxyagerient in the molecular case.
Finally, note that the calculated charges are gdetexd from the EEM method,
fitted to Mulliken charges. As Mulliken charges dreavily dependent on the
basis set used, the exact values should not be takeliterally. Nevertheless,
the obtained values are in reasonable agreemehtexjerimental values for
quartz and coesite [187].

Variation of the SO, (transition layers) thickness. In the previous section,
the partial charge distribution also indicates @#ih6i suboxide components are
found in the oxygenated silicon region. The silicemboxide species allow
analysis of the transition area as well. In thedri@on or non-stoichiometric
oxide region, located between the crystalline @iliand the silicon dioxide
(silica) layer, all three Si suboxide species (SBf* and Si*) are found. Our
calculations predict that the oxygen density is eamat higher in the transition
region than in the pure silica bulk, as is alsoegxpentally found [61] through
the analysis of the oxygenated silicon bulk as grdwy thermal oxidation. Both
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the temporal variation of the silicon sub-oxide components and the partial
charge distribution predict that the transition area is thinner than thé&iO

thickness of interface, A

Fluence, ML

Figure 5.5 Variation of the interface thickness during hyperthermal oxidation, as a function
of the oxygen fluence, for both atomic and molecular impacts of 1, 3and 5 eV.

In figure 5.5, the variation in thickness of the transition layer, also called
interface, during hyperthermal oxidation by oxygen species is shown. For both
atomic and molecular oxidation, the thickness of the transition area increases
with increasing thickness of the oxygenated silica during the initial oxidation
stage. In the second stage, the thicknesses of the transition area slightly decrease
again and become about 5 A. This value corresponds to the lower limit of
several experimental measurements [60, 61, 188], in which the thickness of the
transition region ranges from 5 to 50 A. Moreover, this value seems to be rather
independent from the energy and type (atomic/molecular) of the impacting
species.

Evolution of the ultrathin SO, thickness. Figure 5.6 shows the temporal
evolution (or evolution as a function of oxygen fluence) of the thickness of the
pure silica layer during hyperthermal oxidation. As mentioned above, the silica
appears when a few ML of oxygen is incorporated during the initial oxidation
stage. In the initial oxidation stage, the silica layer grows rapidly. Our results
predict that the increase in the silica thickness consists of two stages: a linear
and a nonlinear stage.

87



Part II. Results and discussion Chapter 5. Controlling the thickness of ultrathin SiOz2 layers

silica thickness, A
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Figure 5.6 Variation of the SO, thickness as a function of the oxygen fluence, for both atomic
and molecular impactsof 1, 3and 5 eV.

A linear increase in the silica thickness is obednduring the initial
oxidation stage. This linearity was also found bsing ellipsometry and
synchrotron radiation photoemission spectroscopy, [# which the limits of
the linear growth for 1.8, 2.7, 3.8 and 5.0 eV war@, 6.2, 6.2 and 7.0 A,
respectively. Our calculations show that the limufs linear growth during
hyperthermal oxidation with oxygen atoms for incidenergies of 1, 3, and 5
eV are about 2.0, 6.0, and 9.0 A, respectively cividiffers only slightly from
the experimental result. This linearity was alsseylsed in the molecular case,
although only during a relatively shorter time.

In the molecular oxidation case, the thickness ldqyibecomes constant at
the start of the second oxidation stage due toéxt-to-complete saturation of
the oxygen content. However, the silica thickndgg#y oscillates around an
average thickness value due to the consecutivertingyemal oxygen impacts
and increasing stress of the Si(100)p&@tem, due to which, the topmost silica
layer is significantly damaged after each atomipaunt.

Analysis of the fluctuations induced by moleculaygen with an energy of
3 eV shows that the average value of the thickiseabout 6.3 A. This is close
to the experimental value of 6 A [51], which wagadbed by using supersonic
O, molecular beams at room temperature. Our resuksligi that, in the
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molecular oxidation cases with energies of 1 aed 5the average values of the
silica thickness are about 5 and 9 A, respectively.

In the atomic case, the minimum thickness of tinalfsilica configuration
was not less than 5.5 oxide layers (~14 A) fortre/ impacts, and it increases
with higher impact energy, to about 15 A at 3eMJ 48.5 A at 5eV. This value
is also close to the experimental value of 17.%Bich was obtained at 493 K
by oxygen atoms with kinetic energy of 4.6 eV [4HBpwever, this oxidation
was performed on a H-terminated Si(001) surfaceguairelatively low oxygen
fluence. The thickness obtained at 5 eV is alsolase agreement with other
experimental results [179].

Analysis of the thickness variations assumes that ¢hange in silica
thickness as a function of incident energy is sendthr the molecular oxidation
than for the atomic one due to the immediate bneakpon collision of the
molecules. Indeed, as the molecules are givename snitial kinetic energy as
the atoms, the individual atoms obtained afteraisgion have less momentum
and hence a lower velocity. Therefore, oxygen mdés do not penetrate as
deep in the surface as the oxygen atoms. Howeyperthermal @ molecules
are found to be more effectively than oxygen atomcbntrolling the ultrathin
oxide thickness at room temperature.

5.3.2 Analysis of the obtained films

Roughness of transition region between S and SIO,. The roughness of the
SiO,|Si interface is a crucial parameter for ultratifiims. Indeed, careful
analysis of the interface roughness at the atomadesis quite important for
MOSFET technology, for example. Therefore, we aredy the interface
between ultrathin SiQand crystalline Si. As mentioned in above, thekhess
of all interfaces (or transition layers, which cshsof Si*, S and Si*
suboxide components) is almost constant and igddrto about 5 A during the
second oxidation stage. In figure 5.7, six integlgcobtained after 150 ML of
oxygen fluence during both atomic and moleculadation with 1, 3 and 5 eV,
are shown. As can be seen, the interface with tstatline Si is very sharp.
Clearly, the interface is sharper in the structwtined by 1 eV atomic and
molecular oxidation than other structures. The -roeain-square surface
roughness of the interface is low. Moreover, analgd the surface indicates
that some small protrusions exist in the ultrathenstoichiometric oxide region,
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which is presented also in the Irene’s interface model for the thermal oxidation
case [188]. Inchapter 6, a more detailed analysis of the interface, including
stress calculations, is presented.

molecular 1 eV molecular 3 eV molecular 5 eV

ﬁ

Figure 5.7 SO,|S interfaces (dark grey regions) obtained by both atomic and molecular
oxidation with 1, 3 and 5 eV. White and grey silicon atoms indicate ultrathin SO,
and crystalline S, respectively.

Analysis by means of mass and charge distributions. As was mentioned
above, the oxidized silicon layer can be divided into two parts: a near-interface
region (“transition layer”) and a pure silica region. Furthermore, the pure silica
region can also be divided in bulk and surface parts [61]. In figure 5.8, the
oxygenated silicon layer is schematically represented by both the mass and
charge distributions. In the mass distribution graph, the resolution of the
analyzed layer thickness is 2.592 A, which corresponds to the thickness of one
oxide layer. The oxygenated silicon layer is divided into three parts by means of
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the obtained mass and partial charge distributithre, is, interface, silica bulk
and silica surface (indicated by II, 1l and IV spectively, in figure 5.8; region |
Is the pure Si region).

3000
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Figure 5.8 (a) Calculated mass density distribution and (b) partial charge distribution of the
pure S and oxygenated S layer. (c) Schematic representation of the oxygenated
silicon structure. The different regions are clearly indicated in (b): (1) pure S; (I1)
interface; (111) SO, bulk; and (1V) SO, surface.

Gusev at al. [61] clearly showed the presence e$dhthree parts in their
relatively thicker oxide films (~ 50 A), as obtathdy thermal oxidation at
1020-1170 K. They also explained that these regaweslap in ultrathin oxide
films (~ 20 A) during the oxidation process. Suchoaerlapping was also found
in our obtained oxide films. The mass distributgmows that relatively high
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density area corresponds to the interface regibwerevmost of the intermediate
Si suboxide components {§i SF*, S reside. Indeed, because the entering
oxygen atoms are stopped by the silicon barrierggnéhe interface is enriched
in oxygen, which is translated into the mass distron by two silica regions.
Due to the relatively high energy, the silica scgf@ontains many small craters
(e.g., see atomic 1 eV in the figure 5.7). Themfdhe mass density of the
surface silica (region 1V) is lower than that oé thilica bulk (region IlI).

In Table 5.1, the thickness of the various regions, that igrface, bulk silica
and surface silica, as estimated from the masspariial charge distributions
(cf. figure 5.8) is presented for both the atonmel anolecular impacts, at the
three different impacting energies investigatedah be seen from the table that
the thickness is a nearly a linear function of kiveetic energy of the impinging
oxygen species. The thickness of the layer obtanyeatomic oxygen is almost
twice the value obtained for molecular oxygen. bulethese observations
suggest that the thickness of the layer can berated by the choice of the
Impinging species and the impinging energy.

Table 5.1 Final thickness of the oxygenated silicon, split up into interface, bulk silica and
surface silica regions, for both atomic and molecular impacts at the three different
energies investigated, as estimated from the mass and partial charge distributions
(cf. Figure 5.8).

Incident | incident thickness of oxygenated silicon, A

oxygen | energy, silica (SiQ)

species eV Interface bulk | surface total Total
1.0 5.5 9.9 5.3 15.2 20.7

atom 3.0 5.6 11.9 5.0 16.9 22.5

5.0 5.8 13.5 5.2 18.7 24.5
1.0 4.8 2.9 2.3 5.2 10.0

molecule 3.0 5.2 4.9 1.4 6.3 115
5.0 5.6 7.0 2.1 9.1 14.7

Analysis by means of the radial distribution function (RDF). Figure 5.9a
shows the total RDF of the obtained bulk silicaistures for the atomic and
molecular oxidation with kinetic energies of 1, 1&deb eV. The Si-O, O-O and
Si-Si bonds f§, y andé peaks, respectively, in figure 5.9a), are fountedl.61,
2.51 and 3.15 A, respectively, at all cases ingaid, that is, both atomic and
molecular impacts, at the three different impaatrgies. These values agree
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with both experimental values and other MD calculations [141, 189, 190] and
indicate that the obtained structure is amorphous.
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Figure 5.9 (a)Total radial distribution functions (RDFs) of the SO, bulk silica structures, for
the atomic and molecular impacts at the three different impact energies
investigated, (b) some oxygen peroxyl bridge bonds in silica and (c) RDFs of O-O
and S-S in both bulk silica and interface.

Some unexpected O-O nonbonded neighbgtspéak) are found with
distance 2.25 A, close to thepeak. We believe this peak is caused by stresses
near the interface. Also, thé peak depends on the silica thickness, that is, an
increasing in the ultrathin silica thickness significantly decreases such O-O in
tetrahedral silicon structure. Furthermore,' @eak indicates that the silica film
contains also O-O peroxyl bonds, both in the bulk as well as at the surface. In
our structures, two types of peroxyl bonds are found (indicated as 1 and 2 in
figure 5.9b), which correspond to the andy, peaks in figure 5.9c. The
existence of peroxyl bridges and three-fold bond configurations in amorphous
SIO, has already been suggested on the basis of some experimental and first-

93



Part II. Results and discussion Chapter 5. Controlling the thickness of ultrathin SiOz2 layers

principles calculations [185, 186, 191]. Indeedyais suggested that the peroxyl
bridge configuration is energetically more stabdarnt the three-fold oxygen
bond (3 configuration, in which oxygen is linked to thrsiicon atoms. Our
results also show that such peroxyl bonds occuenmtthe silica induced by
atomic oxidation than by molecular oxidation, aligh their contributions to the
total RDF is small. Indeed, most peroxyl oxygennaodo not originate from
one oxygen molecule but rather appear in the stiok after impact. The
appearance of the peroxyl bridge bonds reducesilita mass density. This
explains the slightly lower mass density of theaai#d silica bulk during
atomic oxidation compared to the silica obtained roglecular oxidation.
Indeed, such peroxyl bonds were almost abseneimibiecular oxidation case.

Moreover, due to diffusion, the peroxyl bridgesilica may temporarily link
to silicon atoms, increasing the number of metadstabercoordinated silicon
atoms as indicated by 3 and 4 in figure 5.9b. Sbreeprinciples calculations
[62, 191] predicted that oxygen molecules or perdonds can also diffuse
without linking to Si, and that the diffusivity depds on the ring size, which
appears during silica formation. Furthermore, ghewn in figure 5.9c that O-O
bonds with bond distances less than 2.0 A areawtd in the interface. Indeed,
the peroxyl oxygen atoms only exist in the silicakband they break when they
enter the interface region. Also Si-Si bonds (oxygacancies) [185] are found
in both the interface and silica regions, albeitvery low concentration. Our
results are in agreement with both experimental fastdprinciple calculations,
indicating that the existence of the oxygen vacamy diffusion of the peroxyl
bridge bonds could play a role in the oxidatiorihef interface region during the
formation of ultrathin silica films.

Analysis by means of angle distribution. In agreement with the assessment
established based on the RDF data, the anglehdison in the bulk silica
structures indicates an amorphous structure. Figu@a presents O-Si-O angle
distributions in the silica region.

In this distribution, most angles are distributedumd 110 in the atomic
oxidation case and this value corresponds to tihehiedral silicon structure (this
angle ina-quartz is the tetrahedral angle of 109°). Howetleg, peak slightly
shifts to 90 in the molecular case due to either stress neaiirterface or
oxygen peroxyl bonds. Amorphous silica structureharacterized by the Si-O-
Si angles. For comparison, the Si-O-Si angle-ouartz is 144°. In the case of
amorphous silica, slightly differing mean values tfe Si-O-Si angle
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distribution were reported. Mozzi and Warren [198ported on the vitreous
(amorphous) silica structure, which is obtained dxdation of thermal
citing Si-O-Si angles widely distributed in the gan120° - 180°, while a peak in
this distribution was found at 144°.
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Figure 5.10 Distribution of (a) the O-S-O and (b) the S-O-S angles in the SO, bulk silica
structures, for the atomic and molecular impacts at the three different impact
energies investigated.

Furthermore, Watanabe et al. [192] investigatedntiaé growth by large-
scale molecular dynamics and they concluded thatSiRO-Si bond angle in
ultrathin SiQ film is reduced from 144° toward a narrower angleéhe range
130° - 140°. Moreover, Mauri et al. [193] found laylstly higher mean value
(i.e., 151°+11°) and a relatively narrow distrilmuti(120° - 170°), in the Si-O-Si
angular distribution of vitreous silica. Howevem, aur case, corresponding to
hyperthermal oxidation, two peaks in the Si-O-Sylardistribution were found
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around 14% and 166, as illustrated in figure 5.10b. The first peakirisgood
agreement with results [190] of thermal &idation. However, the second peak
of the Si-O-Si distribution is slightly shifted togher values, especially in the
atomic oxidation case. Indeed, peroxyl oxygen bosidsificantly affect the
structures. As mentioned above, a relatively higimiper of oxygen peroxyl
bridge bonds are found to be formed during the mtooxidation process.
Furthermore, about 3% the Si-O-Si angles neaf ai® found, which indicates
that some oxygen atoms have three silicon neighbwtsed, the contribution of
oxygen peroxyl bridge (O-O) bonds, threefold cooatiéd oxygen (&) atoms
and fivefold coordinated silicon (8) atoms in the silica, widens the range of
both the O-Si-O and Si-O-Si angle distributionspextively. Although some
intrinsic defects are found in the silica, the @derspread in the angle
distribution confirms the amorphous character ef $iG, structure.

5.4 Conclusions

The growth behaviour of ultrathin silica during thgperthermal oxidation
process (with kinetic energies in the range 1-5 aVyoom temperature is
investigated by reactive molecular dynamics.

The results show that hyperthermal oxidation cdas%$ an initial fast and a
subsequent slow oxidation stage. In the initiadekion stage, incident oxygen
species can penetrate deeper than the Si topmdateswand directly oxidize Si
subsurface layers, in contrast to thermal oxidatibme oxygen atoms cannot
move deeper into the bulk due to the associatadaticn energy barrier. The
limit depth of the penetrating O species is deapeahe atomic oxygen case
compared to the molecular one.

The oxygenated silicon structure is analyzed bysdin into three regions,
that is, silica bulk, a transition layer, and theface. The oxygenated silicon is
energetically more stable than pure silicon. Incases, the thickness of the
transition layer is about 5 A and surface roughrafsthe interface is low. A
linear growth of the silica thickness in the earb&idation stage was observed.
The silica thickness of the layers grown by molacuixygen with an energy of
3 eV and atomic oxygen with 5 eV become about Giédh B9 A, respectively, in
agreement with experimental data. Therefore, itaacluded that the silica
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thickness can be controlled by controlling theiahikinetic energy of incident
oxygen at room temperature.

The radial distribution function (RDF) indicatesttthe silica bulk contains
some intrinsic defects (i.e., incorrect coordinatiof Si or O atoms, oxygen
vacancies) and oxygen peroxyl linkages, both in ltbé&k as well as at the
surface. Diffusion of peroxyl oxygen bridges copldy a role in the oxidation
during the formation of ultrathin silica films. Thmverall spread of the angle
distribution confirms the amorphous character ef $hG (a-SiO,) structure.

Finally, it can be concluded that the control of thtrathina-SiO, thickness
is possible by a hyperthermal oxidation of silinfaces at room temperature.
This control over the obtained silica layer thickmes of great importance for
technological applications as discussed in th@dhiction part of this thesis.
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Chapter 6

Onthe c-Si|a-SIO, interface in hyperthermal Si
oxidation at room temperature

6.1 Introduction

As gate insulator films in metal-oxide-semiconductor (MOS) devices are
becoming as thin as a few nanometers or less, atomic scale understanding of the
interface geometry as well as the electronic structure becomes increasingly
important, specifically in relation to the required properties, such as high
reliability, high resistivity, excellent dielectric strength, low interface defect
density, and large band gap [2, 10]. The SI|S O, interface obtained by traditional
thermal Si oxidation [194] is therefore a very important interface, both from an
economical as well as a technological viewpoint [195]. This interface has been
investigated in detail through the years and various models have been put
forward [188, 194-202]. Although the physics and chemistry of the SISO,
interface as formed in traditional thermal oxidation has already been intensively
studied [2, 195, 197, 203], we still do not have a basic understanding of the
interface obtained in hyperthermal Si oxidation [40]. Nevertheless, interest in
hyperthermal oxidation of Si-surfaces as an aternative to thermal oxidation has
been rapidly increasing and this process can be envisaged for semiconductor
applications as well [43, 46-52, 139, 163, 178]. As mentioned above, the
reaction of hyperthermal oxygen species (O, O,; i.e., with energies of 1-5 eV)
with S surfaces at low temperature has unique properties compared to ordinary
high temperature thermal oxidation. To be precise, using hyperthermal
oxidation, ultrathin oxide films can be formed even at room temperature [40, 47-
51, 139]. Furthermore, the possibility to accurately control [40, 50, 139] the
oxide thickness at low temperatures (i.e., less than 500 K [204]) potentialy
provides new opportunities in the development of integrated nanoelectronic
technologies.

Atomic scale investigations could elucidate several fundamenta aspects of
the hyperthermal oxidation of Si at low temperatures. Although several works
[172, 173], which can be considered as modifications of the Deal-Grove model
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[22], describe thermal oxidation kinetics well exariow temperatures, they fail
to describe the formation of ultrathin oxide witithackness lower than 2 nm
[29], as also discussed ithapters 5and 7. In the hyperthermal oxidation
process, the nature of the self-limiting oxidatmehavior at low temperature is
still unclear. Several aspects can affect the Gj|$iterface quality in such
oxidation regime and distinguish it from thermaldation. Therefore, a set of
questions regarding the interface remains open: dHoes the interface affect
the growth process? What is a chemical compositibithe transition layer
compared to nonstoichiometric oxide layers as abthiin thermal oxidation?
Indeed, investigation of the oxidation or of thdew¢ formation processes near
the Si|SiQ interface is also important to clarify various pbmena, such as the
generation of defects and the interface degradatiento interfacial stresses.

This work is therefore focused on t&i(100)h-SiO; interface as formed in
hyperthermal Si oxidation. Reactive molecular dyitam(MD) calculations
were carried out using the ReaxFF [128] potentiabider to investigate the
quality and oxide-limiting behavior of the interaon the atomic scale during
the oxidation of the (2x1) reconstructed Si(100)fesee, which is the most
important surface facet for MOS devices fabricat@dmoom temperature. The
results presented in this chapter were publishedhen Journal of Physical
Chemistry C [205].

6.2 Computational details

For the simulations, a Si(100){2x1} reconstructadface is chosen (see
figure 4.1). In our calculations, 1 monolayer (Mt9rresponds to 32 atoms,
which is equal to the number of Si atoms per layator to the oxidation
process, the (2x1) reconstructed Si (100) surfagarepared as follows. First,
the surface is equilibrated at 300 K using the Bésen heat bath (NVT
dynamics) [177] for 20 ps with a damping constdrd.@ ps. Next, the obtained
structure is relaxed in the microcanonical enser(W\éE dynamics) for 10 ps.

Energetic oxygen impacts are subsequently perfor@medfollows. The
incident particle (oxygen atom or oxygen molecuge)ositioned at a z-position
of 10 A above the uppermost Si-atom of the crystak {X, y} coordinates of
the incident particle are chosen randomly. In thgeecof molecular oxygen, the
O, molecule is rotated randomly prior to impact. Tihginging particle is
directed normal to the surface, corresponding serlaletonation experiments
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[47, 178]. Every impact is followed for 3 ps in th@crocanonical ensemble.
The initial kinetic energies of the oxygen sped®s O,) were set to 5 eV. At
the end of each impact, the excess energy is alloiwedissipate and the
temperature is allowed to decrease to 300 K poidiné next impact.

After oxidation, Cauchy atomic stresses [113] weaiteulated as the virial
stress for structures obtained by O andfidation, as well as for the pristine Si
crystal. For all stress calculations, the strucwrere first equilibrated at 0.01 K
using NpT dynamics, to remove the kinetic energyt geom the stress
calculation, and subsequently the total energy mismized using the steepest
descent and conjugate gradient techniques. Thd &ioess is calculated by
dividing the oxidized and non-oxidized structura®ismall rectangular boxes
[206]. The tensor has 6 components for each atainsastored as a 6-element
vector in rectangular Cartesian coordinates: noragl oy, 0., and shear s,
0 Oxy- 1he stress components in all directions are geerger unit thickness of
1.296 A, corresponding to the distance betweenrteighbor layers in the-Si
(100) along the z-axis or equal to half of the khiess of the oxide layer [51].
The local tensor of each i atom is defined as

Oixx O-ixy Oixz 1
— . . . — N r >
o, = Oiyx Oiyy Ojyz| = _Ezkzl Fik X Tik (6.1)

Oizx Jizy Oizz

where Q is volume of the rectangular boﬁék Is the vector of the force
acting on atom due to atonj, which are separated from each other by the
vector7y,. N is the total number of neighbors of atanThe local stress in each
box is calculated by averaging the atomic stres$dle atoms included in the
rectangular box.

6.3 Results and discussion
6.3.1 Partially oxidized and transition oxide lag/er

Corresponding to experimental [40, 48] and MD stadiseechapter 5, the
oxidation process in hyperthermal Si oxidation @m temperature can be
divided in two stages: (I) the initial fast (or eit) oxidation stage and (ll) the
subsequent slow oxidation stage. In figure 6.1, t&gesentative oxygenated Si
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structures are shown for both stages, corresponding to the atomic oxidation with
initial incident energy of 5 eV.
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Figure 6.1 Oxidized Si structures induced by hyperthermal (5 e%l oxygen impacts in the first
(a) and second (b) oxidation stage, respectively. Here, the light grey, grey and
white Si atoms are components of silicon (Si), non-stoichiometric oxide layers
(SiO,, 0<x<2) and silica (SiO,) regions, respectively. The oxygen atoms are
colored in red. Every structure is analyzed by means of the Si-(sub) oxide (Si"")
components. 0 A corresponds to the top-most layer of the original pristine Si

lattice.

The oxide growth process and the chemical structure of the obtained oxide
can be easily analyzed by means of the Si-(sub) oxide components [47-51, 139].
The Si'", Si*", Si*" and Si*" components arise from interfacial silicon atoms,
which bind to one, two, three and four nearest-neighbor oxygen atoms,
respectively, and thus correspond to S1,0, S10, S1,0; and Si0,, respectively
[181]. The notation used corresponds to formal charge states and not to the
actual atomic charges. The nomenclature “S10,” is used for fully oxidized
silicon (1.e., silica). The term “Si0,” 1s used to indicate the partially oxidized or
non-stoichiometric oxide region (0 < x < 2), instead of S1;,0, Si0 and S1;,0;. As
this work 1s devoted to the understanding of the Si/S10, interface, we focus on
the non-stoichiometric oxide (S10,) region as formed during hyperthermal

102



Part II. Results and discussion Chapter 6. The c-Si|a-SiOz2 interface in hyperthermal Si oxidation

oxidation. It was found that the non-stoichiometric oxide layers mostly consist
of three Si suboxide species (i.e., Si"', Si™* and Si”), albeit some Si*" atoms,
which 1s the unique component of amorphous stoichiometric oxide (a-S10,), can
also be found in low concentration [186].
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Figure 6.2 Distribution of Si-(sub)oxide components during atomic (A) and molecular (M)
oxidation using 5 eV impacts. Here, Sit* (light grey), Si** (grey) and St (dark
grey) species are components of the SiOy region. Most Si° (black dash) and Si**
(black solid) atoms are located in the c-Si and a-SiO, regions, respectively. 0 A
corresponds to the top-most layer of the original pristine Si lattice. Note that 1
ML corresponds to 32 atoms.

Figure 6.2 shows the spatial distribution of the Si-oxide components in the
oxygenated Si region during both atomic (A) and molecular (M) oxidation at an
impact energy of 5 eV. As mentioned before, ]| ML (monolayer) corresponds to
32 atoms. In the first stage, the oxygen content increases rapidly due to the high
adsorption probability of the oxygen species on the pure silicon surface [139].
As shown in the figure, the Si'" component dominates in the first three MLs of
oxygen fluence for both oxidation cases. This is due to the direct oxidation of
the silicon surface and sub-surface layers by hyperthermal oxygen atoms [47,
51, 139, 179, 204]. In this stage, penetrating oxygen atoms can directly oxidize
up to the second sub-surface layer [46, 51, 204] at room temperature. This 1s a
marked difference with thermal oxidation at the same temperature [172, 173].
Due to relatively high impact energy, the chemisorption of O, molecules i1s
found to be dissociative in all cases [163]. Therefore, in both oxidation cases (O
as well as O,), the only penetrating particle 1s an O-atom. Our previous results
[139, 163, 204] also showed that the final penetration depth per impact 1s found
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to be determined in the first ps, and essenti@dipains constant afterwards,
thereby validating our impingement rate of 1 impaetery 3 ps. At low
temperatures, however, the deposited oxygen atamsot move deeper into the
crystal due to the high energy barrier [180]. Aseault, the Si" gradually
converts to Sf and Si* [47-51, 139] forming a non-stoichiometric oxidegéda
which consist of oxygen atoms with relatively higbxidation states.
Consequently, the oxygenated Si region (i.e., @lartoxidized layers) consists
of three sub-oxide components, which are conseslytddlominating in the SiQ
oxide formation process [139]. Namely, the entixggenated Si region is non-
stoichiometric in this stage, while some initidicei molecules (Sig) appear on
the oxygenated Si surface after 4 ML. Consequemtlthe period from 4 ML to
8 ML, the surface becomes fully covered by oneasilayer.

When the second oxidation stage starts, a 8i@Gnolayer completely covers
the SiQ surface. Therefore, in stage Il, the oxygenatedsSiivided into a
stoichiometric (SiQ) oxide region and a non-stoichiometric (Qi©xide one.
This non-stoichiometric oxide region therefore ferentransition layer between
crystalline silicon ¢Si) and amorphous silica-8i0,) [40, 47-51, 139, 204].
We refer to the non-stoichiometric oxide regionaa%artially oxidized layer”
(figure 6.1a) in stage | and as theSifa-SiO, interface” or “transition oxide
layer” (figure 6.1b) in stage Il. Thus, as shownfigure 6.2, the “partially
oxidized layer” (A, 1 ML) becomes the “transitioxide layer” (A, 20 ML),
which corresponds to-Sija-SiO; interface after about 8 ML for both atomic and
molecular oxidation. This value constitutes thengion between the first and
second oxidation stages.

In stage II, all Si oxide components are foundhae transition oxide layers
as shown in the figure. In the transition layerse spatial distribution of the
suboxide species indicates that'S8f* and Si* species are concentrated in a
region of 4.5 A, 5.0 A and 5.5 A between the noidized Si layer and the-
SiO,, respectively. The Sispecies are localized between'3ind Si* states in
the transition oxide region. The interval of thetdbution peaks is about 1.0 A.

The percentages of Si-oxide components in thg &M@ SiQ regions are
45% and 55%, respectively, in molecular oxidatiorthe second stage. In the
atomic oxidation case, they are 26% and 74%, réispéc However, Tagawa
and co-workers [40] reported that the oxide fornpgds eV O atoms at room
temperature consisted mainly of ‘Sivith only 6% suboxide components, based
on an analysis of X-ray photoelectron spectroscOpyS), which plots the
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number of detected electrons versus their binding energy. This difference can be
explained by considering that this percentage of Si-oxide components depends
on the oxide thickness, which in turn, also strongly depends on the fluence of the
energetic oxygen species even, at the same temperatures [23]. It has been
reported that the oxide thickness decreases from 4.5 nm to 1.75 nm when the
oxygen fluence is reduced from 1-10"° to 1-10'7 O atoms-cm™, at almost the
same conditions [14, 16] as for the hyperthermal oxidation process. In our
calculations, the O fluence is 2.1:10"7 O atoms-cm™ and the obtained oxide
thickness 1s 1.85 nm for the atomic oxidation. This 1s fairly close to the
experimental oxide thickness of 1.75 nm obtained using a fluence of 1-10'7 O
atoms-cm™, as determined from XPS measurements [48]. Further, our
simulations show that the percentage of Si-oxide components in the partial
(S10,) and fully oxidized Si (Si10,) regions is almost constant during the
relatively long second oxidation stage.

An important quantity is the number of Si atoms displaying an intermediate
oxidation state (per unit area), which 1s denoted by Ng;o,. In the second stage,
after 20 ML of O fluence, the total density in the interface is about 5.5 MLs or
3.7-10" atoms-cm™, which is somewhat larger than the experimental estimates
for the thermal oxidation [199, 207, 208]. However, we point out that the
distribution character of suboxide species in the transition region, as shown in
figure 6.2, agrees with the XPS and photoemission spectroscopy (1.e., PES —
measurement of the energy of photoelectrons emitted from target) reports [199,
208]. In figure 6.3, the distribution of the Si-suboxide species versus the
oxidation progression is shown.
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Figure 6.3 Distribution of the Si-suboxide species, i.e., Si'* (black), Si** (grey) and Si** (light
grey) in the non-stoichiometric oxide region, i.e., the partially oxidized layers (0-8
ML) and transition oxide layers (8-152 ML) during atomic(4) and molecular(M)
oxidation at an impact energy of 5 eV.
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With respect to the nominal population ratio of Si'", Si*", and Si** species in
the SiO, oxide region in the first stage, i1t 1s found that the density of the
intermediate oxidation states evolves as N(Si'") > N(Si*") > N(Si’") for both the
atomic and molecular oxidation (figure 6.3). However, this distribution changes
in this case. The intensity distribution of intermediate oxidation states in the
second stage is N(Si'") < N(Si*") < N(Si’") for the atomic oxidation, suggesting
that this 1s a universal property of the Si|SiO, interface during a thermal
oxidation process [199]. On the other hand, in the molecular case, the
distribution is N(Si'") < N(Si’") < N(Si*"). Indeed, the number of the Si*"
components is greater than the number of Si’* components in the last 100 MLs.
Therefore, the oxygen deficiency 1s somewhat larger in the interface induced
during molecular oxidation. Furthermore, our calculations show that the silicon
density in the transition region is slightly higher than in the a-S10, region, while
the oxygen density 1s lower, corresponding to experimental evidence obtained
by Gusev et al. [61].

6.3.2 Thickness evolution of the non-stoichiometric oxide region
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Figure 6.4 Thickness of (a) the oxygenated Si and (b) its non-stoichiometric oxide layers as a
Jfunction of the oxygen fluence, for both atomic (A) and molecular (M) impacts of
Sevl.

Figure 6.4 illustrates the evolution of the thickness of the oxygenated S1 and
its non-stoichiometric oxide layers for oxidation by both atomic (A) and
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molecular (M) oxygen, at an impact energy of 5 €ke thickness is calculated
based on the distribution of the Si-suboxide sgeai shown in figure 6.2 and
its resolution is 1.296 A, which corresponds to tiiekness of one half oxide
layer (OL) [51].

In stage |, the thickness of the oxygenated Sioregia) and its non-
stoichiometric oxide layers (b) rapidly increaspstai 11.7 A (4.5 OLs) for both
atomic and molecular oxidation, as shown in thairkg At the beginning of
stage ll, the thickness of the non-stoichiometnae region starts decreasing
due to partial conversion of this region to silicagucing the thickness of the
transition oxide layers (or @Sifa-SiO; interface) to 5.3 A (2.0 OLs) for atomic
oxidation, and to 6.5 A (2.5 OLs) for molecular @aiion. These-Sila-SiO,
interface thicknesses correspond to the lower liafitseveral experimental
measurements [209] and ab-initio results [210]wimch the one of the non-
stoichiometric oxide was reported to range from 40850 A in thermal Si
oxidation. However, due to the immediate breakupnupmpact of the ©
molecules, the change in the oxygenated silicotktt@ss as a function of the
incident energy is smaller for the molecular oxmlatthan for the atomic
oxidation process, and the final thickness is eduoaR4.7 A in the atomic
oxidation case, and to 14.3 A in the molecular ati@h one. Indeed, as the
impinging molecules are given the same initial kmenergy as the impinging
atoms, the individual atoms obtained after moleadiesociation have less
momentum and hence a lower velocity. As a resulggen molecules do not
penetrate as deep in the surface as the oxygers i1&3.

Although the thickness of the ultrathin interfaeenains constant and almost
the same for both atomic and molecular oxidatidrg morphology of the
interface structure might be different. This iscdissed in the next sections.

6.3.3 Morphological analysis of tleSifa-SiO, interface

Roughness.The morphology of the transition oxide region (be t-Sija-
SIO, interface) is characterized in terms of its ro@am-square (RMS)
roughness. Figure 6.5 presents the variation ofRREKS roughness versus the
oxygen fluence for both atomic and molecular oxaratusing 5 eV impacts.
The RMS roughness[211] is obtained as

5= /((h ~h)%) (6.2)
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where 4 1s the top z-coordinate of a S1 atom which has no O neighbors 1n the c-
Si|a-Si0, interface, and / is the average over all 4 values. Prior to oxidation, the
roughness of the (2x1) reconstructed Si (100) surface is 1.03 A.
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Figure 6.5 Root-mean-square (RMS) roughness of the c-Si|a-SiO; interface versus the oxygen
[fluence, for both atomic (A) and molecular (M) impacts of 5 eV.

The figure demonstrates a roughening of the initially smooth surface in the
first oxidation stage and subsequently a smoothening of the rough surface during
the second stage, as was previously also proposed by Irene [188]. In stage I, the
surface roughness linearly increases up to approximately 3 A in both oxidation
cases. In this stage, some surface restructuring occurs, resulting in higher Si
oxidation states. In the second stage, the c-Si|a-S10, interface roughness
decreases again due to the appearance of a stoichiometric oxide layer on top of
the S10, region. In atomic oxidation, the roughness of the interface is constant at
about 1.5 A, which is close to the RMS value (~1.3 A) of the ¢-Si|a-SiO,
interface as obtained in thermal oxidation [212]. Molecular oxidation, on the
other hand, enhances the surface roughness: The average value is somewhat
larger (~2.1 A) than in the atomic oxidation case and the interface is therefore
less abrupt. In addition, such behavior is also experimentally observed in
thermal oxidation: In typical industrial oxides, the roughness of the Si|SiO,
interface increases with decreasing oxide layer thickness [213]. Furthermore,
stresses 1n the interface region may change the interface roughness as well,
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which 1s discussed in the last section. Discussion of the interface morphology 1s
continued in the next section.

Bond-length and bond-angle distributions. The bond-length and bond-
angle distributions for the interface structures as generated during the oxidation
are shown in figure 6.6. During the second oxidation stage, the bond-length
distributions are very similar in both atomic and molecular oxidation (see figure
6.6a). Indeed, the peaks of the Si1-O and Si-Si bond length distributions
correspond to 1.58 A and 2.35 A in the atomic case. respectively, and to 1.59 A
and 2.4 A in the molecular case. These values are fairly close to the results
reported in interface models [200, 202]. However, it 1s also observed an unusual
tail in the Si-Si bond-length distribution in the range 2.5 — 2.9 A, which has not
been reported in the thermal models. Although O-O peroxyl-bridge bonds are
not found 1in this structure [139], the interface 1s not free from coordination
defects. For instance, some threefold oxygen atoms (O®) are found in the
interface, albeit in very low concentration.
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Figure 6.6 (a) Bond-length and (b) bond-angle distributions in the c-Si|a-SiO, interface
during atomic (4) and molecular (M) oxidation with impact energy of 5 eV after
150 MLs of oxygen fluence.

In figure 6.6b, the Si-Si-Si, O-Si-O, Si-O-Si and Si-Si-O bond-angle
distributions in the second oxidation stage (after 150 ML) for only the atomic
oxidation case are shown. It’s found that these distributions are almost the same
for the molecular oxidation case and therefore only the picture for the atomic
oxidation case i1s shown. The bond angle 1s about 110° for both the Si-Si-Si and
O-S1-0O angle distributions, which 1s fairly close to the experimental value, while
the O-S1-O distribution 1s somewhat wider in our structures (i.e., 75°-165°) than
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the distribution usually cited for amorphous siligae., 109°£10°) [141, 190,
193]. Also, two main peaks are observed for bothSRO-Si and Si-Si-O cases.
The peaks are located at about 103° and 152° é6tHO-Si angle distribution
and at 38° and 100° for the Si-Si-O angle distidyut

For the vitreous (amorphous) silica structure asegged by thermal O
oxidation, Mozzi and Warren [190] obtained a widstribution of Si-O-Si
angles varying between 120° and 180°, with a maakpfound at 144°.
However, Da Silva et al. [214] suggested that tlstnprobable Si-O-Si bond
angle of vitreous silica is 152° instead of 144%au et al. [193] also found a
slightly higher mean value of 151°+11° and a rekyi narrow distribution
(120° - 170°) in the Si-O-Si angular distributiohvitreous silica. In our model,
a second peak in the Si-O-Si angle distributiomishe range of 120°-180°,
peaking at about 152°. These values are in googeagent with the results of
Silva et al. [214] and Mauri et al. [193] and irale that some part of the
transition region is similar ta-SiO..

Although the interface morphology is close to ifdaee models proposed for
thermal oxidation, some unexpected SiO (defect)ctires are found in our
interface model induced by hyperthermal oxidatiahjch is discussed in the
next section.

“Si epoxide linkages”. The first peak of the Si-O-Si and Si-Si-O bond angl
distributions indicates that some defects, i.esQSi triangular configurations
(indicated by blue circles in figure 6.7a) existhe interface.

Stefanov et al. [215] also observed such three-ree@abSi-O-Si rings in
high temperature annealing of the water-exposed (#)-{2x1} surface using
infrared absorption spectroscopy and density foneli cluster calculations to
identify the intermediate oxide structures. Theyried this unexpected defect
“Si epoxide linkage” and denoted it by SidSi, byerence to the analogous
structure in carbon chemistry. They demonstrateat this structure is the
thermodynamically favored product and should béepeatially formed at silica
interfaces. In our calculations, the Si-Si bondgténof this configuration is in
the range 2.5-2.9 A (see figure 6.6a), which is eghat longer than the Si-Si
bond-length of 2.16 A suggested by Stefanov §24b]. Figure 6.7b shows that
the concentration of these triangular structurgmicantly increases in the
initial oxidation stage. In this stage, the enimeygenated Si region is non-
stoichiometric and the Si epoxide linkages candaend in this entire region.
However, these epoxide structures are only fourtdennterface when the silica
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formation begins. Therefore, their concentration remains constant during the
second oxidation stage.
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Figure 6.7 (a) Top view of the Si|SiO, interface and some Si-O-Si triangular configurations
(or “Si epoxide linkages”) in the interface (in blue circles). (b) Evolution of the Si
epoxide concentration during oxidation. (c) Physical stress-enhanced bond
breaking mechanism, proposed by Yang et al. [216].

Formation of such structures may also be explained by a physical stress-
enhanced bond breaking mechanism as proposed by Yang and Saraswat [216],
which is schematically represented in figure 6.7c: For the oxide breakdown to
occur, the Si1-O-S1 bonds in Si0, (panel 1) break and are replaced by the Si-Si
bonds, ultimately pushing away the O-atom (panel 2). It was proposed that the
S1-O-S1 () angle decreases when the stress increases. They concluded that this
mechanism 1s strongly dependent on the physical stress in the thin oxide films.
This conclusion was also in agreement with the previous Fourier transform
infrared spectroscopy results of Tagawa et al. [40], which revealed that smaller
S1-O-S1 bond angles exist in oxide films as created by hyperthermal atomic
oxygen, compared to the Si-O-Si angles in alpha-quartz, implying that
compressive stresses exist in the S10, film. We propose that the S1@S1 structures
(figure 6.7a) in our c-Sija-S10, interface may constitute a transition state
between two states (panels 1 and 2 in figure 6.7¢) in the bond breaking
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mechanism due to interfacial stresses [217]. It 1s also known that a high stress 1s
associated with low temperature oxidation while a low stress 1s associated with
high temperature oxidation [40, 216, 217]. Therefore, the interfacial stresses
may significantly enhance the concentration of Si-O-Si triangular structures in
our interface as obtained at room temperature. This behaviour will be explained
by the stress calculation, as presented in section 6. Hence, the study of the
interfacial stress gives useful information on the interface properties in
hyperthermal oxidation at low temperatures [40].

6.3.4 Interfacial stresses during oxidation

The 1nterfacial stress, which can be thought as a combination of chemical and
mechanical (physical) stresses [217], plays an important role in the reliability of
gate oxides with 1ts ultrathin interface [215]. The chemical stress at the interface
1s associated with S1 atoms which have an intermediate oxidation state between
0 (1n S1) and 4+ (in S10,). Mechanical stress appears from the mismatch of unit
cells and local bonding mismatch in the bulk construction between the Si and
S10, parts. Mechanical stress causes the deformation of bonds and bond angles
at the interface. Korkin et al. [218] suggested that the chemical and the
mechanical stress make comparable contributions to the total Si|Si10, interface
stress.
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Figure 6.8 Evolution of the in-plane (x-y plane) averaged stress along the z-axis in the c-Si|a-
SiO; interface during atomic (4) and molecular (M) oxidation with 5 eV impacts.
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As mentioned in section of computational detatlsyas calculated stresses
as the symmetric per-atom stress tensor for eaako8i in thec-Si, SiQ, anda-
SiO; regions using the approach proposed in referedt®].[ The calculations
show that all stress components in the non-oxidz8d(100) {2x1} surface are
very small and compressive, i.e, ~ 0.1 GPag,, ~ 0.1 GPa and,,~ 0.2 GPa.
We believe that the oxidation reaction rate cosdfit is not lowered by the
stress in the initial oxidation stage as sugge#tad and co-workers [82].
Consequently, the initial oxidation rate dependsarsirongly on the stress-free
initial reaction rate coefficient rather than onest and temperature. In the
Sila-SiG, interface, as formed during the oxidation, howewgy and oy, are
somewhat higher than thg, and are in the range 6 — 8.5 GPa. The applied
periodic boundary conditions (PBC) in x and y di@as, increases the
mechanical stress in those directions [177, 82] s\ggest that the inward oxide
growth [204] depends on thw, rather thars,, ando,, stresses.

Figure 6.8 shows the evolution of stress alongzfaxis ©,) versus the
oxygen fluence for both atomic and molecular oxatatNote that positive and
negative values correspond to compressive anddesisesses, respectively. In
the first oxidation stage, the,, stress significantly increases due to the quick
expansion of the-Si. In this stage, the Si» Sf*— Si°* conversion occurs
relatively fast as mentioned in the previous sesti@nd it leads to an increase
in both the chemical as well as the mechanicatst® As a result, the average
value of thes,, stress increases up to 8 GPa in the partiallyizeadSi layers. In
the second oxidation stage, however, the averagssstalue at the-Sifa-SiO,
interface decreases to about 2.0 and 2.5 GPadmi@tnd molecular oxidation,
respectively, and subsequently remains almost anhsthese obtained stress
values are in good agreement with experimental, datavhich the Si|SiQ
interface was investigated using high-resolutiorangmission electron
microscopy (HRTEM) analysis and a compressive strems found of
approximately 2 GPa [220]. While this value is wety high, it is strong enough
for significantly reducing the oxygen diffusivity ithe Si|SiQ interface during
the second oxidation stage. Such a self-limitinfpatf which increases with
decreasing growth temperature [40], was previouslso observed in Si
nanowire oxidation [83, 84, 140, 217, 221]. Thiseef may also significantly
influence the flat interface thickness and rougbnegich were discussed in
previous sections. Due to both the high impact ggnemd the compressive

113



Part II. Results and discussion Chapter 6. The c-Si|a-SiOz2 interface in hyperthermal Si oxidation

interfacial stresses, the resulting interface théds is different in atomic and
molecular oxidation.

In summary, the formation and properties of theSiSY interface in
hyperthermal oxidation was investigated, in congmari with existing thermal
models. Although no attempt was made to deternhirpestatistical variation in
the obtained results, the general conclusions atendf to correspond to
experimental results. As reported in several expental studies [40, 47-51], the
interface plays a significant role in controllifgethyperthermal oxide thickness.
The high reactivity of hyperthermal oxygen redutee mobility of atomic
oxygen at the Si|SiQinterface at the low (room) oxidation temperatarel
leads to micro roughness, sub-oxides, and a hrgsssat the interface. In these
low temperature experiments, the hyperthermal oxygpecies (atoms and
molecules) (with energies in the range of 1-10 eMye generated by laser-
detonation source developed by Physical Science[$3¢. These experimental
outcomes corroborate our conclusions.

6.4 Conclusions

The c-Sija-SIO, interface as obtained by hyperthermal oxidatior5gi00)
{2x1} surfaces by oxygen atoms and molecules waslistl using reactive
molecular dynamics simulations.

The formation of the non-stoichiometric oxide ragiwas analyzed, and two
oxidation regimes were found: First a fast oxidatsiage lasting for about 8
monolayers (MLs) of oxygen fluence (“stage I"),ltaved by a subsequent slow
oxidation stage (“stage 11”). Distribution of Sidsoxide components show that
the oxygen deficiency is somewhat higher in therfiatce induced by molecular
oxidation compared to atomic oxidation. The disttibn of the suboxide
species in the transition region agrees with sévengerface models.
Calculations show that the thickness of the oxytghaSi region rapidly
increases up to 11.7 A in the initial oxidationgetaThe thickness of the non-
stoichiometric oxide region decreases again irsdo®nd oxidation stage due to
a partial conversion to silica. The interface remch constant thickness of about
6.0 A, which corresponds to the lower limit in expental results. It is also
observed that molecular oxidation increases thiaseiroughness. A root-mean-
square (RMS) roughness value of about 2.1 A wasdpwhereas it was about
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1.5 A in the atomic oxidation case. This indicates the interface is less abrupt
in the molecular oxidation case. The Si-Si-Si an®i€D angle distributions
show a peak at 110°, which is close to the experiateralue. However, the Si-
O-Si and Si-Si-O bond-angle distributions indicateme defects, e.g., Si-O-Si
triangular configurations (or “Si epoxide linkagesExist in thec-Sifa-SiO,
interface, which can be explained by a physicassttenhanced bond breaking
mechanism. Finally, the interfacial stresses durimgjdation were also
investigated. In the interface, a compressive stogsabout 2 GPa was found,
which is in agreement with experimental evidence.
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Chapter 7

Effect of growth temperature in hyperthermal Si
oxidation

7.1 Introduction

Reaction and diffusion of oxygen atoms and moleculering thermal
oxidation have been previously analyzed both byegrmental and theoretical
means [21, 153, 155, 181, 203, 222-225]. Howewrhyperthermal oxidation,
such studies are still rare. Although numerousistudave elucidated the overall
oxidation behavior [47-51], various aspects, sushdaect oxidation or the
effect of the growth temperature, are still poarhderstood. Also, there are still
many open questions regarding the growth mechamsthe initial oxidation
stage as a function of temperature, which is gigpnitly different from the
mechanism in the thermal oxidation case.

According to the generally adopted Deal-Grove m¢22] for thermal wet
and dry oxidation, silicon oxide films grow via filiSion of oxidants, i. e.,
oxygen atoms or molecules to the &) interface and by reaction of these
oxygen species with silicon at the interface. Ascdssed in the previous
chapters, it is well known that the model and itertions [172, 173] clearly
fail to describe the oxidation kinetics of ultrathiilms (< 20 A) [20, 61] in
hyperthermal oxidation in two situations:

(a) there is no solution of the equation for therfation of substoichiometric
oxides in the cas&0) = 0, that is, when there is no pre-existingdexiayer on
the Si surface prior to oxidation; and

(b) there are no suitable parameters for descrithegdirect oxidation, i.e.,
energetic oxygen species directly oxidizing thes@isurface layers.

Such thin layers can, however, be obtained by higpanal oxidation of Si
at room temperature [139]. Some other models, sscthe so-called reactive
layer model [226], have also been presented. Aaagrtb this model, silicon
atoms diffuse through the thin reactive layer agatt with oxygen on top of this
layer, forming the Si@phase. Unfortunately, little experimental evidemhess
been reported to support this idea [61]. The atienmsechanism of Si emitting
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from the Si|SiQ interface was reported [227], which was in faidpod
agreement with experimental results corresponding layer-by-layer Si
oxidation theory [153]. However, oxide growth megisan is not described well
by this theory [173]. Furthermore, the outward whfbn of Si has not been
investigated yet for hyperthermal oxidation.

Indeed, the growth mechanism of silicon dioxideth® initial stage of
hyperthermal oxidation has not yet been properbhaed and investigations at
the atomic scale may further elucidate the growgcmanism. Although our
study inchapter 5is devoted to understanding the oxidation proadsthe
Si(100) surface by energetic oxygen species (©eatoms and ©molecules
with initial energies from 1 to 5 eV) at room temg@re on the atomic scale,
the oxide formation and growth mechanism at highemperatures in
hyperthermal oxidation is still unclear. Thereforeactive molecular dynamics
(MD) calculations were also carried out in orderitnwestigate the growth
mechanism of new oxide layers during hyperthermatlaion (i.e., initial
kinetic energies in the range 1-5 eV) of the (2elgonstructed Si(100) surface
in a wide temperature range (100-1300 K). The teguresented in this chapter
were published in the Journal of Physical Chemi€tf04].

7.2 Computational details

As before, the 2x1 reconstructed Si(100) surface wl@sen as the initial
structure (see figure 4.1). Prior to oxygen bombuwat, eight Si(100){2x1}
surfaces were prepared as follows. First, the sasfare equilibrated at 100 K,
300 K, 500 K, 700 K, 900 K, 1100 K, 1200 K, and @30 using the Berendsen
heat bath (NVT dynamics) [113] for 20 ps with a ¢@mg constant of 0.1 ps.
Then, the obtained structures are relaxed in tleeam@nonical ensemble (NVE
dynamics) for 10 ps. Periodic boundary conditioresapplied to the (x,y) plane,
to mimic a laterally infinite surface during thersilation. Energetic oxygen
impacts are performed as follows. The incidentiplar{oxygen atom or oxygen
molecule) is positioned at a z position of 10 Aabthe uppermost Si atom of
the crystal. The {Xx, y} coordinates of the incidgrrticles are chosen randomly.
In the case of molecular oxygen, the i@olecule is rotated randomly prior to
impact. The impinging particle is directed norn@alhe surface, corresponding
to laser detonation experiments [47, 178]. Everpadnt is followed for 3 ps. The
initial kinetic energies of the oxygen species (%), were set to 1 eV, 3 eV and

118



Part II. Results and discussion Chapter 7. Effect of growth temperature

5 eV. In total, 48 different cases were investigdte the oxidation process, i.e.,
3 different impact energies for both atomic and enalar oxygen at the 8
different growth temperatures, as mentioned abBaeh case was run for 1024
consecutive impacts, corresponding to a growthki@ss of 32 monolayers
(ML).

7.3 Results and discussion

7.3.1 Hyperthermal Oxidation Process at Variouswino
Temperatures

Figure 7.1 shows the distribution of the formed geyated silicon layers for
various growth temperatures after 32 monolayers)(bfLoxygen impacts, both
for molecular (M) and atomic (A) oxygen impactslaeV and 5 eV. In our
calculations, 1 ML equals 32 atoms. The grey amdat®ms represent silicon
and oxygen atoms, respectively. As can been sedhneirdigure, the oxidized
silicon can be divided in two parts: an interfaegion and pure silica. Our
previous results on hyperthermal oxidation at ro@mperature showed that
also the silica (Si¢) region (yellow region in figure 7.1) can be diedin two
sections: a surface region and a bulk region. Tierface region, which is
located between the crystalline Si and the,30lk, (i.e., dark grey region in
figure 7.1) consists of 8] SF* and Si* suboxide components. Generally, the
Sit*, s#*, SP* and St* components are supposed to arise from interfaitiabn
atoms, which bind to one, two, three and four reameighbor oxygen atoms,
respectively [21, 181]. Silicon atoms that conntecfour oxygen atoms ()
are the unique members of the silicon dioxide ,Sphase, although some
overcoordinated and undercoordinated Si atoms eafound in this region as
well.

Figure 7.1 clearly shows how the growth temperattire incident oxygen
species and its initial kinetic energy affect tkggenated silicon thickness. The
change in oxygenated silicon thickness as a fumctab incident energy is
smaller in the case of molecular oxidation thandtmmic oxidation, due to the
immediate breakup upon collision of the moleculedeed, as the molecules are
given the same initial kinetic energy as the atdims,individual atoms obtained
after dissociation have less momentum and henosver Ivelocity. Therefore,
oxygen molecules do not penetrate as deep in tii@ceuas the oxygen atoms.
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Furthermore, in all cases, the growth temperature significantly affects the

interface thickness, rather than the thickness of the Sifiza layer). Note that

the interface thickness is limited in all cases up to 700 K due to the activation

energy barrier associated with the penetration of successive Si layers by the
impinging oxygen species.
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Figure 7.1 lllustration of the temperature effect on the oxidation of silicon after 32
monolayers (ML) of oxygen impacts, by oxygen molecules=dt &/ (M1) and
Eo=5 eV (M5) and by oxygen atoms at=f eV (Al) and =5 eV (A5). Note that
1 ML corresponds to 32 atoms. Here, the Si crystd),(®ierface (Si, SF*, SF),
silica (S*) and oxygen atoms are colored light grey, dark grey, yellow and red,
respectively.
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However, above this temperature, the interface atean surmount this
energy barrier, which results in a higher diffusiviTherefore, the temperature
of 700 K can be regarded as the transition temperdtetween the two different
growth mechanisms during hyperthermal oxidation,walé be explained in
section 7.3.3This result is in close agreement with experirakrtidence for
thermal oxidation. Indeed, it was found that thienstitial neutral oxygen atoms
and molecules become mobile above 200 °C (~500nk)400 °C (~700 K),
respectively [224].

For a given incident species, the thickness ofothde layer depends on two
factors, namely, the incident energy and the growthperature. Our results
indicate that at temperatures below 700 K, bothfitined thickness of the silica
layer and the growth mechanism depend mostly omnitident energy. Indeed,
the oxygenated silicon and ultrathin silica thickmie€an be easily controlled by
the particle impact energy at low temperature. Aghér temperatures, the
thickness and the growth mechanism strongly deperttie growth temperature
as well. Indeed, in this case, the mobility of thenetrated oxygen atoms
increases significantly. As mentioned above, in dmypermal oxidation, all
incident molecules dissociate to individual atome do the (relatively) high
impact energy. Therefore, the mobility of the males in the oxygenated
silicon cannot be analyzed.

Analysis of the interface region, which is locategtween the silica (SKP
and crystalline Si phases, by means of the numbesuboxide components
(Si**, S#* and St") after oxidation by 32 ML of oxygen atoms (seaufig 7.2a)
clearly shows the two types of interfaces, i.eteatperatures below and above
the transition temperature of 700 K. Below the $raon temperature (i.e., 100 -
500 K), a very thin interface is formed of abouA5(cf. figure 7.1). In this
interface, the number of these suboxide componenksss than 1 ML, as is
clear from figure 7.2a. Above this transition temgtare (i.e., 900 — 1300 K),
however, their number drastically increases wittréasing growth temperature.
This means that mobile oxygen atoms continue tcefpate deeper into the
silicon. Especially the number of the'Sspecies dominates in the interface
region due to the high diffusivity of the oxygeais.

In figure 7.2b, the appearance of silica and isagin behavior at different
temperatures is presented by means of the numbeSi'6f components,
expressed in number of ML, plotted after differeatues of ML impacts, as
indicated by the legend. At temperatures below KQGhe first silica layer
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appears after 4 ML, whereas above this temperatarsjlica layer is observed
yet. Subsequently, after 8 ML, the number ¢f 8omponents is much higher at
low temperature than at high temperature, indigathmat the initial growth of
the silica layer occurs much faster at low tharnigh temperature. However,
after 32 ML, the number of i components is almost the same at all
temperatures. This indicates that the silica layew grows faster at higher
temperature, but its nucleation started later. rfHped growth of the silica layers
can be understood from the growth mechanism aswitutlined below.
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Figure 7.2 (a) Analysis of the interface region by the totaimber of Si, Sf*and Si*
suboxide components (expressed in ML) as obtairfedt 82 ML of atomic
oxygen impacts for a kinetic energy=bE eV, as a function of oxidation
temperature. (bYotal number of $f, expressed in ML, in the interface region, as
a function of oxidation temperature, after a speaiumber of impacts, expressed
in ML as defined in the legend.

Indeed, in the traditional thermal oxidation regintke onset of silicon
oxidation is characterized by an incubation periné,, the oxide thickness
remains constant during this period, and is eqaathe initial native-oxide
thickness. The duration of this incubation pericecréases with increasing
temperature [179]. However, our results presentetigure 7.2 show that the
mechanism is different in the case of hypertheroxadiation. Therefore, in the
following section, the onset of the hyperthermab&dation process is studied
in more detail.
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7.3.2 Onset of hyperthermal Si oxidation

In the hyperthermal oxidation process, the resahlew that the initial
oxidation stage can be divided in a first directdation stage and a second
relatively slow one. These two stages are govebyetihe initial kinetic energy
of the impacting species and the growth temperataspectively. The oxidation
onset is characterized by direct insertion of irotdoxygen species in the Si
crystal. Indeed, direct insertion of oxygen atom® ithe Si subsurface layers
occurs during the initial oxidation stage in theésthermal oxidation process,
which is not observed in thermal oxidation. Thiexplained as follows. In the
hyperthermal energy regime, the incident atomsrgakinetic energies in the
range B=1.0-5.0 eV, in our case, can surmount the eneagyidrs of the first
and second subsurface layers [46-48], which aienatgd to be about 1.0 and
2.4 eV, respectively [180]. In other words, oxyggrecies can be incorporated
directly in the silicon substrate. Such oxidatiehavior near room temperature
was also studied by ellipsometry and synchrotrodiateon photoemission
spectroscopy [47, 51, 228]. Formation and growthth&f oxygenated silicon
during this direct oxidation stage can be easilgaustood by observing the
variation of the silicon suboxide components.

As stated in the beginning of this section, théiahioxidation stage can be
divided in a first direct oxidation stage and acsetrelatively slow oxidation
stage. The end of the first direct oxidation stageéndicated by the vertical
dashed line as shown in figure 7.3. At this mom&it, is also found (figure
7.3b) and its density continues to increase shlghtkhe second oxidation stage.
At low temperatures, the O atoms cannot penete@eal into the crystal at the
end of the direct oxidation stage, and th€ Giadually converts to Siand St
This conversion from &i to SF* and Si* characterizes the second oxidation
stage. The 8 component appears only in this oxidation stage tardgroups
of curves (indicated by andp in figure 7.3c) are found. Note that in the lower
temperature range (i.e., curves indicatedafy the density of Sf suboxide
species increases slightly faster than at highempésatures (i.e., curves
indicated byp). This means that at low temperature, the consec§il*t —
Si?t - S§i3*t - Si*t conversion, i.e., the appearance of a new silagerl|
occurs much faster than at high temperatures. thdbe penetrated O atoms
cannot move deeper into the crystal due to theggrmarrier and the Si-Si bonds
convert relatively fast to Si-O bonds in the oxyageea silicon region. As a
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result, the formed silica layer is found to be kiicat low temperature at the
same oxidation stage (see figure 7.2b).
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Figure 7.3 Analysis of the initial oxidation stage (i.e., @p4 ML impacts) by means of the Si
suboxide components:'&i SF* and Si* are silicon atoms, which bind to one,
two and three nearest-neighbor oxygen atoms, réisedc Here,o and g
indicate the two groups of curves related to the& ([@00-500 K) and high (900-
1300 K) temperature cases, respectively.

Furthermore, during the conversion, the most st&pl® bonds appear near
the surface, which can significantly affect thecldgtig rate of the incident
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oxygen species. In all impact cases, the densitghef penetrated O atoms
drastically decreases after the initial oxidatitage. This, of course, affects the
thickness of the oxygenated silicon. At higher giowemperatures, however,
oxygen atoms can penetrate deeper due to theiehjffusivity. As a result,
the conversion of the Sito SF* and Si" is slower. Therefore, the second group
of curves (see figure 7.3c) in®*Sichanges less than the first group of curves.
Indeed, the relatively slow conversion of the Sisude components is caused
by the diffusion of the interstitial oxygen atomallowing the oxygen to
penetrate deeper into the silicon bulk due to #®y eurmounting of the energy
barrier in this higher temperature range. Also.aose the conversion is slower,
the interface region becomes much thicker at h&hperature than at low
temperature, as was indeed clear from figure 7.1.

Finally, when one complete silica layer is formélde initial oxidation
period, which consists of a direct oxidation stagel a relatively slow one as
mentioned above, ends. This corresponds to thdi@adf 4 ML of oxygen
atoms. Because of the energy barriers, the peedt@bms lose their kinetic
energy rapidly and further inward oxygen displaceme prevented (below the
transition temperature region) or controlled by grewth temperature (above
the transition temperature region). Therefore, vedielbe that the threshold
temperature (see figure 7.3a, dashed horizonte) s an important factor in
controlling the formation of the oxygenated silicon

To conclude, the initial oxidation stage is indicat of some notable
differences between the hyperthermal oxidation daratlitional thermal
oxidation, i.e., instead of an incubation periodd]. direct oxidation is observed
with a specific duration that depends on the enefgihe incident species. As
this can change the growth mechanism of the oxgerlin the initial oxidation
stage, the hyperthermal oxide growth mechanismasyaed in the next section.

7.3.3 Oxide Growth Mechanisms

As mentioned above, the silicon oxidation behawasignificantly different
below and above the transition temperature. Haeegtowth mechanism of the
oxide layers is analyzed in both cases. In figude the SiQ growth process on
a {2x1} reconstructed Si(100) surface by oxygemaavith an incident energy
of 5 eV at 300 and 1300 K is presented. The oxdgbrogress is shown by
suboxide histograms. Here, grey, green and red Hdaseribe the density
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distribution per depth of pure Si, oxygenated $.(iSiQ) species (with x < 2)
and ultrathin silica (i.e., SKD layers, respectively. The z=0 A position
corresponds to the topmost layer of the originaktie Si lattice. Our
calculations are based on the mass center posifi&n layer planes [177] and
show that the average thickness of each layerualeéq 1.296 A, corresponding
to the thickness of one half oxide layer (i.e., tiiekness of one oxide layer is
2.6 A [51]). The growth mechanism was analyzed bmgaring four specific

stages (denoted as I, Il, Ill, IV in figure 7.4)rohg the growth process at 300
and 1300 K.
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Figure 7.4 Growth behavior of oxidized silicon and ultrathsiica layers induced by 5 eV
atomic oxygen at temperatures of 300 K and 1300hH€ occurrence of pure Si,
SIQ (x < 2) and SiQ@ phases is indicated in the histograms by lightygoars,
green bars and red bars, respectively. Green amblareows indicate the growth
direction of the oxidized silicon and silica layerespectively.

In stage |, for both cases, the oxidized layersvgsimultaneously inward
and outward, normal to the surface; note that tfeergy arrows indicate the
growth direction of oxidized layers in figure 7I4.this stage, the number of the
Si'* component increases significantly, as was cleamfiFigure 7.3a. This
corresponds to the initial oxidation stage, whidmswliscussed in section 2. The
appearance of an incipient silica layer indicabesend of stage I.

Stage Il is indicated by the appearance and groWthe silica layer. At this
stage, not only the oxidized layers but also tlheasgrows in two directions,
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l.e., inward and outward, at both temperatures (gt arrows indicate the
growth direction of silica in figure 7.4). Becausé¢ the relatively high
activation energy barrier, however, the inward dgfovate of the oxidized layer
drops at low temperature. In that case, as merdiomesection 2, theilt —»
Si?t - Si3*t - Si*t conversion is fast, and a new silica layer quic¢klyns and
grows faster than at high temperature. As a rethdtthickness of ultrathin SO
obtained at low temperature is slightly higher tlaarhigh temperature, as was
obvious from Figure 7.2b.

In stage lll, the inward growth at low temperatigrslowed down, especially
for the oxidized layer but also for the silica lgyand the O atoms cannot
penetrate in the crystal any further due to the@ated activation energy barrier
of the Si subsurface layers, which is in the oafet and 2.4 eV for the first and
second Si subsurface layers, respectively [153,].1B@wever, at higher
temperature, interstitial neutral oxygen atoms st sufficiently mobile to
surmount the activation energy barrier. In refeeen@24], a threshold
temperature of 500 K for this process was suggesteérefore, at higher
temperature, both the inward and outward growthth& substoichiometric
(SiOy) and the stoichiometric (Soxide layers still continues. However, the
inward growth of the silica layer slows down, insamilar way as at low
temperature.

In stage 1V, i.e., the final stage, the inward gitowwecomes negligible at low
temperature. Therefore, in this stage, only thevard growth of the oxidized
silicon and silica phases continues. Our earliadysbn the growth mechanism
at room temperature [139] showed that, during titeeeeoxidation process (150
ML), the penetrated oxygen atoms can move onlyoup tertain limit depth,
which is about ten Angstroms from the top of thefate of the pristine
crystalline Si. The limit of the oxidized depth exual to the maximum
penetration depth of the oxygen atoms and it det&snthe maximum number
of silicon atoms that may contribute to the forroatof the oxygenated silicon
layers. The limit depth is found to be nearly canstafter stage IV and it
depends on both kinetic energy and type of incid@ntgen species. The
maximum penetration depth was found to be 5 andfér Ahe atomic oxidation
case with kinetic energies of 1 and 5 eV, respeltivin the case of oxidation
by molecular oxygen, the limit depths were slightiyver than in the atomic
case and the values were equal to 4 and 8 A fatikienergies of 1 and 5 eV,
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respectively. The limit depths are also close te Halues of our previous
calculations [163].

At high temperature, however, both the oxidizedcaii and silica layers
continue to grow in both directions (i.e., inwarddaoutward), although the
inward silica growth rate drops. In that case,ittterface, which consists of the
Si*, S and Si* species, is significantly thicker than at low tergiure, as
was also observed in figure 7.1. The oxide thickrasains its maximum value
when also the outward growth of the silica stojzg gmown in figure 7.4).

Study of the outward and inward displacement a¢ail and oxygen species
in the oxide growth process also allows a furthedarstanding of the growth
mechanism. In figure 7.5 the evolution of the Sd & layers is shown as a
function of oxygen fluence, during the oxidation 220 and 1300 K. As
mentioned above, z = 0 A corresponds to the topriey&r of the original
pristine Si lattice in both cases. In figure 7.8ach line corresponds to the
average z coordinate of the Si atoms (belongirtbeqristine substrate layer) as
a function of the oxidation progress, expressecumber of added ML of
oxygen. The simulated Si crystal consists of 2@idaywith an initial interlayer
separation of about 1.3 A.

The results are interpeted as follows. At the Jm¥ginning of the oxidation
process, the lines indicate that the upper sudadesubsurface layers remain in
place. In this short period (direct oxidation sfaggome oxygen atoms can
penetrate up to the limit depth of about 9 A in line temperature (300 K) case
[163]. During the growth process, the top layerpaexd and the distance
between the layers doubles relative to the ingegaration (see light grey lines
in figure 7.5a), corresponding to one oxide laygi][ By comparing both
temperatures, it can be seen that the thicknegheofformed silica layer is
almost the same in both cases for the same oxdairoe, but a thicker
oxygenated silicon layer is obtained at high terapee (as was also obvious
from Figure 7.1). The silica structure obtainechigther temperatures contains
some Si-Si bonds, i.e., undercoordinated Si atevhg;h are explained by the
relatively slow conversion of the Si suboxide comgats. Therefore, the
distance between the lines (layers) is differenmfrthe interlayer distance at
lower temperature. Furthermore, we did not obsénmeeoutward displacement
of any Si atom that is not connected to oxygen atofts mentioned in the
introduction, according to the reactive layer mof@6], silicon atoms should
diffuse through the thin reactive layer and reaith wxygen on top of this layer,

128



Part II. Results and discussion Chapter 7. Effect of growth temperature

forming the SiQ phase, which is not the case in our simulations. Therefore, this
model cannot describe the growth behavior in hyperthermal oxidation.
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Figure 7.5 Evolution of (a) the growth of oxygenated Si layers, as shown by the average z-
coordinate of the silicon atoms per atomic layer, and (b) the inward diffusion depth
of penetrated oxygen during hyperthermal oxidation by oxygen atoms of 5 eV, at
temperatures of 300 K and 1300 K, respectiviellgre, z = 0 A corresponds to the
top-most layer of the original pristine Si lattice. The black curves in (a) indicate the
pure Si layers, whereas the grey curves indicate the Si atoms in the oxidized layers.
The curves with different colors in (b) just represent different oxygen layers, but

have no further specific meaning.

In figure 7.5b, each line corresponds to the average z coordinate of 32
penetrated oxygen atoms during oxidation. Positive z values indicate oxygen
atoms adsorbed on top of the Si surface, whereas negative z values represent
penetrated oxygen atoms due to inward diffusion during the oxidation process.
Note that, due to the increasing activation energy, inward oxygen diffusion is
observed only at temperatures above the transition temperature. At low
temperature, inward oxygen growth is inhibited by the associated energy batrrier.
Indeed, in hyperthermal oxidation in this temperature region, the kinetic energy
of the incident oxygen atoms is the dominant factor, rather than the growth
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temperature. In contrast, in the oxidation procashigh temperature, oxygen
atoms are continuously being displaced due to thgin diffusivity. However,
we did not observe the oxidation by oxygen diffastorough oxidized layers.
Hence, also the Deal-Grove model [22] does not rdesdhe hyperthermal
oxidation mechanism as observed in our simulations.

Hence, our growth mechanism predicts that, whendh®erature is below
the transition temperature (i.e., T fakiion, the oxide thickness depends on the
kinetic energy of the incident oxygen species. Havein the case T >ylsition
the oxide thickness depends on both the incidemrggnand the growth
temperature. Note that these predictions are nsérebd nor expected in the
traditional thermal oxidation process.

7.3.4 Analysis of the oxygenated Si structure dyoridation
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Figure 7.6 Oxygen content during hyperthermal oxidation & #x1 reconstructed Si(100)
surface at various temperatures (a) and variationtloe total energy of the
oxygenated system (b) as a function of fluencgrf@tomic oxygen beam with 5
eV kinetic energy.
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Figure 7.6 shows the oxygen content and the ergamyof the oxygenated +
nonoxygenated system as a function of the oxygem &tuence at 5 eV. As can
be seen in figure 7.6b from the calculated systasrgy gain, the oxygenated
silicon is energetically more stable than purecsil. This stabilization occurs
due to the formation of the Si-O bonds. Moreovée total energy of the
oxygenated silicon bulk strongly depends on thepemature, i.e., the system
appears to become more stable with increasing grdemperature at this
impact energy. It was found that the energy gaipedds also on the incident
energy and type of the oxygen species, i.e., tleeggngain is higher in atomic
oxidation and for higher initial impact energy.

Our previous results [139] predicted that the ailtbickness also strongly
depends on the type and initial energy of the miwicdbxygen species at room
temperature. As mentioned above, it was found tihatultrathin silica films
formed by this hyperthermal oxidation process cardilvided in a pure silica
bulk region and a silica surface region during akmh. The roughness of the
silica surface is rather high and its mass densitpwer than that of the pure
silica bulk. Such a rough surface is found at afhperatures (see also figure
7.1). Indeed, the surface roughness is also relatélde incident energy rather
than to the growth temperature.

In figure 7.7, both the total and partial O-O radisstribution functions
(RDFs) are shown for the structures grown by 3 é&Mn& impacts, for all
temperatures. Very similar RDFs are obtained fqraaot energies of 1 and 5 eV
(not shown). In figure 7.7a, analysis of the siktaucture by means of the RDF
shows that the Si-Qu(peak), O-O [§ peak) and Si-Siy(peak) bonds are located
at 1.6 A, 25 A and 3.2 A, respectively. These galiagree with both
experimental values and other MD calculations [1488, 190]. Moreover, only
thea peak is sharp, whereas the other peaks are natad, indicating that the
obtained structures are amorphous. However, at temperature, some
unexpected O-O nonbonded neighbd¥s deak) are found with a distance of
2.25 A, close to thp peak. We believe that this peak is caused bysstrear the
interface. Thel, peak also depends on the growth temperaturejneeasing
the growth temperature significantly decreaseseth@sO interactions in the
tetrahedral silicon structure. Also, some unexpme@ieaks in the RDF analysis
indicate some intrinsic defects, i.e., peroxyl bed €ee 8; and f; in figure
7.7b), three-fold oxygen, as well as over- and wwmEdinated silicon atoms
can be found in the silica structure during oxiokatiThe existence of peroxyl
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bridges and three-fold bond configurations in amorphous %@ already been
suggested on the basis of some experimental and first-principles calculations
[51, 185, 191, 224]. Indeed, it was suggested that the peroxyl bridge
configuration is energetically stable. Our results also show that such peroxyl
linkages occur more in the silica induced by atomic oxidation than by molecular
oxidation at temperatures below the transition temperature, although their
number is small. The results also show that the total number of oxygen peroxyl
bridges significantly decreases with increasing growth temperature.
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Figure 7.7 (a) Total radial distribution functions (RDFs) of the Siulk silica structures
during hyperthermal oxidation, for an atomic oxygen beam with 3 eV kinetic
energy at different growth temperatures, and (b) partial distribution function of
the O-O distance at 300 K, showing also two types of oxygen peroxyl bridge bond
in silica. The symbolg, £, B (81, B’ 1),  and y denote Si-O, O-O, O peroxyl
(first type at 1.3 A and second type at 1.6 A), and non-bonded O-O and Si-Si
bonds, respectively.

Finally, the ability to accurately control the growth of ultrathi8iO, and its
interface thickness increases with decreasing growth temperature. As
demonstrated in the previous sections, the interface thickness strongly depends
on the growth temperature, due to the increasing mobility and diffusivity of the
penetrated oxygen atoms at higher temperatures. We therefore believe that the
transition temperature is one of the key factors in controlling the thickness of the
ultrathin silica with an abrupt interface. Indeed, the thickness of the ultrathin
silica is most easily controlled by the incident energy and type of the incident
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oxygen species at temperatures below the transitemperature (i.e., at
temperatures below 500 - 700 K) [139].

7.4 Conclusions

The temperature dependence of hyperthermal oxitdatio Si(100){2x1}
surfaces by oxygen atoms and molecules was analygaeactive molecular
dynamics simulations. A transition temperature bow 700 K was found:
below this temperature, the oxide thickness onlyedes on the impact energy
of the impinging species. Above this temperatune, dxide thickness depends
on both the impact energy and the surface tempetalliore specifically, the
oxide thickness increases with increasing tempegafiihis is caused by the
enhanced diffusivity of the oxygen atoms with iragiag temperature as well as
the activation barrier for oxygen penetration ie #ilicon crystal. Furthermore,
the initial oxidation stage in hyperthermal oxidati shows some notable
differences from the traditional thermal oxidatianstead of an incubation
period, an initial stage of direct oxidation withspecific duration is observed.
This changes the growth mechanism of the oxider lay¢he initial oxidation
stage. Two growth mechanisms of the bulk silica andrface region were
found, corresponding to temperatures below and abthe transition
temperature. Where possible, we validated our tesguth experimental and ab-
initio data, and good agreement was obtained. Thesdts are of importance
for the fabrication of silica-based devices in theéro- and nanoelectronics
industry and open up a new route for silica grolgthhyperthermal oxidation.
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Chapter 8

Self-limiting oxidation of small Si nanowires

8.1 Introduction

As mentioned insection 1.4.3, small-diameter (< 10 nm) Si-NWs are
potentially very attractive because of the quatibraof the electronic structure
[65, 66]. This requires a fundamental understandinipe oxidation mechanism
of such small Si-NWs, which may be significantlyffeient from existing
mechanisms for micrometer sized Si-NWs [22, &&jice the Deal-Grove model
[22] only considers the oxidation of planar bulkcein, some modifications
need to be applied for describing two dimensiowralirfdrical) structures, as
outlined in detail for wet oxidation by Kao and workers [82] (seesection
1.4.4). The mechanism of the initial oxide growth andoaldry oxidation,
however, cannot be properly explained with this eddd29]. Furthermore, this
microscale model fails for the nanoscale regimeylmch stresses depend also
on the crystallographic facets of small Si-NWs. iUmtow, self-limiting
oxidation of small diameter Si-NWs has not yet bpesperly investigated. As
mentioned insections 1.4.2 and 1.4.3, self-limiting oxidation of Si nanowires
and spheres is of considerable concern, for instdoc the design of metal-
oxide-semiconductor (MOS) devices [66, 67, 82] adl ws photovoltaic cells
[69]. Various modeling efforts and analyses regaydihis effect can also be
found elsewhere [67, 83-85, 88, 89, 229]. Howeakrgonclusions were related
to Si-NWs with diameters above 3 nm and higher taupres, i.e., starting
from 600°C.

Because of these problems, careful studies areedeéal unravel the
oxidation mechanisms of small diameter (< 3 nmN®/s at the atomic scale.
This chapter is therefore concerned with the oxabehavior of such small
diameter NWs as a function of the oxidation tempeea | report here on the
oxidation process and structure analysis of oxygpeh&i-NWs with initial
diameter of 2 nm at temperatures of 300 and 1273tédied by means of
reactive molecular dynamics simulations using teeX®F potential. The results
presented in this chapter were published in CheynidtMaterials [140].
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8.2 Computational details

Si(100) nanowires with diameter of 2 nm and of 1length are considered.
In figure 8.1a, the ideal Si(100) nanowire struetat O K is shown. A periodic
boundary condition is applied along the z-directiasmich corresponds to the
axial direction of the nanowire, in order to minan infinitely long nanowire.
The nanowire is terminated by four {110}-type amouf {001}-type facets
(denoted by 1 and 2, respectively in figure 1). @hgle between two {110} or
two {001}-type facets is 90°, whereas the one betwéhe {110} and {001}
facets is 135°.

Figure 8.1 Ideal structure of S nanowires (S-NWs) with 2 nm diameter: (a) top and (b) side
view. Here, 1 and 2 indicate {110} and {001}-type facets, respectively.

Prior to oxidation, the octagon-shaped Si(100) NAk&s equilibrated at 300
and 1273 K using the Berendsen thermostat and taaid§ T ensemble) [113]
for 40 ps with temperature and pressure dampingtaats of 0.1 ps and 5.0 ps,
respectively. The obtained structures are subsdéguemrlaxed in the
microcanonical NVE ensemble for 20 ps. After thdipadion, the structure as
obtained at low temperature (300 K) almost keepssidime shape, displaying
both facets, similar to the ideal sample (see &gi2a). It was suggested that
such faceting affects the surface reaction coefiiciand subsequently the
oxidation rate as well [82, 84, 88, 94]. At higimigerature (1273 K), however,
the shape of the NW structure becomes circularf(gase 8.2b).

138



Part II. Results and discussion Chapter 8. Self-limiting oxidation of small Si-NWs

z
Figure 8.2 Initial structures after thermalization at (a) 300 K and (b) 1273 K, respectively.

Both obtained structures are analyzed by the radigttibution function
(RDF). The RDF shows that the first, second, tlaindl fourth neighbors of Si
atoms are located at 0.23, 0.38, 0.44 and 0.53resgpectively. The Si-Si-Si
peak in the angle distribution corresponds to alddi’. These parameters are
close to the experimental values for Si(100) NWH.[6

Oxygen impacts are performed as follows. Each eridxygen molecule is
positioned at 1 nm above the uppermost atom ohamewire in the (X,y) plane.
The z coordinates of the incident particles aresehorandomly. The O
molecule is rotated randomly prior to impact. Evenpact is followed for 10
ps, after which the next impact starts. The inm@locity vector of the incident
molecule is randomized and its magnitude is seth#® root-mean-square
velocity corresponding to the oxidation temperatidaring the impacts, NpT
dynamics are applied to mimic dissipation of thath& reaction and to allow
for a volume expansion due to the oxidation procksdotal, 2240 and 1456
consecutive impacts were performed at 300 and K278spectively.

8.3 Results and discussion

8.3.1 Oxidation and oxide growth process

The thermalized Si-NWs are oxidized by @olecules at 300 and 1273 K.
Figure 8.3 presents general information on the atiod and the (sub)oxide
growth process on Si-NWs with diameter of 2 nmjoat (300 K) and high
(1273 K) temperature. The figure shows the evotutdd the oxygen content

139



Part II. Results and discussion Chapter 8. Self-limiting oxidation of small Si-NWs

(right axis), oxide shell thickness, radii of the Si-core and total oxygenated Si-
NW (left axis) as a function of the,@luence in monolayers (ML) for both
temperatures. In these calculations, one ML corresponds to 56 atoms. At 300 K
(figure 8.3a), the oxide growth process saturates after 60 ML, resulting in an
oxide thickness of 1 nm. At the same time, the Si-core radius drops from 1 to 0.5
nm, and consequently, the total Si-NW radius increases to 1.5 nm. The oxygen
content after saturation is about 4.5 ML. At 1273 K (figure 8.3b), however, the
Si-NW is completely oxidized after 40 ML.
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Figure 8.3 Evolution of the oxide shell and S-core thickness, and total S NW radius (left
axis), as well as oxygen content (right axis) during oxidation of a S-NW with
initial diameter of 2 nmat (a) 300 K and (b) 1273K.

At both temperatures, the oxidation appears to change from a linear to a
logarithmic function of time. Such dry oxidation behavior corresponds roughly
to the Kao model for the wet oxidation of Si-NW @wm scale, applying the
following equation to describe the kinetics of the process at the &i|SiO

interface:

ox c*

1
ot NI o)

(8.1)

whereN is the number of oxidants required to form a cubic unit of oxdk,
the NW core radiud is the total NW radius (Si core + Si6hell), andk=b - a
is the oxide thickness. It is assumed that the oxide growth rate is determined by
the surface reaction rate coefficidgtat the SiQJSi interface, the surface mass
transfer constant h of the oxidant, the diffusivityof the oxidant in SiQ and
the solid solubilityC™ of the oxidant in Si@ See more details isection 1.4.4.
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However, this equation should be altered for oxahabf the pure Si NW, i.e.,
in the initial oxidation stage. In this stage, {D)-a-log(b/a) term is omitted as
a and b are initially equal to 1.0 nm. Generalle 1/D and 1/h terms are
included for oxidation of Si with a pre-existingid& layer (i.e.b > a) and they
should be ignored in the initial oxidation stagbeTparameteC*, which equals
the oxygen flux (or oxygen fluence) is constanthis stage. As a result, the
oxidation rate depends only on the surface reaatwmefficient in the initial
oxidation stage. As suggested in [82, 139] for atasxidation, the growth rate
is determined by the surface reaction rate coefiidi for thinner oxides, i.ex,

~ 0. The ks parameter depends on the initial surface reaatde coefficient
(Ks), the normal stres) and the surface temperatuil@ [82]. However, in the
initial oxidation stage, the surface reaction coefht strongly depends dk,
rather than on the stress and oxidation temperaféeecalculated stresses as the
symmetric per-atom stress tensor for each atomerst-NW using the approach
proposed in reference [219]. The tensor has 6 coems for each atom and is
stored as a 6-element vector in rectangular Carteordinatesiy, oy, 04, 0y,
ox Oxy and correspondingly in cylindrical coordinatgs ow, 0z 06z 0z, ore
The stress components in all directions are avdrpgeunit radius of 0.232 nm,
which corresponds to the distance between fir&iSieighbors in the crystalline
Si-NW. The calculations show that the radial (ndrmg) and tangentialoy)
stresses on a nonoxidized Si-NW surface are cosipeeand relatively small,
l.e., o ~ 0.2 GPa andy, ~ 0.03 GPa. Kao et al. [82] suggested thaandoy
components are almost zero in a pure cylindricaAhough the axial stress is
somewhat highew{, ~ 0.3 GPa), due to the periodic boundary inztdeection,
we believe that the reaction rate coefficient i$ significantly lowered by the
stress in the initial oxidation stage. As a redtik, initial oxidation rate depends
more strongly on the stress-free initial reactiate rcoefficient rather than on
stress and temperature. Therefore, as shown inefi§iB, the oxide thickness
quickly increases during the initial oxidation staglue to the initial reaction
rate, which depends on the surface crystallographentation, the number of
dangling bonds on the nanowire surface, and thiasurenergy barrier. Note
that the sticking behavior also depends on the-sfaite, i.e., singlet or triplet
state of an incident Onolecule [21, 203], which is not taken into acdoarour
calculations ReaxFF does not include the concept of multigfen states and is
parameterized to reproduce the energy corresporiditige lowest energy spin
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state. Therefore, in our simulations, the spinestatrresponding to the lowest-
energy path is assumed at all times.

The time evolution of the formation and growth lo¢ toxygenated silicon in
the initial stage of planar surface oxidation caasilg be understood by
observing the variation of the silicon suboxide poments, i.e., $i, SF*, S*
and St*, which bind to one, two, three and four neareggi®r oxygen atoms,
respectively [21]. The notation used correspondstmal charge states and not
to actual atomic charges. As shown in figure 8l4par Si suboxide species are
found in Si-NW oxidation as well. Also some overmhoated silicon atoms,
i.e., five-fold suboxide (S) species are detected on the silica surface, wjtho
in low concentration. Initially, only i and Si* are formed. As the oxidation
progresses, these are transformed intba®id subsequently into ‘i The St
Si#*, and St* fractions consecutively dominate in the initiaidation stage (see
figure 8.4). Usually, such an oxidation behavioalso observed in the oxidation
of planar Si [139, 173]. When a stoichiometric @xidyer appears, the fraction
of Si'* components increases continuously and the ondeobther suboxide
components decreases. It is only in the final @adi wire step, at high
temperature, that all Si atoms are converted inSfieoxidation state (figure
8.4b). On the other hand, at low temperature, isduSoxide components can be
found in the final structure, as is illustratednfréigure 8.4a.
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Figure 8.4 Variation of the fraction of S-suboxide components during oxidation at (a) 300 K
and (b) 1273 K.

The oxidation is continued until the oxygen contsaturates. At high
temperature, the saturation occurs faster (seeefigB.3 and 8.4) because of the
relatively high diffusivity and mobility of the odant, i.e., the oxide thickness
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also depends on the diffusion coefficient D (egaation 8.1). Therefore, the Si-
core radius (a) goes to zero during thermal drgatkon at high temperature
(see figure 8.3a). This indicates that the Si-NWhpletely converts to a SO
NW, as is also shown in figure 8.4b, where tH& Baction becomes equal to 1.
At low temperature, however, the Si-core radiusn&isrdown to about 0.5 nm
after which, it remains constant. It has been ssigge [73, 82-84] that
compressive stresses at the SijSiGterface significantly slow down the
reaction rate. Furthermore, a compressive presaustO, reduces the oxidant
diffusion and concentration. The oxidation is tiiere self-limiting. Note that
this behavior is not unique to Si-NWs, but is abkserved in the hyperthermal
oxidation of planar Si surfaces with the formatadra thin oxide surface layer at
room temperature [137, 139]. While the current wask dedicated to a
morphological analysis of the obtained structueedetailed analysis regarding
the stress and pressure evolutions during the bard@rocess are presented in
the next chapter.

8.3.2 Analysis of the Obtained Structures

At the end of the oxidation process, two differsiiuctures, i.e., silicon-
silica (Si|SIQ|SIOG,) and pure silica (Si§) are obtained at 300 and 1273 K,
respectively, as shown in figure 8.5a. As mentioimethe previous section, the
formation of such a structure at low temperature ba explained by self-
limiting oxidation [73, 82]. In contrast to the dation at low temperature, the
Si-NW is completely oxidized at high temperatur2q3 K), in agreement with
the experimental observations reported by Buttmer Aacharias [229]. They
found that 925°C (~1200 K) is a sufficient temperatfor complete oxidation
of a Si-NW with an initial radius of 15 nm or les&ince the molecular volume
of Si0, (45 A% is larger than the atomic one of Si (26)Ahe newly formed
oxide continuously pushes the ‘old’ oxide outwartsprder to accommodate
the volume expansion [73, 229]. As a result, thealfidiameters of both
structures are found to be 2.9 and 3.1 nm at 360LaiA3 K, respectively, at the
end of the oxidation process. This corresponds texpansion by a factor of 2.1
and 2.4 relative to the initial dimensions of theNSVs. Note that the expansion
coefficient of 2.4 as obtained at a high tempemtueatment is larger than the
ideal expansion one obtained for Si-to-5{@.25) [82, 83, 88, 94, 229], since in
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the current oxidation process, a low density amorphous @@se is formed
rather than the high density quartz one.

00 05 10 15 00 05 10 15
R, nm R, nm
3.0 - 32 C
of) “ 25 o of) o | g—t————
4 | E 20 R ~4 | E 2.04 .
" -~ 154
o 1.5 o
= 10 = 10
Q. 05 o 05:
0.0+ L 0.0 : ‘ :
00 05 10 15 00 05 10 15
R, nm R, nm

Figure 8.5 Analysis of (a) post-oxidation structures obtained at 300 and 1273 K by (b) their
S-suboxide components and (¢) their mass density distribution.

As shown in figure 8.5b, both obtained structures are analyzed by the
distribution in their suboxide components. The distribution of the Si-suboxide
components in the oxidized Si-NW at 300 K shows that the final structure
contains three regions, i.e., region | corresponds to a Si-core region (containing
only SP), region Il to a Si|Si@interface (existing of i, Sf*, S*) and region
Il to an ultrathin Si@ shell (consisting of $i). At high temperature, the
distribution of St* indicates that the Si structure completely converts to silica

144



Part II. Results and discussion Chapter 8. Self-limiting oxidation of small Si-NWs

(Si0,).As can be seen in figure 8.5¢, the mass dens§itiyeostructure obtained
at high temperature is around 2250 ky/mvhich is close to the value for
amorphous silica [141]. The surface density is heweslightly lower. In the
structure obtained at low temperature, the massityeof the Si-core is about
2550 kg/m. Since the experimental silicon density is ab@B®kg/ni at room
temperature, the silicon density in our calculagigslightly too high in the low
temperature regime. Indeed, differences with theegrent of this order are
virtually inevitable in force field generated sttuies. In the Si|SiQinterface,
where most of the intermediate Si-suboxide compsn€st’, SE*, Si*) reside,
a relatively high mass density is found. As a nmatfefact, the entering oxygen
atoms are stopped by the silicon energy barriertlf planar oxidation case
[139, 163, 180]) such that the interface regioandched in oxygen. Finally, in
the SiQ shell at low temperature, the mass density wasddo be slightly
lower than the mass density of the silica obtaiiedigh temperature due to the
occurrence of a small number of O-O peroxyl bridd&s].

Both structures are also analyzed by means of ttegral distribution
functions (RDF), as shown in figure 8.6a. For thedel formed at high
temperature, three peaks are found. These thrdes pearespond to the Si-O
bond, nonbonded O-O and Si-Si neighbor distancestéd at 0.16, 0.25 and
0.32 nm, respectively. These values agree with epgierimental and other MD
reports [141, 189, 190], and indicate that the iabth structure is indeed
amorphous silica. However, at low temperature,thiber of peaks increases
up to six due to the occurrence of the three dffeaforementioned regions in
the obtained structure, i.e., the crystalline Secohe Si|Si@interface and the
ultrathin SiQ layer. The first peak, located at 0.13 nm, indisahat the silica
surface contains a number of O-O peroxyl bonds][28bich also play a role in
the appearance of *Sion the oxygenated Si-NW surface. A similar effeets
also suggested by DFT calculations analyzing vardefects during planar Si
oxidation [186, 223]. The formation of an internmegei structure in which the
extra oxygen atom is attached to the shared Si atairacts as its fifth neighbor
was proposed. The process then becomes a thremstdanism. It begins with
the formation of a peroxyl bridge, then evolve®iatfivefold Si configuration,
and finally leads to the formation of a new peroBgitlge connected to another
Si atom. The appearance of the peroxyl bridge beadsces the silica mass
density as mentioned above, which explains thétyigower mass density of
the silica obtained at low temperature (see fig8rec). The second peak,
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located at about 0.16 nm, corresponds to Si-O bamdke silica. This bond
length is close to the Si-O one in the high temjpeeasilica, although the peak
is narrower due to the thermal widening at highgerature. The third and sixth
peaks correspond to the Si-Si first (0.23 nm) aecosd (0.38 nm) nearest-
neighbors, respectively, in the Si-core. Other mmeaghbor interactions almost
completely disappeared due to the oxidation. Rmnd#iie fourth and fifth peaks
of the RDF are related to O-O (0.25 nm) and Si684 nm) non-bonded
interactions, respectively, in the ultrathin silidde RDF analyses indicate that
the obtained silica structures are amorphous &t teobperatures.
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Figure 8.6 Analysis of the obtained S-core and SO, structures by means of (a) radial
distribution function and (b) angle distribution at 300 and 1273 K.

Figure 8.6b shows the angle distributions in bdtlucsures. The Si-Si-Si
angle distribution characterizes the non-oxygen&edand is therefore only
present in the structure obtained at low tempegatdue to the presence of the
Si-core). The peak in the Si-Si-Si distributionaisout 110°, which is close to
the peak of the pure Si-NW one, as mentioned abwve.oxygenated Si region
Is characterized by the Si-O-Si and O-Si-O andtes.both structures, most O-
Si-O angles are distributed around 110° which spweds to the tetrahedral
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silicon and silica structures. k-quartz, this angle is the tetrahedral angle of
109.5°. The peaks are slightly wider in our struesui.e., 75°-165°) than the O-
Si-O angle distribution usually cited for amorphailga (i.e., 109°+10°) [141,
190, 193]. Also, for the structure obtained at lmmperature, an additional
feature is found around 30°, which correspond$1®0@-Si-O angle formed by
some intrinsic defects, i.e., oxygen peroxyl boodghe silica surface.

The amorphous silica structure is further charadrby the Si-O-Si angles,
l.e., both by its peak position and the distribatiange of this angle. For
comparison, the Si-O-Si angle mquartz is 144°. In the case of amorphous
silica, slightly differing mean values of the Si&)-angle distribution have
previously been reported. Mozzi and Warren [190famied for the vitreous
(amorphous) silica structure, which is generatethieymal Q oxidation, a wide
distribution of Si-O-Si angles varying between 120U 180°, with a main peak
found at 144°. Watanabe et al. [192] investigatesl thermal growth process
using large-scale molecular dynamics and conclddaidthe Si-O-Si bond angle
present in ultrathin SiOfilm is reduced from 144° towards 130° to 140°.
However, Da Silva et al. [214] suggested that tlstnprobable Si-O-Si bond
angle of vitreous silica is 152° instead of 144%auvl et al. [193] also found a
slightly higher mean value of 151°+11° and a rekyi narrow distribution
(120° - 170°) in the Si-O-Si angular distributiohwatreous silica. In our high
temperature model, the Si-O-Si angle distribut®mi the range of 120°-180°,
peaking at ~150°. These values are in fairly goge@ment with the results
obtained from thermal Qoxidation of a flat Si surface [214], and in veyyod
agreement with the DFT results of Mauri et al. [L$8wever, in the structure
obtained at low temperature, the total Si-O-Sirtdigtion is somewhat wider
(90°-180°), with a peak located at about 150°. Tdwer angle part of this
distribution is due to the strain build-up near iterface, which corresponds to
a distribution in the range of 90° - 125°. At loantperature, the overall spread
in the RDF, angle and mass density distributionsficos that the obtained
structure consists of a crystalline Si region, drathin Si|SiQ interface and an
amorphous Si© shell, although some intrinsic defects, i.e., sooxygen
peroxyl bridge bonds, are found in the silica regidherefore, all Si-suboxide
components (8i i<4) can be found in the structure obtained at lawpterature.
Also, some overcoordinated Si atoms’{[Sexist on the surface of this structure
as mentioned before. At high temperature, the alyst Si-NW converts
completely to an amorphous silia$i0,) nanowire.
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8.4 Conclusions

Thermal oxidation of Si-NWs with a diameter of 2 nvas studied at two
different temperatures (300 and 1273 K) by reactW® simulations. The
oxidation mechanism was found to be temperaturemignt. After oxidation,
two types of nanostructures were obtained: ultna8iO, silica (i.e., dielectric)
nanowire at high temperature, and a Si core |thitraSiO, silica shell (i.e.,
semiconductor + dielectric) nanowire at low temp@m@a The Si-core radius and
the SiQ (x < 2.0) oxide shell can be accurately controllectha nanoscale
regime by controlling the oxidation temperatureeTdbtained structures were
analyzed by the radial distribution function, theiass density and their angle
distributions. The overall analyses show that hdthathin silica structures are
amorphous, albeit some intrinsic defects were founthe structure formed at
room temperature.
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Chapter 9

Size control of Si@coated small Si nanowires

9.1 Introduction

The oxidation of ultra-small Si-NWs (< 3 nm) hastiunow hardly been
studied. Various characteristics and processesludimg dry oxidation
mechanisms of small Si-NWs at different temperatuself-limiting behavior of
the oxidation, as well as the effects of size amperature on the oxidation
process have not been properly studied yet. Funibvey, the understanding of
the stress dependence and the non-conservativeeradtthe oxidation process
is useful for controlling non-planar oxidation naoale integrated processes.
Because the oxide should expand more to accommdaateolume expansion
in thinner Si-NWs, the self-limiting oxidation, described in chapter 8, is more
significant in Si-NWs with smaller diameters. Acdinrg to the Kao model [82],
compressive stresses normal to the SySi@erface reduce the interfacial
reaction rate compared to a planar Si surface, edsetensile stresses generated
within the oxide shell reduce the effective oxidiscesity and enhance the
oxygen diffusivity and solubility [93]. However, slu stress behavior may
change in the oxidation of Si-NWs at the nanoscatethe shape of nanowire
changes accordingly from circular to polygonal witicreasing curvature.
Therefore, in that case, stress results may disagith the conclusions for Si-
NW oxidation at the micro-scale due to this “cunrateffect” [230].

In this chapter, the oxidation of ultra-small Si-NWé studied in order to
unravel these aforementioned effects during aner aftidation at the atomic
scale. Specifically, the ability to control the ire radius and oxide sheath
thickness by dry thermal oxidation of (100) Si-NWgh initial diameters 1.0 -
3.0 nm in the temperature range of 300 K - 120G Kliscussed. The results
presented in this chapter were published in Nane$231].
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9.2 Computational details

In figure 9.1a, ideal (0 K) and thermalized (300 K and 1200 K) structures of
the Si (100) nanowires (Si-NWSs) with a diameter range of 1 to 3 nm are shown.
In figure 9.1b, the top view of the {110} and {001} facets in the 2.5-nm
diameter Si-NW is illustrated. In our calculations, the nanowire diamgter d
corresponds to the averaged distance between the center of mass of the wire and
the positions of the surface atoms in the radial direction in the (x,y) plane. A
periodic boundary condition is applied along the z-axis, which corresponds to a
unit cell length of 1 nm, to mimic an infinitely long nanowire. In reality,
however, Si-NW have finite lengths, and longer than 1 nm. In order to test the
“length effect” a number of test calculations have been performed for 1 nm
diameter Si-NWs having different lengths (1nm, 5nm and 10nm). The results
showed that the oxidation mechanism is identical in all cases although the
shapes are slightly different. Thus, the 1 nm length Si-NW is chosen for keeping
the computational time to a minimum.
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Figure 9.1 (a) Ideal (0 K) and thermalized (300 K and 1200 K) structures of Si nanowires (Si-
NWs) with a diameter glrange of 1-3 nm. The indices 1 and 2 indicate the {110}
and {001}-type facets, respectively, which terminate the nanowires. (b) Top view of
the facets in the SINW witlg d 2.5 nm at 0 K, 300 K and 1200 K, respectively.
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Prior to oxidation, the ideal Si(100) NWs are eipudted at 10 temperatures
ranging from 300 K — 1200 K in steps of 100 K dgrid0 ps, using the
isothermal-isobaric ensemble (i.e., NpT dynamidg)3] with temperature and
pressure coupling parameters of 0.1 ps and 5.0rgzpectively. The NpT
ensemble is employed to ensure the generatiorzefapressure structure at the
desired temperature. To verify that the resultiigcsure is effectively relaxed
at the desired temperature, the obtained structinesubsequently relaxed in
the microcanonical NVE ensemble for another 20 ps.

The structures at low temperatures (300 K — 70@di&play both {110} and
{001} facets, similar to the ideal samples as shownfigure 9.1a. It was
suggested that the faceting affects the surfacetioma coefficient and
subsequently the oxidation rate as well [82, 84,%88. However, the shape of
the NW structure at high temperatures (800 - 120®é&comes more circular
(see figure 9.1a). Si-Si bond-lengths and Si-Sb&hd angles in all structures
are close to the experimental values for smallGB)INWSs [65].

Oxygen impacts are performed as follows. Each amidxygen molecule
(ro.o = 0.121 nm) is randomly positioned at 1 nm abdeuppermost atom of
the nanowire in the (x, y) plane. The @olecule is rotated randomly prior to
impact. Every impact is followed for 10 ps, aftehieh the next impact starts.
The initial velocity vector of the incident moleeuis randomized and its
magnitude is set to the root-mean-square velooitiesponding to the oxidation
temperature. During the impacts, NpT dynamics glied to allow for a
volume expansion due to the oxidation process,agioned above.

Stress calculation detailBuring and after oxidation, Cauchy atomic stresse
were calculated as the virial stress for pristineai®d the oxide sheathed Si
nanowires [219]. The local stress is calculated dwyiding the nanowire
structure into small rectangular boxes [206]. Tiness tensor has 6 components
for each atom and is stored as a 6-elements vattoectangular Cartesian
coordinatesX,y.2: ox 0yy, 025 Oys 0z Oxy. More details can be seensaction
6.2 Then, the stresses in Cartesian coordinategamsférmed into cylindrical
coordinatesr(0,2) asoy, 64, 025 0oz 041, 0rg @S follows [232]:

Opr = 03xC05%0 + 0,,,5in*0 + 0, 5in26

Ogp = OxxSiN*0 + 0,,c05%0 — 0,,,5in26

Ozz = Ozz (9.1)
Og; = 0y;C0S6 — 0,,5in6
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Oy = 0y,Sing + 0,,c0s6
0rg = (0yy — Oxx)SinBcost + 0y, c0526

wherecos6 = f sinf = % z=z. The local stress in each box is calculated by

averaging the atom stresses of the atoms includettha box. For all stress
calculations, the structures were first equilibdatat 0.01 K using NpT
dynamics, to remove the kinetic energy part from $tress calculation, and
subsequently the total energy was minimized usihmey dteepest descent and
conjugate gradient techniques [112].

9.3 Results and discussion
9.3.1 Temperature dependent oxidation mechanism

Temperature dependent oxidation mechanism in digatien for all chosen
nanowires is similar. Therefore, the oxide growtbgess is presented only for
Si-NWs with initial diameters of 2 nm. The dry oattbn behavior of a 2 nm
diameter (ultra)small Si-NWs is illustrated in frgu9.2, showing the oxide
formation and growth process of the nanowire asnatfon of the @fluence in
monolayers (ML) at (a) low (300 K) and (b) high QD2K) temperature. The
time evolution of the formation and growth of theygenated silicon are studied
by observing the variation of the silicon sub-oxicemponents (8i i<4) in
order to easily compare with experiment (i.e., $1&p photoemission spectra
[51]) to validate our results.

Prior to oxidation, only Sicomponents are found, i.e., Si-O bonds do not
exist in the Si-NW (figure 9.2, initial structured)/hen the oxidation process
starts, only Si" and Si* are initially formed. As the oxidation progresstsse
are transformed into Siand subsequently into“Si Note that the notation used
corresponds to the formal charge states and ribetactual atomic charges. Our
calculations show that the'§iS#*, and Si* fractions consecutively dominate in
the initial oxidation stage. In this stage, the gewyated Si-NW consists of
crystalline silicon ¢Si) and a non-stoichiometric oxide (SiXx<2) region.
After a fluence of 2ML (figure 9.2), the “Sisuboxide species are also found on
the oxidized Si-NW at low temperature, but not gethigh temperature. This
means that the consecutive®’Sh S¥*— SiP*— Si** conversion (i.e., the
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appearance of a new silica layer), occurs much faster at low temperature than at
high temperature. Indeed, at low temperature, the penetrated O atoms or
molecules cannot move deeper into the nanowire due to the associated energy
barrier and the Si-Si bonds convert relatively fast to Si-O bonds in the
oxygenated silicon (Sip region. When a stoichiometric (SiOoxide layer
appears, the fraction of‘Sicomponents increases continuously and the fractions

of the other suboxide components therefore decrease, as is clear from figure 9.2.
This indicates the end of the initial oxidation stage. Our simulations show that
this stage ends earlier at low temperature than at high temperature.
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Figure 9.2 Oxide formation and growth as a function of thefldence in the 2 nm Si-NW at
(@) low (300 K) and (b) high (1200K) temperatures, respectively. 1 ML corresponds
to 28 Q. Each structure is analyzed by the radial distribution of the Si-(sub)oxide
components (black circles) and the O-O peroxyl bridges (red triangles). R is the
radial distance from the centre of the Si-NW (i.e., R=0) to the nanowire atoms in
the (x,y) plane. Here, Si, Sidx>2) and SiQ correspond to the crystalline silicon
(or Si-core), non-stoichiometric oxide and amorphous silica regions, respectively
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In the stage between 2 ML and 10 ML, the oxide ghoprocess at low
temperature is almost entirely stopped due to thergy barrier, interfacial
stresses and lowered diffusivity of the penetrategyen species. This also leads
to the appearance of some overcoordinated sili@ti) (species in the SiO
region [140, 186], albeit in low concentration (skgure 9.2a). The silica
contains a number of O-O peroxyl bonds as well {gpee 9.2, red triangles)
[185], which also play a role in the appearanc8idfin the oxygenated Si-NW.
A similar effect was also suggested by DFT calooihet analyzing various
defects during planar Si oxidation [139, 173, 1B&].

Starting from 10 ML, the number of peroxyl linkagasd five-fold silicon
species increases and they spread in the whata ségion. This indicates that
Si-NW oxidation is only continued by diffusing oxgmgy species. Therefore, the
duration of this process is much longer than thialroxidation stage. Indeed,
the oxidation rate not only depends on the surfaaetion coefficient, but also
on the transfer and diffusion coefficients. Suchdation behavior is also
explained in depth by Kao and co-workers in theicrorscale model [82].
Furthermore, distribution of the O-O peroxyl bridge the Si-NW at low
temperature indicated that oxidation might be gadlgricontinued in the slow
oxidation stage (see 10 and 40 ML in figure 9.8)ch oxidation behaviour
was not reported in wet oxidation of Si-NWs [82imiar oxidation behaviour
is also observed at high temperature (40 ML, figuddb), albeit its contribution
iIs small compared with the low temperature case dkidation is continued
until the oxygen content saturates. Although thiel@xgrowth continues, the Si-
core radius remains constant at low temperaturer 240 ML. At high
temperature, some oxygen species penetrate int8itN®V center already at 10
ML. In the final oxidized nanowire (figure 9.2b,@6AL), all Si atoms are in the
Si** oxidation state and all O-O peroxyl bridges disppOn the other hand, at
low temperature, all Si-suboxide components (incdgdome SiY) can be found
in the final structure after 100 ML, as is illug&d in figure 9.2a. However, such
intermediate structures, i.e., overcoordinatedt@mna and peroxyl linkages, are
only found on the silica surface, and not in theolshsilica region, indicating
that the oxide growth by diffusing oxygen specias Bntirely stopped.

Finally, at the end of the oxidation process, twffecent structures are
obtained (figure 9.2, final structures). As dis&wssn previous chapter, the
overall spread in the radial distribution functig®RDF), angle and mass density
distributions confirms that the initially crystale silicon ¢-Si) nanowire
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converts to either a silicon-silica-8i|SiQJa-SiO,) nanowire at low temperature
(300 K) or an amorphous silica-6i0,) hanowire at high temperature (1200 K).
This was also reported in our previous work, ad alin literature [140, 229].
The formation of the structure obtained at low temagure can be explained by
self-limiting oxidation [82, 221], as will be furgh explained below.

9.3.2 Ultra-smalt-Si|SiQJa-SiO, nanowires

As mentioned in previous section, and illustratedigure 9.3, two types of
nanostructures are ultimately obtained, i®@Si|SiQJa-SiO, (typical at low
temperatures) and-SiO, nanowires (typical at the higher temperatures)yOn
the 1 nm diameter Si-NW (not shown in figure 9.8npletely converts to the
a-SiO, nanowire at all temperatures. In figure 9.3a,fialally obtained core
shell ¢c-Si|SiQJa-SiO, structures are shown. At temperatures above 808llK,
obtained structures are fully amorphous and amefbe not shown.
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Figure 9.3 (a) The c-Si|Si¢gda-SiG, nanowires with initial diameter in the range 1.3-hm
after oxidation at T=300-800 K. (b) Final radii &i-core (r) and Si-NW (R),
compared with theoretical calculations derived frequation (3).

155



Part II. Results and discussion Chapter 9. Size control of SiO2-coated small Si-NWs

The figure illustrates that both the Si-core radiysas well as the Si-NW
radius R) depend on theyddiameter and inversely depend on the oxidation (or

oxide growth) temperatur€, i.e.,r (or R)~ %. We found that the maximum

radius of the Si-core is about 0.26 nm, 0.46 n®5 Gim and 0.91 nm for 1.5, 2,
2.5 and 3 nm diameter Si-NWSs, respectively, at BO®ue to the increasing
diffusivity and mobility of the penetrated oxygetoms, the core radius drops
with rising temperature. While the growth temperatincreases, the Si-core
radius decreases to zere40) and consequently the nanowire converts to a pure
SIO, (x < 2) nanowire at a certain “transition temperatuigrang). Thus, for a
given nanowire diametefl.ns IS the temperature above which amorphous a-
SIO; is obtained, and below which core shelbi|SiQja-SiO, nanowires are
obtained. From figure 9.3a it can be seen Mgl is roughly equal to 500 K,
600 K, 700 K and 800 K for Si-NWs with diameter b, 2 nm, 2.5 nm and 3
nm, respectively. This clearly demonstrates thatrob over the Si-core radius
Is possible by selecting the appropriate initidndeter of the Si-NW and the
growth temperature.

On the other hand, the contribution of long timésahffusion toequation
8.1 cannot be accurately accounted for in MD simufegtioAs a result, the
partially oxidized structure may finally become Iyuloxidized, provided a
sufficiently long oxidation time (in the rangel®’ to 1:10° s depending on the
experimental conditions in planar surface oxidafibr]) is permitted at 300 K.
However, the final radii of the-Si|SiQJa-SiO, nanowires, as obtained in our
MD calculations, can be compared with a theoretelvation, to which also
most experimentalists compare their results [67 228]:

t(R? —r?)L —n(RE — 1)L = %n(roz —r3L (9.2)
Si

whererg, r andR,, R are the initial and final radii of Si-core and dizied Si-
NW, respectivelyL is the Si-NW length€sio, is the molecular volume of S0
(~ 45 &) andQg is the atomic volume of Si (20°A Prior to oxidation, initially
ro=Ro. From (3), the following formula including thisiiial condition can be
obtained:

R = /2.251% — 1.25712 (9.3)
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The relation between the final Si-NVR)(and Si-corer() radii for partially
oxidized structures in self-limiting oxidation witimitial diameters dy=2r)
from 1 to 3 nm can be calculated by means of tarsnfila. The results are
presented in figure 9.3b (grey curves). It can &ensn the figure that most of
our MD results are fairly close to this theoreticalculation. Furthermore, this
indicates that at low temperature, the oxidatiarcpss does not strongly depend
on the diffusion coefficient and is only a functiohthe surface reaction rate,
which depends on the normal stress rather thamenemperature. Especially,
in the cases above 2 nm diameter, this effectlgleg@pears: at all temperatures
below the transition temperature, the diamomigsZ.5 nm) or pentagonslg&3
nm) are close to each other, close to the loweteddtne, indicating that the
oxidation hardly changes between these temperatuhesreasing the
temperature to above the transition temperatureielaer, results in a strong
increase in the oxidation, as indicated by the gatats lying close to the upper
dotted line. Note that this effect is not observedhe Si-NWs with higher
curvature ¢o<2.5 nm).

Indeed, it was previously suggested that compressiesses at the Si|$iO
interface significantly slow down the reaction raj82-84, 221], and
furthermore, that a compressive pressure in,Si@n reduce the oxidant
diffusion and transport [83].

9.3.3 Pre-oxidation stresses
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Figure 9.4 Calculated radial §) and tangential £4) stresses for (a) the {110} and (b)
{001}-facets of the Si-NWs with initial diametedg) (from 1.5 to 3 nm) at 300 K,
respectively. (c) The axial stress ] versus the nanowire curvature.

Before oxidation, the initial (radial,, tangentiaby and axiab,, stresses in
the Si-NW structure are analyzed as shown in fi@ude The compressive stress
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Is presented as a positive value, and the tensésssas a negative value. The
calculations show that the radial and tangentralsses on the non-oxidized Si-
NW surface strongly depend on the crystal facets {gyure 9.1) for sub-3 nm
diameter nanowires. The stress profiles for {1lyfe facets are shown in
figure 9.4a. In this figure, the radial, stresses are small and tensile on the
surfaces of the 1.5 nm, 2nm and 3 nm diameter SsNWith values ranging
from -0.1 GPa (1.5 nm) to 0.1 GPa (2.5 nm) andragai0.02 GPa (3 nm). In
contrast, the tangentia}, stresses on the surface are somewhat highersthan
and compressive instead of tensile. As shown iarég9.4a, their maximum
values decrease from 0.78 GPa (1.5 nm) to 0.25 @Panm) and increase
again to 0.37 GPa on the 3 nm diameter Si-NW. Thresels may be explained
by the changing nanowire shape types, i.e., th@eslwd the 3-nm Si (100)
nanowire is unlike the octagon-shaped 1.5 nm, 2amad 2.5 nm diameter
nanowires. Therefore, the stress behavior changéseo3 nm nanowire because
of extra “bumps” on the {110}-facets (see figurd®&). Regarding the {001}-
facets (figure 9.4b), the radial stresses are cesgpre and somewhat higher
than the stresses on the {110}-facets. Note thatthandoy, stress profiles for
the {001}-type facets change opposite to the cpoading stresses for the
{110}-facets. As shown in figure 9.4b, theg stresses decrease with increasing
nanowire diameters from 1.5 nm to 2.5 nm, whichresponds to previous
theoretical suggestions [82]. However, the stressesvhat increases again for
the 3 nm nanowire due to the changing nanowire esh@peir values actually
fluctuate in the range of 0.4 £ 0.1 GPa. While targentialoy, stresses are
tensile for 1.5 nm (-0.11 GPa) and 2 nm (-0.05 GHa)W, their values are
compressive for 2.5 nm (0.25 GPa) and 3 nm (0.5%)GBecause of the
crystallographic orientation, the radial and tarigérstress behavior strongly
depends on the precise structure of the small SitN\Wace [65]. However,
such behavior is only found at the surface and $iebsurface layers of the Si-
NW. From the second (radial) subsurface layer tist®sses are fairly close to
zero. Furthermore, the axial stressesi.e., the stress along the z-axis, is also
very small, and fluctuates around zero as showigure 9.4c, albeit a periodic
boundary is applied in this direction [177].

The calculations show that although all ini#al o4y ando,, stresses change
depending on the crystal orientation and nanowinevature, their values are
relatively small and consequently their contribnfiofor reducing the Si-O
reaction rate are negligible. The obtained stremslsies are fairly close to
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theoretically suggested values (i.e., close to)zemd the average values of the
or and oy, stresses are compressive in the pure cylindricdlV8s [82]. As
mentioned before, such surface stresses cannat #fie oxygen reaction and
penetration into the Si-NW crystal. It is also sesfgd that the inward oxide
growth [204] depends on the rather tharv,y ando,, stresses [82], which will
discussed in the next sections.

9.3.4 Stress evolutions during oxidation

In Si-NW oxidation, two key factors can be disce&in@l) Oxygen diffusion
in the SiQ (x<2) oxide region, characterized by the diffusionstantD; and (2)
reaction with the Si-core, characterized by thectiea rate constanks [82].
These two parameters also strongly depend on tbeostatic pressurp (i.e.,
the obtained oxide can be considered as a fluid ngh viscosity [82]) and the
normal stress,, at a given temperature, respectively. Accordintheotheory of
fluid mechanics, the pressure is equal to the aeetatals,, on a control

volume in the fluid and it is found @s= —%(aﬂ + 0p9) [233].
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Figure 9.5 Normal @) stress and hydrostatic pressure (p) as a funatibtine oxidation time
for the Si-NW with gk2 nm at 300 K. Here, Si, SiQ(x>2) and SiQ correspond to
the crystalline silicon (or Si-core), non-stoichieimc oxide and amorphous silica
regions, respectively.

Figure 9.5 presents the normal stress and (hydi®siaessure evolution
during oxidation for a Si NW witlg, = 2 nm at 300 K. The compressive stress
(or pressure) is presented as a positive valuetlantensile stress (or pressure)
as a negative value. Our calculations show th#tennitial oxidation stage (0-2
ML), o, and p are tensile on average and fluctuate around zd?a. Ghis
permits oxygen to react easily with the Si-crystfibr diffusing through the
SiO, region. As a result, the oxidation rate rapidlgraases in this oxidation
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stage. Because of the increasing reaction ratesttess in the Si-core initially
increases slightly. In this period, the oxygen atwmmolecule penetrates deeper
into the crystal, depending on the energy barrfethe Si surface and sub-
surfaces. Consequently, the consecuti8é*— Sf*— SP*— S conversion
leads to a gradual expansion of the Si crystalc8pally, when the oxide layer
becomes continuous, the volume expansion resuftioign oxidation of the
silicon is restrained by the silicon. This is s@milto the compressive stress
resulting from epitaxial growth of a film with atteee parameter larger than the
substrate [229]. When a stoichiometric (8iOxide layer appears (after 2 ML),
the oxygen diffusivity significantly decreases daecompressive,, andp and
the reaction rate is drastically reduced. It i alseoretically suggested that a
compressive reduces the solubility of the oxygen molecule i@ 3as it raises
the potential energy of the molecule in its intéiedtsite, whereas a tensile p
increases its solubility for the opposite reasdl.[&hdeed, such compressive p
ando,; may also significantly reduce the oxidant transpothe oxide region.
When the slow oxidation stage starts (2-10 ML), treowire can be
divided into three parts (see figure 9.2): a ciijisg Si-core ¢-Si), a partially
oxidized Si region (SiQ) x<2) and a fully oxidized Si or silica (SPregion. It
is clear from figure 9.5 that ths, is tensile in the SiQ(x<2) oxide and at the
SiO, surface, whereas it is compressive in the,$0k and at thes-Si|SiQ,
interface in the slow oxidation stage (i.e., ~10 )MIn the interface, the
compressive normal stress gradually increases frénGPa to 2.0 GPa and 3.0
GPa after 10 ML, 40 ML and 100 ML, respectivelyndlly, the Si-core stress
decreases again while the interfacial stress istaohat about 3 GPa as shown
in figure 9.5 (100 ML). Some classical continuunalgsis concluded that such
compressive stress in the silicon core signifigastbws down the oxidation
[82, 83, 85].

9.3.5 Interfacial stresses

The self-limiting behavior of the Si-NW oxidatiotr@engly depends on the
aforementioned “interfacial stresses” [83-85, 204hich correspond to the
stresses in the outer Si shell and the oxide siegt the Si|SiQinterface. The
interfacial stresses, which can also be thouglasod combination of chemical
and mechanical (physical) stresses [218], playsimportant role in the
reliability of gate oxides with its ultrathin inface [216].
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Figure 9.6 Averaged radial (normaly,, stresses in the Si|Sinterface of the final oxidized
Si-NW structure as a function of (a) the curvataed (b) oxide growth
temperature. (c) The interfacial, stress on the x-y plane for a Si-NW wigk3l
nm at 300 K. The (0, 0) position corresponds toShsIW center.

Figure 9.6 shows the interfacial stress as a fanctf the initial Si-NW
diameter and the oxidation temperature. Our cdliculs predict that when the
temperature increases the stress decreases. As shhdigure 9.6b, the average
values of the residual stresses in the interfae8& GPa, 3.0 GPa, 2.6 GPa, 2.2
GPa, 2.04 GPa at 300 K, 400 K, 500 K, 600 K and RDQfespectively for the
2.5 nm Si-NW. Such temperature dependent behavitireointerfacial stress is
consistent with previous theoretical work of Si-NMidation [82]. The same
authors also proposed that the stress is highersifaaller radii and they
explained that the deformation of a small structecgiires more rearrangement.
However, our nanowires are all very small and theaioed results are in
contrast to this theoretical suggestion. Indeed,calculations predict that the
1.5 nm diameter Si-NW exhibits a somewhat smalengressive stress than the
other nanowires (figure 9.6a). To be exact, theayed interfacial stress of the
NWs at 300 K is calculated to be 2.9 GPa, 3.0 GEAGPa, and 3.5 GPa for
the NWs with 1.5 nm, 2 nm, 2.5 nm and 3 nm diametespectively. This
phenomenon of a residual compressive stress dewyea#h rising curvature
(hence, smaller diameter) was also reported by étiad. [230]. Following these
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authors, the non-oxidized Si-core of smaller Si-N@Wsthe sub-10 nm diameter
regime) deforms more to compensate for the volurpamsion of the surface
oxide layer, resulting in a smaller compressivesstr Furthermore, we also
suggest that crystal orientation effects may playroée to develop this

phenomenon.

The distribution of interfacial stresses around3eore in the (x,y) plane is
also presented in figure 9.6¢. As shown in thergthe compressive interfacial
stresses at room temperature are significantlydrigian the stresses of its Si-
core. Such compressive stresses significantly eethe oxygen reaction with Si
near the planar Si|SjOnterface, which was investigated using high-netsoh
transmission electron microscopy (HRTEM) analysi?0]. Indeed, these
residual stresses are relatively high at low tewupee (e.g., 300 K) in ultra-
small Si-NWs and therefore their effect is sigrafic in self-limiting oxidation
[140, 221]. Thus, it is observed from our calcuas that accurate control of the
interfacial stress by choosing a suitable tempesatind Si-NW diameter can
lead to accurate control over the Si-core radideehanoscale.

9.4 Conclusions

Oxidation of ultra-small Si nanowires with initidiameters in the range 1
nm to 3 nm was studied using reactive molecularadyns. Attention was
focussed on the temperature-dependent mechanisarfooxidation of small
SI-NW at low (300 K) and high (1200 K) temperaturEhe oxidation
mechanism is discussed in comparison to wet oxidaif micrometer sized Si-
NW and other mechanisms of planar Si oxidationthk oxidation mechanism,
diffusion of O-O bridge linkages is also discuss&ithough their contribution is
small, they may play a role in a diffusion-depernd®eadation process.

At the end of two temperature-dependent oxidati@thmanisms two types
of structures are found: At low temperaturesSi|SiQJa-SiO, nanowires are
formed, while a-SiO, nanowires are created at higher temperatures. The
transition temperature between both regimes wasddo increase with the NW
diameter. Indeed, for the 1.5 nm, 2 nm, 2.5 nmZmtn diameter Si-NWs, the
transition temperature was found to be about 50600, K, 700 K and 800 K,
respectively. The final radii of the-Si|SiQJa-SiO, nanowires are close to the
theoretically suggested radii. The calculationdjtefor the partially oxidized
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c-Si|SiQ|a-SiO, nanowires that the Si-core-§i) and the total nanowire radius
depend on the initial SI-NW diameter and inversagpend on the oxidation
temperature.

Stress calculations were also performed to studyothidation behavior of
these ultra-small nanowires. It is found that a pessive pressure and stress
may significantly reduce the oxidant transport Ire toxide region and its
reaction with the Si-core. Stresses in the interfagere also analyzed.
Specifically, when the temperature increases, miverfacial stresses decrease.
This is consistent with previous theoretical wddowever, it is also found that
the compressive interfacial stresses decreasemwatbasing curvature for the 1-
3 nm Si-NWs investigated, which is in contrasthite theoretical suggestions for
Si-NW at the micro-scale.

Generally, it can be concluded from our simulatitreg an accurate control
over the interfacial stress by choosing a suitalzldation temperature and a Si-
NW diameter can lead to a precise control over $ireore radius at the
nanoscale regime.

163






PART Il
SUMMARY - SAMENVATTING






General summary and conclusions

An important issue in the fabrication of microelectronics and photovoltaic
devices (e.g., MOSFETSs, solar cells, optica fibers etc.) is the growth of
(ultra)thin silica (SIO,) layers on crystaline Si. It is known that such ultrathin
(~2 nm) SIO, growth is difficult if not impossible by a thermal process at low
temperature, due to low sticking ability of incidence oxygen species. However,
thermal oxidation at high temperature does not offer the possibility to obtain
ultrathin and high-k dielectric SiO,. Furthermore, the control of the oxide
thickness is very difficult at high temperature because of high oxygen
diffusivity. Recently, however, it has been shown that such ultrathin oxide can
be grown and tuned even at low temperature (including room temperature), by
hyperthermal oxidation or when performed on non-planar S surfaces (e.g., S
nanowires or spheres).

In this work, | have therefore studied two main topics. (1) hyperthermal Si
oxidation and (2) thermal oxidation of Si nanowires. These investigations were
carried out by applying molecular dynamics calculations using the ReaxFF
(Reactive Force Field) potential, developed by Prof. A. C. T van Duin and co-
workers.

1. Hyperthermal oxidation of planar S surfaces. Although various
theoretical and experimental studies have been carried out to investigate the
silicon oxidation process even a room temperature, hyperthermal silica growth
in general and the initial stages in particular have not yet been investigated in
full detail. A number of related studies has therefore been carried out to
elucidate this oxidation process.

First of al, I have investigated the interaction of thermal and hyperthermal O
and O, with a Si(100){ 2x1} surface. All my investigations, the Si(100) surface
IS chosen as this is the most important surface facet for metal-oxide-
semiconductor device fabrication. This oxidation process is aso of importance
for spacecrafts traveling through the low-Earth orbital, in which the dominant
components are hyperthermal oxygen species (i.e., O, O,", Os, €etc.), which can
seriously damage the spacecraft surface. The simulations demonstrate that at
low impact energies (<10 eV), the impinging oxygen atoms remain confined to
the surface layers, and that the damage to the bulk isvery limited and purely in-
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duced by the chemisorption process. At higher eegrgp to 100 eV, the O
atoms can penetrate in the crystal up to 20 A. @hgen atoms cannot move
deeper into the bulk due to the associated aabiwvagnergy barrier. The limit
depth of the penetrating O species is deeper famiat oxygen compared to
molecular oxygen. At these higher energies, the aggmis much more
pronounced, and primary and secondary knock-onladisments of Si are
observed. This results in two distributions in thgatially resolved defect
distributions. Furthermore, the results show that lbw energies (1-5 eV) are
more suitable for the Si oxidation.

Understanding the appearance of an ultrathin siéigar ultimately requires
atomic level information. While numerous studievéh&lucidated the overall
oxidation behavior, various aspects, such as doxidation or the effect of the
growth temperature, are still poorly understoodsdilthere are still many open
guestions regarding the oxide growth mechanismhia bxidation process,
which is significantly different from the mechaniam the thermal oxidation
case.

Therefore, reactive molecular dynamics calculatiwase carried out in order
to investigate the growth mechanism of new oxideis during hyperthermal
oxidation (i.e., initial kinetic energies in thenge 1-5 eV) of the Si(100){2x1}
surface in a wide temperature range (100 K -13Q0TKg results show that, in
the initial oxidation stage, incident oxygen speaan penetrate deeper than the
Si top-most surface and can directly oxidize Sissuface layers, in contrast to
thermal oxidation. The temperature dependence peitgermal Si oxidation
was analyzed and a transition temperature of al@itk was found: below this
temperature, the oxide thickness only depends enirtipact energy of the
impinging species. Above this temperature, the @xidckness depends on the
impact energy, type of oxidant and the surface tratpre.

The initial stage of the oxide growth mechanism aig® compared with two
different thermal models, i.e., the Deal-Grove améctive layer” mechanisms.
The hyperthermal Si oxidation mechanism is fountdecsignificantly different
both mechanisms due to direct oxidation.

The oxygenated silicon structure was analyzed gion into three regions,
I.e., amorphous silicaa{Si0,), a transition layer (or Si|Spdnterface), and the
crystalline silicon ¢-Si). The partial charge and mass density distiobgt in
these structures show that the silica can readhchkness of about 2 nm in a
hyperthermal oxidation process induced by oxygematand molecules with
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incident energies 1-5 eV at room temperature. thexefore concluded that
control over the ultrathia-SiO, thickness is possible by hyperthermal oxidation
of silicon surfaces at temperatures lower thanagertransition temperature
(e.g., at room temperature).

The radial distribution function (RDF) indicatestlthe silica bulk contains a
number of intrinsic defects (i.e., incorrect cooation of Si or O atoms, oxygen
vacancies) and oxygen peroxyl linkages, both in lthék as well as at the
surface. Diffusion of peroxyl oxygen bridges copldy a role in the oxidation
during the formation of ultrathin silica films. Thmverall spread of the angle
distribution confirms the amorphous character & 81G (a-SiO,) structure.
Also, the Si-O-Si and Si-Si-O bond-angle distribn8 indicate some defects,
e.g., Si-O-Si triangular configurations (or “Si eme linkages”) exist in the-
Sija-SiO, interface, which can be explained by a physiaalsstenhanced bond
breaking mechanism.

A comparison with several interface models devedofiz the traditional
thermal oxidation was also performed. The thickridsthe interface formed at
low temperature was found to be about 0.5 nm, whgHairly close to
experimental data. It was also found that intediastresses (~ 2 GPa) during
hyperthermal oxidation at room temperature sigaiftty slow down the inward
silica growth.

2. Thermal oxidation of Si nanowires. Oxidation of nano-structured silicon is
expected to be a key process to fabricate Si-baksironic devices in near-
future technology. Specifically, core-shell silicaranowires (Si-NWs) have
being envisaged to be used as nanowire field-effaosistors and photovoltaic
devices. In these nanodevices, control over thratblh oxide shell thickness is
highly important. Usually, such small Si-NWs can digtained by oxidizing
large diameter Si-NWs and removing the oxide sha&lthough electronic
devices are continually shrinking in size, the fation of ultra-small diameter
Si-NWs has not yet been investigated at the at@oade.

In this work, the formation of core shell Si-NWs 8y thermal oxidation of
(100) Si nanowires with initial diameters from Inth to 3.0 nm and in the
temperature range 300 K - 1273 K was investigatgddactive molecular
dynamics simulations. The dry oxidation kineticsaisalyzed in comparison
with other existing models. Two temperature-depaha&idation mechanisms
are found, resulting in two types of structureseH-limiting process that occurs
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at low temperature, resulting in a Si core | WiratSiO, silica shell (i.e.,
semiconductor + dielectric) oc-Si|SiQJa-SiO, nanowire, and a complete
oxidation process that takes place at a higher e¢eatpre, resulting in the
formation of an ultrathin SiQsilica (i.e., dielectric) nanowire. The transition
temperature between both regimes was found toaserwith the NW diameter.
The presented calculations predict for the paytialkidized c-Si|SiQja-SiO,
nanowires that the Si-core-§i) and the total nanowire radius depend on the
initial Si-NW diameter and inversely depend on tix@ation temperature. The
final radii of the c-Si|SiQJa-SiO, nanowires are close to the theoretically
suggested radii.

Stress calculations were also performed to studyotkidation behavior of
these ultra-small nanowires. It is found that a pessive pressure and stress
may significantly reduce the oxidant transport Ire toxide region and its
reaction with the Si-core. Specifically, when themperature increases, the
interfacial stresses decrease. This is consistéht previous theoretical work.
However, it was also found that the compressiveriatial stresses decrease
with increasing curvature for the 1-3 nm Si-NWs astigated, which is in
contrast to the theoretical suggestions for Si-NWtha micro-scale. Generally,
it can be concluded that an accurate control oter ihterfacial stress by
choosing a suitable oxidation temperature and Si-ti#neter can lead to a
precise control over the Si-core radius at the seale.

In conclusion, in this work, various important issthave been resolved and
several mechanisms have been elucidated in botartinggmal Si oxidation and
thermal Si-NW oxidation. The results give usefdbmmation for the fabrication
of silica-based devices in the nanoelectronicsstrgu
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De groei van dunne Sgdagen op kristallijn Si is tegenwoordig een erg
belangrijk onderwerp in de fabricage van microet@uta en fotovoltaische
toestellen (bv. MOSFETS, zonnecellen, optischerdipbenz.). Het is bekend dat
oxidatie bij lage temperatuur zeer moeilijk is, wag de erg lage
reactiecoéfficiént van de invallende zuurstofdesltAnderzijds laat oxidatie bij
hoge temperatuur niet toe om ultradunne, hogkélectrische Si@lagen te
vormen. Bovendien is een accurate controle ovelikde van de gevormde SiO
laag moeilijk bij hoge temperatuur omwille van degh O-diffusiviteit.

Het is echter aangetoond dat dergelijke dunne laggngevormd kunnen
worden bij lage temperaturen, en zelfs bij kamepmatuur, door gebruik te
maken van hyperthermische oxidatie. Dit hyperthechne oxidatieproces kan
bovendien toegepast worden op zowel viakke Si-opgldien als op Si-
nanodraden. In deze thesis is deze hyperthermisadatie onderzocht, in het
bijzonder met het oog op de oxidatiekinetiek enaigita op atomaire schaal.
Hierbij werd gebruik gemaakt van moleculaire dynean{MD) simulaties,
gebaseerd op de zogenaamde ReaxFF potentiaal \&oISiO systeem,
ontwikkeld door Prof. A. C. T. van Duin (PennStategrgelijke reactieve MD
simulaties zijn bijzonder geschikt om chemischectiea in (relatief) grote
atomaire en moleculaire systemen te bestuderen.

Het onderzoek voorgesteld in deze thesis is dan gefocust op twee
onderwerpen: (1) hyperthermische oxidatie van \dakKicium oppervlakken,
en (2) thermische oxidatie van Si-nanodraden.

1. Hyperthermische oxidatie van vliakke Si-opperviakken. Hoewel reeds
een aantal theoretische en experimentele studresiimjevoerd met betrekking
tot de oxidatie van Si(100) oppervlakken bij kamerperatuur, is de
hyperthermische groei van een silicalaag en inbijebnder de eerste stadia
daarvan nog niet in detail onderzocht. In alle sidiitgevoerd in dit werk is
het Si(100) oppervlak onderzocht, vermits dit hedbgrijkste oppervlakte facet
Is voor metaaloxide halfgeleider componenten. Ddareen zijn deze studies
ook relevant voor ruimtevaartuigen die in de zogemde “low-Earth orbital”
bewegen, waarin de belangrijkste deeltjes de hgpertische zuurstofdeeltjes
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(zoals O, G, O,", G;, ...) zijn. Deze deeltjes kunnen door botsingen imsniet
buitenoppervlak van het ruimtevaartuig beschadigen.

In een eerste studie werd daarom onderzocht hoen QO deeltjes
interageren met een Si(100){2x1} opperviak, in fimozan hun energie. Bij
lage invallende energie (< 10 eV), blijven de ztofdeeltjes beperkt tot de
bovenste opperviaktelagen, en is de schade aanlkledy beperkt en volledig
geinduceerd door chemisorptie. Bij hogere energie#rii00 eV, kunnen de O
atomen dieper in het kristal penetreren, tot op dmpte van 20 A. De
zuurstofatomen kunnen echter niet verder in hetddridringen ten gevolge van
de geassocieerde energiebarriere. De maximaleeddipt de zuurstofatomen
kunnen bereiken is groter in het geval van atomengacts dan in het geval van
moleculaire impacts. Bij deze hogere energieérdeisschade veel groter en
primaire en secundaire “knock-on” verplaatsingem V@i-atomen worden
waargenomen. Dit resulteert in twee distributieslénruimtelijk geresolveerde
defect distributies. De resultaten tonen ook adrdddage impactenergieén (1 —
5 eV) het meest geschikt zijn voor gecontroleereexilatie.

Een fundamenteel begrip van de vorming van ultraduwsilica lagen vereist
uiteindelijk inzicht op atomaire schaal. Onderzo@ processen op atomaire
schaal geven bovendien inzicht in de initiéle ggtaglia. Hoewel reeds een
aantal onderzoeken uitgevoerd zijn met betrekkimighiet oxidatieproces op
kamertemperatuur, blijven verschillende aspectea)szdirecte oxidatie of de
invioed van de temperatuur op het oxidatieprocespraisnog niet goed
begrepen. Ook zijn er nog steeds open vragen meekkang tot het
hyperthermische groeimechanisme, dat significansohglit van het thermische
proces.

Daarom zijn reactieve MD simulaties uitgevoerd oet groeimechanisme
van Si-oxide lagen op Si(100){2x1} oppervlakken teestuderen onder
hyperthermische condities. In deze simulaties hebbde invallende
zuurstofdeeltjes een energie in het gebied 1 — 5 e@&Vis de temperatuur
gevarieerd in het gebied 100 K — 1300K. De reseiitabnen aan dat in de
initiéle groeifase, de invallende zuurstofdeeltghsper in het kristal kunnen
dringen dan in thermische oxidatie, dwz., diepenrian doordringen dan de
bovenste opperviaktelagen. De temperatuursafhgktkeld van de
hyperthermische oxidatie werd onderzocht en eersittatemperatuur van 700
K werd vastgesteld: onder deze temperatuur, bigktdikte van de oxidelaag
enkel afhankelijk te zijn van de impactenergie darnnvallende deeltjes. Boven
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deze temperatuur echter, is de dikte van het ersultle oxidelaagje afhankelijk
van de impactenergie, het type van invallend deeljjsook van de
Substraattemperatuur.

De initiéle fase werd vergeleken met twee versshde thermische
modellen, nl. het Deal-Grove model en het “reaeti@ag model”. De resultaten
behaald in dit werk tonen aan dat hyperthermiscti@atie niet beschreven kan
worden door deze modellen, ten gevolge van het kemoen van directe
oxidatie.

De geoxigeneerde siliciumstructuur is geanalyzeldr een verdeling in
drie gebieden: een amorfe silica-i0,) laag, een transitielaag (Si|SIO
interface), en het kristallijne silicium (c-Si). $dibuties in partiéle ladingen en
massadichtheid van deze structuren tonen aan dalicktaag tot 2 nm dik kan
worden in het hyperthermische proces, waarbij daliende O atomen en,O
moleculen een energie van 1 — 5 eV hebben bij kemmg@eratuur. Hieruit kan
geconcludeerd worden dat controle over de ultradarsiO, dikte mogelijk is
door gebruik te maken van hyperthermische oxidadie siliciumopperviakken
bij een temperatuur lager dan de transitietemperatu

Radiale distributiefuncties (RDF) tonen aan datsdiea bulk intrinsieke
defecten bevat (dwz., incorrecte codrdinatie van @i O-atomen en O-
vacatures), alsook zuurstof peroxylbruggen. Dezexytbruggen komen zowel
in de bulk als aan het oppervlak voor. Diffusie vaeze zuurstof
peroxylbruggen kunnen een belangrijke rol spelgrdéioxidatie ter vorming
van ultradunne silica lagen.

Naast RDFs werden ook de hoekdistributiefunctiesdtlar distribution
functions”, ADF) berekend. De spreiding in dezerthsities toont aan dat het
gevormde Si@ amorf is. De Si-O-Si en Si-Si-O distributies toneovendien
defecten aan, zoals het voorkomen van Si-O-Si dek$configuraties (“Si
epoxide bruggen”). Deze epoxiden komen voor ircja-SiO, interface, en
kunnen verklaard worden aan de hand van het ggedssiuceerd breken van
bindingen. Omwille van het belang hiervan, werd dekmorfologie van de-
Sija-SiO, interface bij lage temperatuur nauwkeurig onddnzo®ovendien
werd een vergelijking met verschillende interfacedellen, zoals ontwikkeld
voor traditionele thermische oxidatie, doorgevo@&d.dikte van de interface bij
lage temperatuur bedraagt ongeveer 0.5 nm, hetgaen redelijke
overeenstemming is met experimentele gegevens. |okEnswerd ook
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aangetoond dat de stress in de interface (~ 2 GBahs de hyperthermische
oxidatie de inwaartse groei van silica bij kamegienatuur sterk vertraagt.

2.Thermische oxidatie van Si-nanodraden. Dunne “core-shell” silicium
nanodraden bieden perspectief om gebruikt te woalemanodraad veldeffect
transistoren en fotovoltaische componenten. Oolleipe nanocomponenten is
controle over de precieze dikte van de oxide laaggroot belang.

Gewoonlijk worden dunne Si-nanodraden bekomen dmenw dikke Si-
nanodraad thermisch te oxideren, en vervolgenkiee te verwijderen. Dit
leidt echter niet altijd tot nauwkeurige controleo de oxide laag. Ondanks de
continue miniaturizatie van elektronische compoeenen het nut van Si-
nanodraden, is de vorming van ultradunne Si-nami@iranog niet onderzocht
op atomaire schaal.

Specifiek werd in deze thesis de vorming van cbedtsSi-nanodraden door
droge thermische oxidatie van Si(100) Si-nanodradederzocht bij een
temperatuur in het gebied 300 K — 1273 K. Dezeddiedraden hadden initieel
een diameter tussen 1.0 en 3.0 nm. In het bijzoneed de oxidatiekinetiek
onderzocht en vergeken met bestaande modellen.

Twee temperatuursafhankelijke oxidatiemechanismesrden gevonden,
resulterend in twee types van structuren: eneregszelf-limiterend proces dat
plaatsvindt bij lage temperatuur, en dat leidtdetvorming van een Si core |
ultradunne Si@ oxide shell (dwz., een halfgeleider + isolatoustuur) ofc-
Si|SiQJa-SiO, nanodraad, en anderzijds een volledig oxidatiegwodat
plaatsvindt bij hogere temperatuur, en dat leidt de vorming van een
ultradunne Si@silica (dwz., isolator structuur) nanodraad. Dadaties tonen
aan dat de transitietemperatuur tussen beide regioemeemt met toenemende
nanodraad diameter. Bovendien werd gevonden datdepartieel geoxideerde
c-Si|SiQa-SiO, nanodraden de Si-kern en de totale nanodraad thame
evenredig zijn met de initi€éle diameter en omgetemrenredig zijn met de
oxidatietemperatuur. De uiteindelijke straal vangdsormdec-Si|SiQJa-SiO,
nanodraden komt goed overeen met de theoretisailspelde waarde.

Om het oxidatiegedrag van deze ultradunne dradeterde bestuderen,
werden ook stress berekeningen uitgevoerd. Dezelaies tonen aan dat het
optreden van een compressieve stress het transpofiet oxidans in de oxide
regio en de reactie met de Si-kern sterk kan \ggtraDe interface stress daalt
met toenemende temperatuur, hetgeen consisterdtieerder theoretisch werk.
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Part III. Samenvatting Samenvatting en conclusies

De berekeningen tonen echter ook aan dat de cosigvesinterface stress ook
daalt met toenemende curvatuur van de onderzoahtiden, hetgeen in
tegenspraak is met de theoretische bevindingen owridiatie op microschaal.
Uit de uitgevoerde berekeningen kan geconcludeerdien dat een accurate
controle van de interface stress bekomen kan wodier controle van de
oxidatie temperatuur en de diameter van de Si-raadd Dit leidt op zijn beurt
tot een accurate controle van de diameter van der8i in het nanoschaal
regime.
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Appendix A. Force field parameters for Si-O system (Buehler et al.,
2006-2007)

Reactive MD-force field, Buehler PRL 2006, 2007
39 I Nunber of general paraneters
50. 0000 ! Overcoordi nati on paraneter
5.5469 ! Overcoordi nati on paraneter
21.2839 !Val ency angl e conjugation paraneter
.0000 !'Triple bond stabilisation paramneter
.5000 !'Triple bond stabilisation paraneter
. 0000 ! Not used
. 0159 ! Undercoordi nati on paraneter
.0000 !'Triple bond stabilisation paramneter
. 0878 ! Under coordi nati on paraneter
. 0238 ! Under coordi nati on paraneter
.8107 !'Triple bond stabilization energy
. 0000 !Lower Taper-radius
. 0000 ! Upper Taper-radius
. 8793 ! Not used
. 8667 !Val ency undercoordination
. 6125 !'Val ency angl e/l one pair paraneter
. 0563 !Val ency angle
. 0384 !Val ency angl e paraneter
. 1431 ! Not used
9290 ! Doubl e bond/ angl e paraneter
3989 ! Doubl e bond/ angl e paraneter: overcoord
9954 ! Doubl e bond/ angl e paraneter: overcoord
4837 ! Not used
7747 ! Tor si on/ BO par anet er
0000 ! Torsi on overcoordination
3276 ! Torsi on overcoordi nation
2327 ! Conjugation 0 (not used)
1645 ! Conj ugati on
5591 !vdWaal s shi el di ng
1000 !Cutoff for bond order (*100)
8921 !Val ency angl e conjugati on paraneter
6356 ! Overcoordi nati on paraneter
6937 ! Overcoordi nati on paraneter
5067 !Val ency/ | one pair paraneter
5000 ! Not used
0000 ! Not used
0000 ! Mol ecul ar energy (not used)
. 0000 ! Mol ecul ar energy (not used)
. 6052 !'Val ency angl e conjugation paraneter

.
NW B R
NRPUOWONOOWWOOR R OW

A

RPOUOCONURERNORNRERNOANWOODOD

N

7 I Nr of atons; cov.r; val ency;a. m Rvdw, Evdw, gammaEEM cov.r2; #
al f a; gammavdW val ency; Eunder ; Eover ; chi EEM et aEEM n. u
cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n. u.
ov/un;val 1;n.u.;val 3, vval 4
C 1.3931 4,0000 12.0000 2.0430 0.0715 0.8712 1.2481 4, 0000
10. 5900 1.9058 4.0000 38.2875 75.7665 5.7254 6. 9235 0. 0000
1. 2520 0. 0000 206. 7910 5.3452 24.6774 12.1341 0. 8563 0. 0000
-10. 8644 2.4601 1. 0564 6. 2998 2.9663 0. 0000 0. 0000 0. 0000
H 0. 6555 1. 0000 1. 0080 1. 6558 0. 0228 0.7625 -0.1000 1. 0000
10. 0764 4,1572 1. 0000 0. 0000 116. 3988 3.8196 9. 8832 1. 0000
-0. 1000 0. 0000 54.9848 4,0736 2.6883 1. 0000 1.0698 0. 0000
-12.5850 2.7466 1.0338 6. 2998 2.8793 0. 0000 0. 0000 0. 0000
(0] 1. 1534 2.0000 15.9990 1.7195 0.1292 0. 7819 0. 9660 6. 0000
10. 2695 4,0190 4.0000 32.8323 116.0768 8. 5000 7.3000 2. 0000
0. 9800 6.8930 -1.1912 2.7851 2.1946 1. 0000 0. 9745 0. 0000
-6.7189 2.6656 1. 0493 6. 2998 2.9225 0. 0000 0. 0000 0. 0000
N 1. 2360 3.0000 14.0000 1.9333 0.1373 0. 8596 1.1602 5. 0000
10. 0725 8. 0467 4. 0000 34.5504 100. 0000 6.8418 6. 3404 2. 0000
1.0365 14.7406 138.0808 2.5032 2.7335 2.6432 0. 9745 0. 0000
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-15. 0000 2.6491 1.0183 6.2998 2.8793 0.0000 0.0000 0.0000
S 1. 9405 2.0000 32.0600 2.0677  0.2099 1.0336 1. 5479 6. 0000
9.9575 4.9055 4.0000 52.9998 112.1416 6.5000 8.2545 2.0000
1. 4601 9. 7177 201.5221 5.7487 23.2859 12.7147 0.9745 0.0000
-11. 0000 2.7466 1.0338 6.2998 2.8793 0.0000 0.0000 0.0000
Si 2.0175 4.0000 28.0600 2.0473 0.1835 0.6587 0.9641 4.0000
12. 3588 1.2523 4.0000 21.7115 139.9309 2.4081 6.4081 0.0000
-1.0000 0.0000 128.2031 8.7895 23.9298 0.8381 0.8563 0.0000
-4.7525 2. 1607 1.0338 6.2998 2.5791 0.0000 0.0000 0.0000
X -0.1000 2. 0000 1.0080 2.0000 0.0000 1.0000 -0.1000 6. 0000
10. 0000 2.5000 4.0000 0.0000 0.0000 8. 5000 1.5000 0.0000
-0.1000 0.0000 127.6226 8.7410 13.3640 0.6690 0.9745 0.0000
-11. 0000 2.7466 1.0338 6.2998 2.8793 0.0000 0.0000 0.0000
18 I Nr of bonds; Edisl;LPpen;n.u.;pbel; pbo5;13corr; pbo6
pbe2; pbo3; pbo4; n. u. ; pbol; pbo2; ovcorr
1 1 150.2857 102.1226 73.9998 0.1094 -0.5558 1.0000 17.2117 0.5000
0.2455 -0.2256 9. 4807 1.0000 -0.1005 6.0387 1. 0000
1 2 167.9626 0.0000 0.0000 -0.4259 0.0000 1. 0000 6. 0000 0.5000
18. 9231 1.0000 0.0000 1.0000 -0.0102 8.2763 0.0000
2 2 166.5174 0.0000 0.0000 -0.3599 0.0000 1. 0000 6. 0000 0.6500
10. 6518 1.0000 0.0000 1.0000 -0.0177 5.3255 0.0000
1 3 172.8767 109.3662 93.2629 0.5518 -0.2029 1.0000 19.7207 0.5000
0.4387 -0.2871 9. 2845 1.0000 -0.1406 5.6488 1. 0000
3 3 81.4891 30.2266 202.3398 0.7334 -0.0688 1.0000 10.4340 0.7000
1.2986 -0.1057 5.7341 1.0000 -0.1770 5.0269 1. 0000
1 4 170.0282 132.5726 69.9149 0.2278 -0.1754 1.0000 30.0000 0.6500
0.2304 -0.3072 8. 6708 1.0000 -0.1771  4.9068 1. 0000
3 4 147.4287 109.4565 61.7111 0.9507 -0.1616 1.0000 21.7802 0.7500
0.7441 -0.3665 7.2396 1.0000 -0.2439 4.8277 1. 0000
4 4 154.5270 128.3844 139.6322 0.2171 -0.1418 1.0000 13.1260 0.7500
0.3601 -0.1310 10.7257 1.0000 -0.0869 5.3302 1. 0000
2 3 217.6778 0.0000 0.0000 -0.7049 0.0000 1. 0000 6. 0000 0.4031
4.9325 1.0000 0.0000 1.0000 -0.0668 4.4019 0.0000
2 4 212.4218 0.0000 0.0000 -0.5681 0.0000 1. 0000 6. 0000 0.6000
9. 7582 1.0000 0.0000 1.0000 -0.0307 6.0744 0.0000
1 5 128.9942 74.5848 55.2528 0.1035 -0.5211 1.0000 18.9617 0.6000
0.2949 -0.2398 8.1175 1.0000 -0.1029 5.6731 1. 0000
2 5 151.5159 0.0000 0.0000 -0.4721 0.0000 1. 0000 6. 0000 0.6000
9. 4366 1.0000 0.0000 1.0000 -0.0290 7.0050 0.0000
3 5 0.0000 0.0000 0.0000 0.5563 -0.4038 1.0000 49.5611 0.6000
0.4259 -0.4577 12.7569 1.0000 -0.1100 7.1145 1. 0000
4 5 0.0000 0.0000 0.0000 0.4438 -0.2034 1.0000 40.3399 0.6000
0.3296 -0.3153 9.1227 1.0000 -0.1805 5.6864 1. 0000
5 5 96.1871 93.7006 68.6860 0.0955 -0.4781 1.0000 17.8574 0.6000
0.2723 -0.2373 9. 7875 1.0000 -0.0950 6.4757 1. 0000
6 6 78.0276 54.0531 30.0000 0.5398 -0.3000 1.0000 16.0000 0.0476
0.2865 -0.8055 7.1248 1.0000 -0.0681 8.6957 0.0000
2 6 192.0767 0.0000 0.0000 -0.5621 0.0000 1. 0000 6. 0000 0.3529
22.1879 1.0000 0.0000 1.0000 -0.0377 7.2563 0.0000
3 6 252.6471 53.4022 43.3991 -0.7699 -0.3000 1.0000 36.0000 0.6262
8.4871 -0.8398 26.9303 1.0000 -0.0982 7.8659 1. 0000
3 I Nr of off-diagonal terns; Ediss; Ro;gamm;rsigma;rpi;rpi?2
2 6 0.0503 1.5421 13.5806 1.3054 -1.0000 -1.0000
3 6 0.1481 2.0087 11.4016 1. 6805 1.4330 -1.0000
2 3 0.0427 1.7283 10.2714 0.9397 -1.0000 -1.0000
61 I Nr of angles;atl;at2;at3; Thetao, o; ka; kb; pvl; pv2; val (bo)
1 1 1 75.3892 20.0233 2.1017 2.4996 0.0031 35.9933 1. 0400
1 1 2 71.5185 11.6939 6.5331 0.0000 0.0000 0.0000 1. 0400
2 1 2 72.0977 8.3496 2.2003 0.0000 0.2000 0.0000 1. 0400
1 2 2 0.0000 0.0000 6.0000 0.0000 0.0000 0.0000 1. 0400
1 2 1 0.0000 28.5244 6.0000 0.0000 0.0000 0.0000 1. 0400
2 2 2 0.0000 27.9213 5.8635 0.0000 0.0000 0.0000 1. 0400
1 1 3 74.0268 28.8967 1.2260 0.0000 4.6228 0.0000 1. 0400
3 1 3 80.2138 52.6408 1.3212 0.0000 4.6228 -35.0000 1. 0400
1 1 4 66.4599 51.9415 0.7082 0.0000 4.6228 0.0000 1. 0400
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OO OO O0OOOOONRPRFRPOWONWNOIOWNWNNONNRERPERENEPRERPNNAOWWOWREPRERPNMNNMRPEPRAOWWRREPENNMNNRPRAOWORRPRERPEPNNA®

NNNWWWOOOOOOUIUIUIUITFRL OIERLNNNNNNNNAAEEDAEDRDRDIDMDIDDMDNODWLWWWWWWWWWNRERRER

ARWNRPRWNRNRRRERE

DO WWONOOOUINONORFRORMWRADMWARARWNDRWONDRA,ORAORLRNPPWONMADNWDDRWRARMWOWAED

Nr

ABRADDRWWWNNRREE

OO O0OO0OO0OOCOOCONNE

. 1764 40.
. 4646 7.
.3704 19.
.6759 13.
. 0000 0.
. 4435 43.
.4803 53.
. 4608 53.
.4963 61.
. 0601 38.
.5183 54.
. 1464 36.
.4640 10.
.0795 48.
. 7479 15
.5355 19.
. 6934 20.
. 1599 13.
. 8323 35.
.6183 29.
. 2419 20.
. 6606 49.
. 7810 66.
.4242 36.
. 3507 23.
. 0000 0.
0. 0000
. 0000 0
. 0000 0
. 0000 0.

0

0

0000

. 0000
. 0000 0.
. 9397 25.
. 9521 36.
. 9397 25.
.1791 36.
. 3644 36.
.1959 36.
.3331 36.
.0490 32.
. 9021 14.
. 2257 16.
.5932 16.
.0560 21.
.2491 11.
. 8239 1.
. 6231 7.
.4020 18.
. 0000 47.
.0000 31.
.0000 31.
of torsions;atl;at?2;

. 0000
. 0000
. 0000
. 0000
. 0000
. 2595
. 0000
. 6089
. 7302
. 0000
. 4947
. 7105

NOONNORFRPROOOOO

5898
7402
7034
4161
0019
0224
9823
6036
0192
7432
0833
8788
1026
4138
4269
5076
6976
8502
2858
5041
4666
2031
7825
9752
0120
0019

0. 0019

. 0019
. 0019
0019
. 0019
. 0019
0019
0560
9951
0560
9951
9951
9951
9951
4076
1096
0297
1656
3156
8348
2281
6711
1749
1300
5209
0427

25. 1267
15. 9983
50. 0880
0. 0000
0. 0000
112. 3590
0. 1000
-1.7346
104. 9719
0. 1000
36.1724
91. 7450

POOPRPROORONREPENNNNENRPOOOOIOOOIOINPOOWRRRREPREAREARPENROOOOOINNE

.6351
. 9526

5917
9166
3000
6138
8786
7017
0093 -3
1471
9745
3932
7764
4565
2247
2344
4669
8371
4738 -
2928
1280
6194
9625
1820
3616
0000
0000
0000
0000
0000
0000
0000
0000
8787
0903
8787
0903
0903
0903
0903
2648
6768
1560
5837
5715
1760
2412
5986
2713
0000
0000

N

[eNoNeololoololojolololooNoloNoloNoloNoloNoloNolololoNoNoNoloNeol Vi loNeoloNoleololoN oo JolloNoloNoNoNoNo]

. 5625
at3;at4;; Vl; V2; V3;

o

. 2722
0. 4583
. 3349
. 0000
. 0000
. 6986
. 0200
. 1083
. 3292
. 0200
L1127
. 9165

POOOOOOOO0OO

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 4200
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 5494
. 0087
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 1463
. 1463
. 0000
. 0000
. 1463
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

-4.6251
-4.0203
-5.3444
0. 0000
0. 0000
-4.0480
-2.5415
-4.7170
-4.6130
-2.5415
-5.7235
- 3.49083
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PPPNPWOOOWNROOOOO0O0O0O00000000000OONNNNNNOOOOODOOOOO0OOAR

. 6228
. 6228

0000
0000
0000
4897
4897
4897
4897
4897
4897
0000
0000
0000
0000
7993
7993
7993
7993
7993
7993
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0559
0559
0000
0000
0559
0000
0000
0133
6264
8421
5470
5983
4141
7260
4086
6177
6371
6371

. 6371

-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327
-1.2327

[cNoNoloNoololololololooNoloNoloNoloNoloNoloNololololooNololeoJolooNolololeololoNoloNololoNoloNoNoNoNo]

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
V2(BO); vconj;n.u;n

o

. 0000
0. 0000
0000
0000
0000
0000
0000
0000
0000
0000
. 0000
. 0000

cooooooo000

e e el ol ol e e e i e ol

0400

. 0400

0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400
2899
0400
0400
0400
0400
0400
0400
0400
0400
0400
0400

. 0400

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

cNoloNoNoNoNoNoNoNoNoNe]
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GQUAaAaPrWRAROWWOONNOOOMO

NOONOOIRFR PP

NNNNNNNDNDN

OO0 UTou b

Nr

ahrhwoobhwbw

oOooNOOODMO

-1.
-1.
-1.
-1.
-1.
0.
0.
0

2327
2327
2327
2327
2327
0000
0000
0000

0.0000 12.4562 0.0000 -3.6133
-6. 0000 48.9253 0.1230 -5.0000
3.3423 30. 3435 0.0365 -2.7171
-0.0555 -42.7738 0.1515 -2.2056
0. 0000 0. 0000 0. 0000 0. 0000
0. 0000 0. 0000 0.0640 -2.4426
0. 0000 0. 0000 0.1587 -2.4426
0. 0000 0. 0000 0.1200 -2.4847 .
of hydrogen bonds; at 1; at 2; at 3; Rhb; Dehb; vhb1l
2.1047 -5.2340 3. 6501 1.8988
1.3705 -12. 4623 3. 6501 1.8988
1.5780 -5.5050 3. 6501 1.8988
1.6506 -4.9753 3. 6501 1.8988
2.2982 -4.2337 3. 6501 1.8988
2.2237 -4.9119 3. 6501 1.8988
2.3781 -2.9505 3. 6501 1.8988
2.3400 -4.4265 3. 6501 1.8988
2.4461 -2.0000 3. 6501 1.8988
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cocoocooo0

. 0000
. 0000

0000
0000
0000
0000
0000

. 0000

[cNoNoNoNoNoNoNe)

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
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