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A B S T R A C T

We present a fluid model for (near-)atmospheric pressure air microwave plasma that couples fluid dynamics, 
microwave field heating, thermal chemistry, and the transport of chemically reactive species. The model is 
validated against experimental data from [1], which investigated an open microwave torch for NOx formation 
from air at 0.65 bar and specific energy inputs below 52 kJ/mol. The laminar model accurately reproduces the 
temperature profile, while both the laminar and turbulent models show excellent agreement with experimental 
results for NOx production. Additional validation is performed using the experimental results of [2] at atmo
spheric pressure, encompassing a broad range of flow rates (5–90 slm) and specific energy inputs (10–300 kJ/ 
mol). For both laminar and turbulent flow, the model demonstrates good agreement with experimental mea
surements of core electron densities and NOx concentrations at the outlet. Furthermore, analysis of the simu
lation results provides detailed insights into the mechanisms of NOx formation and quenching within the plasma 
and its effluent. These insights highlight the benefits of high operating pressures and, for specific energy inputs 
above 100 kJ/mol, the need for rapid quenching beyond passive wall cooling. As the model does not rely on 
experimental data for parameterization, it offers predictive capabilities that make it a valuable tool for model- 
driven plasma reactor design.

1. Introduction

While the Haber-Bosch (H-B) process remains the dominant method 
for industrial nitrogen fixation (NF), it is associated with significant 
environmental challenges. The process accounts for approximately 1–2 
% of global energy consumption and 2 % of natural gas usage, 
contributing to the release of 300 million metric tons of CO2 annually 
[3]. Moreover, the H-B process is not cost-efficient at small scale and 
industrial plants typically produce a minimum of 100 tons of ammonia 
(NH3) per day [4], increasing transport costs. Additionally, the opera
tion of the H-B process requires high temperatures (350–500 ◦C) and 
high pressures (100–300 bar), which makes it difficult to adapt to 
varying loads arising from intermittent renewable energy sources [5].

Plasma processes offer several advantages, including the use of 
abundant resources such as air and water, operation via electricity, and 
flexible, scalable setups with rapid on/off capability, making them well- 
suited for integration with renewable energy sources [6,7]. Conse
quently, various plasma types and reactor designs have been explored 
for NF in the context of fertilizer production, and especially NOx 

production from air is promising (rather than NH3 synthesis) [5,8]. 
While non-thermal plasmas can theoretically achieve superior energy 
efficiency (an energy cost (EC) of 0.2 MJ/mol was postulated in [9]) 
compared to warm plasmas (theoretical EC of 0.86 MJ/mol under con
ditions of 20–30 bar [9]), experimental data often report much higher 
EC for cold plasmas, e.g. 5–100 MJ/mol [5,10–12]. Although the best 
results, i.e., 0.84 MJ/mol with 6 % NO concentration (50 Torr) [13] and 
0.28 MJ/mol with 14 % NO concentration [14], were achieved in low- 
pressure microwave plasmas, these spectacular results achieved in the 
1980 s have not been reproduced and warrant critical assessment. 
Furthermore, the reported low EC values account only for plasma power 
and exclude the energy demands of vacuum equipment and reactor 
cooling systems.

Warm plasmas, such as gliding arcs (GA), atmospheric pressure glow 
discharges (APGD) and microwave (MW) plasmas, have been exten
sively investigated for their potential in gas conversion applications. 
Vervloessem et al. [15] studied NOx formation in a reverse-vortex flow 
GA, achieving a NOx yield of 1.5 % with an EC of 3.6 MJ/mol for a 70/30 
feed ratio of N2/O2. Li et al. [16] recently demonstrated a 40 % 
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reduction in EC in their glow discharge system by lowering the cathode- 
fall voltage through the use of iron electrodes, achieving an EC of 3.7 
MJ/mol. Pei et al. [17] reported a 45 % drop in EC by introducing an 
Al2O3 catalyst downstream of their DC glow discharge, reaching an EC of 
2.9 MJ/mol. Jardali et al. [18] used a rotating GA (RGA) and reported a 
NOx yield up to 5.5 % for an EC of 2.5 MJ/mol at an N2/O2 ratio of 50/ 
50, and these values were further improved by combining the RGA with 
a so-called effusion nozzle (for post-plasma quenching) to a NOx yield up 
to 5.9 % for an EC of 2.1 MJ/mol [19]. Likewise, Tsonev et al. [20] 
applied the above RGA under elevated pressures (up to 3 barg), 
reporting a record-low EC of 1.8 MJ/mol (N2/O2 ratio of 50/50) 
alongside a high production rate of 69 g/h and remarkable NO2 selec
tivity (94 %), important for HNO3 (and fertilizer) production. Recent 
research by Abdelaziz et al. [21] demonstrated an EC of 2.1 MJ/mol at 
relatively high flow rates of 4 L/min using a high-frequency spark 
discharge, again at an N2/O2 ratio of 50/50.

In recent years, microwave power sources have gained significant 
traction in plasma generation due to their precise control and opera
tional stability [22,23]. Unlike (gliding) arc plasmas, they eliminate the 
need for electrode equipment, thereby preventing electrode erosion, 
which can otherwise compromise operational longevity [24]. Kelly et al. 
[25] highlighted the potential of atmospheric pressure air microwave 
plasma-based NOx formation, achieving an EC of 2 MJ/mol for a total 
NOx production of 3.8 % (N2/O2 ratio of 50/50), which is among the 
most efficient ECs reported in the literature.

Despite the various advantages of MW plasma and their relatively 
low EC (as well as of other warm plasmas, like gliding arc and glow 
discharge) for NF compared to other plasma sources, it remains too 
energy-intensive to compete with the H-B + Ostwald process. Indeed, a 
recent techno-economic analysis revealed that plasma-based NF would 
need to achieve an EC of 1–1.5 MJ/mol to become fully competitive with 
the H-B + Ostwald process [26]. Tsonev et al. [27] calculated the 
thermodynamic equilibrium limit for NO production in atmospheric 
pressure air plasmas as 4.5 % NO with EC of 2.7 MJ/mol. However, this 
combination of relatively high NO concentration and low EC has not yet 
been achieved experimentally, as the values reported above were for 
equimolar N2/O2 fractions [15,18–21,25], which always exhibit lower 
EC. Consequently, there is a critical need to develop more efficient 
plasma reactor designs, to further improve their performance, and to 
reach this target EC.

In order to improve current plasma reactor designs, a comprehensive 
understanding of the physical and chemical mechanisms governing 
reactor performance is essential. Zero-dimensional (0D) models serve as 
valuable tools for elucidating chemical processes due to their ability to 
incorporate extensive chemical kinetic schemes with minimal compu
tational cost [28,29]. Numerous kinetic schemes for air plasma have 
been developed in the literature, providing insights into the intricate 
interplay between electronically and vibrationally excited states of N2, 
N, O2, O, and NO [30–32]. Given the large number of plasma species 
involved and the need of resolving electron kinetics, these chemical 
kinetic schemes are thus typically implemented within 0D (or 1D) 
frameworks [30,32]. Indeed, employing such schemes in multidimen
sional frameworks is impractical due to the high computational cost. 
However, accurately describing reactor performance requires not only 
resolving all relevant chemical processes, but also providing a detailed 
description of transport phenomena [33]. Consequently, multidimen
sional models must be developed to guide plasma reactor design and 
optimization.

Compared to the extensive number of 0D and 1D kinetic models 
available for air plasma, multidimensional fluid models are relatively 
scarce. Naidis and Babaeva [34,35] developed a 2D model for low- 
current glow and arc discharge columns in atmospheric-pressure air, 
describing laminar flow, while excluding the complex chemistry of 
electronically excited states.

Recently, multiple models have been developed that couple fluid 
flow and heat transfer in multidimensional models, while treating the 

chemical processes separately in 0D simulations, including only thermal 
chemistry [36,37] or incorporating a complete plasma set [38]. These 
0D models rely on predefined trajectories and temperature profiles 
extracted from the multidimensional simulations. The thermophysical 
mixture properties used in the multidimensional simulations are often 
derived from equilibrium data from literature or interpolated from the 
results of the 0D chemical models. This methodology introduces sig
nificant approximations, as it neglects critical interactions, such as the 
endothermic and exothermic contributions of chemical reactions to heat 
transport, and the influence of chemistry on flow dynamics, e.g., 
dissociation reactions increase the number of particles, leading to gas 
expansion and altered flow fields. Most importantly, the strongest lim
itation of this decoupled approach is the neglection of diffusional 
transport between streamlines, a factor that can significantly impact 
conversion efficiency, as shown in more recent modeling studies 
[39–41].

Tatar et al. [1] recently measured the rotational and vibrational 
temperatures of a warm MW air plasma at 0.65 bar, demonstrating near 
vibrational-translational (V-T) equilibrium. These results suggest that 
resolving V-T non-equilibrium is unnecessary. In addition to the tem
perature measurements, Tatar et al. [1] performed 3D fluid simulations 
of the MW plasma reactor, incorporating full coupling of the gas flow 
field, heat and species transport, and thermal chemistry. Indeed, 
considering near V-T equilibrium and assuming that the rates of 
electron-impact processes are negligible compared to the high rates of 
thermal processes associated with the warm plasma temperatures (T >
5000 K), the use of a simplified thermal chemistry set to describe the 
NOx formation process is justified, eliminating the need to resolve 
electron kinetics and significantly reducing computational costs.

However, Tatar et al. [1] did not solve for the microwave field, but 
instead adopted a heat source with uniform power density, with its size 
and shape determined by analyzing light emission profiles from the 
reactor core. A drawback of this approach is the requirement for the heat 
source shape to be predefined, which restricts the model’s predictive 
capabilities.

On the other hand, significant progress has also been made in the 
development of spatial models that do resolve the MW electric field by 
solving the wave equation based on Maxwell’s equations, but for low 
pressure noble gas plasmas. Diaz et al. [42] developed a self-consistent 
2D axisymmetric model of an argon plasma (8.8–20 mbar; 32–59 W), 
coupling fluid flow, heat transfer, electromagnetics, and electron energy 
balance. Another argon plasma model (2–26.7 mbar; 50–200 W) was 
built by Georgieva et al. [43]. Both models showed satisfactory agree
ment with the available measurements of electron density, electron 
temperature, and gas temperature as a function of pressure.

Compared to low-pressure, the modeling of MW plasma sources at 
atmospheric pressure is much more challenging, primarily due to the 
increased complexity of phenomena such as plasma contraction [44]. As 
a result, these models often exclude detailed chemistry, treating the 
working fluid as a single gas component or focusing on simple noble gas 
chemistry [43,45,46]. Some studies did model MW air plasma at at
mospheric pressure, using varying approximations. Baeva et al. [47] 
developed a 2D model based on Maxwell’s equations describing the 
electric field distribution, using a global kinetic model to calculate 
electron density, temperature, and species population densities for 
specified absorbed microwave power and gas temperature. Tatarova et 
al. [44] constructed a 1D model for a MW air plasma, employing a self- 
consistent approach that accounted for particle kinetics, gas dynamics, 
and wave electrodynamics, along with a comprehensive humid air 
plasma chemistry set. However, the 1D framework prevents it from 
resolving radial gradients and capturing important multidimensional 
effects, such as radial plasma contraction.

In this paper, similar to the recent work of Laitl et al. [48] for mi
crowave CO2 plasma, we present a newly developed fluid model 
describing (near-) atmospheric pressure air MW plasmas, resolving mi
crowave field heating, turbulent flow, transport of heat and species, as 
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well as air thermal chemistry. As it was shown in [1] that 
sub-atmospheric pressure (0.65 bar) air MW plasma operates in near V-T 
equilibrium, we treat the mixture as a hot reactive gas and do not resolve 
electron kinetics, significantly reducing computational costs, and thus 
enabling for the first time the full coupling of chemistry, fluid dynamics 
and electromagnetics of atmospheric pressure air plasma within a 2D 
axisymmetric framework.

To validate the model, we compare its predictions against the 
experimental data from Tatar et al. [1], achieving good agreement in 
terms of NOx production and gas temperature. Given that Tatar et al. [1] 
focused on a relatively low specific energy input (SEI < 52 kJ/mol) and 
sub-atmospheric pressure, we further assess our model calculations 
against the recent experiments of Troia et al. [2] who studied an open 
MW plasma torch for NF in air at atmospheric pressure over a broad 
range of power and flow rate conditions, demonstrating good agreement 
for the NOx production rate across all conditions. The consistency be
tween our model calculations and both experimental datasets for a 
broad range of conditions, without the need for experimental input data 
to parameterize (or finetune) the model, illustrates its predictive 
capabilities.

Based on our modeling insights, we aim to provide here a detailed 
mechanistic understanding of NOx formation and destruction processes, 
as well as transport mechanisms, and how these mechanisms change as a 
function of SEI. In particular, we investigate the ideal operating condi
tions for thermal plasma-based NOx formation, and identify the role of 
back reactions, and thus, in which SEI range active quenching, as in 
[49], is needed to maximize the NOx yield. These valuable mechanistic 
insights provided by our new model, as well as its predictive capabilities, 
establish it as a valuable tool for optimization of plasma reactor design, 
and plasma-based NOx production in future studies.

2. Model description

Our 2D axisymmetric model describes a vortex-stabilized air MW 
plasma and is developed in COMSOL MultiphysicsTM [50], coupling the 
Reynolds-averaged Navier–Stokes (RANS) equations, transport equa
tions of reactive chemical species (including their chemistry), the heat 
balance equation and wave equation defining the microwave field. To 
capture the correct swirl flow in the 2D axisymmetric model, we first 
perform a 3D Navier-Stokes calculation for air at ambient conditions (T 
= 293.15 K; p = 0.65 bar [1] or 1 atm [2]), and the resulting flow field is 

used to parameterise the tangential inlet in the 2D axisymmetric model, 
as discussed in section S.1 of the Supporting Information (SI). Below, we 
first present the geometry considered in the model (different for the 
benchmark experiments of [1,2]), while the model itself is the same for 
both benchmark experiments.

2.1. Geometry

For our first benchmark experiment performed by Tatar et al. [1], the 
model geometry follows the reactor setup described in [1], as illustrated 
in Fig. 1. The plasma reactor consists of a quartz glass tube with an in
ternal diameter of 26 mm and outer diameter of 30 mm, which is 
inserted into a WR340 waveguide guiding 2.45 GHz microwave field. 
Air is introduced through two tangential inlets, each having an internal 
diameter of 1 mm. We note that the fully coupled 2D axisymmetric 
model employs a significantly longer simulation domain than the 3D 
flow model. This extension is necessary to allow the plasma effluent to 
cool to temperatures at which reaction kinetics are effectively frozen. 
We verified that enlarging the computational domain in the 3D model 
does not substantially affect the flow field near the inlet which is used to 
parameterize the tangential inlet conditions in the 2D axisymmetric 
model (see section S.1 in SI).

The second benchmark experiment conducted by Troia et al. [2] also 
investigates an open MW torch for NF, but differs in the method of MW 
plasma generation. The reactor comprises two resonators: a cylindrical, 
broad-band resonator and a coaxial, narrow-band resonator equipped 
with an ignition pin, as illustrated in Fig. 2. A more detailed description 
of the reactor setup is available in [2], although most reactor dimensions 
are not specified. All reactor dimensions were obtained through internal 
communication but are not disclosed here due to confidentiality con
siderations [51].

2.2. 3D gas flow model

The gas flow is described by the RANS equations, comprising the 
governing equations for total mass, momentum, turbulent kinetic energy 
k and specific turbulent dissipation rate ω: 

∇ • (ρu) = 0, (1) 

ρ(u • ∇)u = ∇ • ( − pI + K) (2) 

Fig. 1. Schematic drawing of the experimental reactor (left) of [1], the 3D model geometry (middle) and 2D axisymmetric geometry (right; the letters serve to 
explain the boundary conditions in Table S.1 of SI). In the 2D axisymmetric geometry, length ratios have been modified to improve clarity.
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ρ(u • ∇)k = ∇ • ((μ + μTσk)∇k ) + Plim + β*
0ρωk (3) 

Here, ρ denotes the Reynolds-averaged mass density and u is the 
Reynolds-averaged velocity field, p is pressure, I represents the unity 
tensor and K is the friction tensor. The friction tensor K involves the 
dynamic and turbulent viscosity, and is formulated using the Menter 
shear stress transport (SST) model [52]. The SST model also provides the 
standard formulation of the scaling constants σk, σω and γ, as well as the 
model constant β*

0 = 0.09 and the product-limiting coefficient Plim [52].
In Section 4, the SST turbulence modeling results are compared with 

laminar flow calculations. For the latter, the balance equations for the 
turbulence variables (Eqs. (3)–4)) are omitted, and only the Navier–
Stokes equations (Eqs. (1)–(2)) are solved.

The inlet boundary condition is defined by the volumetric flow rate, 
assuming fully developed flow in the tangential inlets, and the outlet 
boundary is defined by setting the pressure equal to the working pres
sure p0: 

( − pI + K)n = − p0n, (5) 

where n denotes the unit vector normal to the outlet plane.

2.3. Fully-coupled 2D axisymmetric plasma model

The gas flow is again described by the RANS equations (Eqs. (1)–(4)
above) or Navier-Stokes equations in case of laminar flow (Eqs. (1)–(2)), 
now using a cylindrical coordinate system because of the 2D axisym
metric construction [40].

The model includes six chemically reactive species, namely N2, O2, 
N, O, NO and NO2. Their transport and chemistry in the reactor is 
described by the conservation of mass: 

ρ(ũ • ∇)ω̃i +∇ • ji = MiRi (6) 

in which i represents the given species, ω̃i is the Favre-averaged mass 
fraction, Mi is the molar mass and Ri is the reactive source term (mol m− 3 

s− 1). The first and second term in Eq. (6) account for convective and 

diffusive transport, respectively. The diffusive flux vector ji is given by: 

ji = −

(

ρ
(
Di + DT,i

)
∇ω̃i + ρω̃iDi •

∇M
M

− ρω̃i

∑

k=species

Mk

M
Dk∇x̃k

)

(7) 

where Di is the mixture-averaged diffusivity, averaged over the binary 
diffusion coefficients calculated using the Chapman-Enskog theory [53]. 
DT,i denotes the turbulent diffusivity, obtained from the turbulent field 
by means of the Kays-Crawford theory [54], and M is the average molar 
mass. The last term on the right-hand side is a correction, ensuring that 
the total diffusive flux is zero. The correction is defined using the Favre- 
averaged mole fraction x̃k.

Fig. 2. Schematic drawing of the experimental reactor (left) of [2], the 3D model geometry (middle) and 2D axisymmetric geometry (right; the letters serve to 
explain the boundary conditions in Table S.2 of SI). In the 2D axisymmetric geometry, length ratios have been modified to improve clarity.

Table 1 
List of chemical reactions involved in the reaction scheme, as well as the rate 
coefficients of the forward reactions (m3 s− 1 and m6 s− 1 for two-body and three- 
body reactions, respectively) and the references where the data is taken from. 
Temperature (T) is in K.

No. Reaction kforward(m3 s− 1, m6 s− 1)

(R1) N2 + M ⇌ N 
+ N + M*

5.0×

10− 14 • exp( − 113200/T) • (1 − exp( − 3354/T) )
[56]

(R2) O2 + M ⇌ O 
+ O + M

3.7×

10− 14 • exp( − 59380/T) • (1 − exp( − 2238/T) )
[56]

(R3) N2 + O ⇌ NO 
+ N

3.0× 10− 16 • exp( − 38000/T) [55]

(R4) O2 + N ⇌ NO 
+ O

9.7× 10− 21 • T1.01 • exp( − 3120/T) [55]

(R5) NO + M ⇌ N 
+ O + M

2.4× 10− 15 • exp( − 74700/T) [57]

(R6) NO + O + M 
⇌ NO2 + M

Lindemann falloff [55]

(R7) NO2 + O ⇌ 
NO + O2

5.5× 10− 18 • exp(188/T) [58]

* M = any neutral.

ρ(u • ∇)ω = ∇ • ((μ + μTσω)∇ω ) +
γ

μT
ρPlim − β*

0ρω2 + 2(1 − fv1)
(σω2ρ

ω

)
∇k • ∇ω (4) 
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The reactive source term Ri represents the production and loss rates 
of the species due to chemical reactions, and is calculated according to 
the reaction scheme listed in table 1. The reactions included in the model 
are N2, O2 and NO dissociation (R1, R2, R5), the Zeldovich reactions 
(R3, R4), NO oxidation (R6) and NO2 destruction by O atoms (R7). 
Table 1 presents the rate coefficients of the forward reactions. All 
reverse rate coefficients are calculated according to the principle of 
detailed balance, where the equilibrium constant is calculated from the 
Gibbs free energy of the reaction. An exception is made for reaction 
(R6), where the equilibrium constant is specified according to the fit 
described in [55]. Reactions R1, R2, R5 and R6 use a third body (M). The 
third body efficiencies for atomic species N and O are set to 2.2 for re
action (R1) and 3.5 for reaction (R2) [56], the third body efficiency for 
N2 is set to 0.25 for reaction (R2), while the third body efficiencies for all 
other molecular species are assumed to be unity across all reactions.

Additional reactions involving relevant species were evaluated dur
ing model development. These reactions were found to have negligible 
impact on the overall NOx concentration and were excluded due to the 
associated uncertainties in rate coefficient data across the broad tem
perature range (300–5000 K) and the added complexity, which would 
reduce the interpretability of the simulation results.

A sensitivity analysis was conducted to evaluate the impact of 
experimental uncertainties in the Zeldovich reaction rate coefficients 
(R3 and R4) reported in [55]. Each reaction rate coefficient was indi
vidually varied within the reported uncertainty bounds, by either 
multiplying or dividing the values by a factor two. The largest deviation 
was observed when modifying the rate coefficients of R3 and R4 under 
high SEI conditions, resulting in a NOx concentration ranging from 2.21 
% to 2.46 % (when varying R3), and from 2.18 % to 2.50 % (when 
varying R4), for a flow rate of 6 slm and SEI = 132 kJ/mol.

Transport of heat within the reactor is described in the heat balance 
equation:  

Here, Cp is the mixture-averaged isobaric heat capacity, λ and λT are the 
molecular and turbulent thermal conductivity (Kays-Crawford [54]), 
respectively, and rj and H0

j are the reaction rate and enthalpy, respec
tively. The last term, ˙qrh, describes the rate of microwave field heating. 
This term is directly incorporated into the heat balance equation, as it is 
assumed that, due to fast electron energy relaxation in molecular gases 
[59,60], the electron energy transfer is entirely local and is expressed as: 

˙qrh =
1
2

Re(σE • E*) (9) 

Here, σ is the electrical conductivity of the system, E is the electric field, 
and * denotes a complex conjugate. The E vector is calculated as an 
eigenvector of the wave equation: 

∇× μ− 1
R (∇ × E) = κ2

0

(

εR −
iσ

ωsε0

)

E (10) 

In eq. (10), ωs = 2π • 2.45 GHz is the angular frequency of the source, 
κ0 = ωs

c0 
is the vacuum wavevector (c0 = 299792458 m s− 1). The mag

netic permeability μR is equal to 1 for non-magnetized plasma [61] and 

approximates 1 for the quartz tube [50]. The expression 
(

εR − iσ
ωsε0

)

describes the complex relative permittivity of the plasma, where εR is the 

real part of the dielectric constant. By convention, εR = 1 in the 
discharge domain [61]. For the quartz tube (fused silica), the εR = 3.6 
and σ(T) values are used as given in [62,63].

The microwave power is fed from the port boundary, as explained in 
section S.1 of the SI. The correlation used (Table S.3 and S.4) refers to a 
transverse electromagnetic (TEM) mode, which allows the most efficient 
power coupling to the plasma column [64]. In our model, Eq. (10) only 
accommodates axisymmetric wave modes due to the 2D axisymmetric 
geometry. We note that, however, recent work [65] demonstrated that 
2D axisymmetry effectively describes microwave propagation when the 
reactor radius is sufficiently small, preventing nonaxisymmetric higher 
order modes to propagate. This condition is met in our reactor setup.

The electrical conductivity of the discharge is defined as: 

σ =
Nee2

me

(
vm + iωs +

ωs

10

) (11) 

where e is the elementary charge, me is the electron mass, Ne is the 
electron number density and vm is the electron-neutral collision fre
quency. The last term in the denominator of eq. (11) improves numerical 
convergence [66].

In this work, Ne and vm are obtained from local thermodynamic 
equilibrium (LTE) calculations, similar to the approach in [67], and not 
calculated self-consistently by solving a complete plasma kinetic 
scheme. This choice is motivated by the strong alignment between 
model and experiment for NOx production using the equilibrium 
properties.

At the lower specific energy inputs (SEIs) investigated in this study (i. 
e., < 30 kJ/mol), the assumption of LTE electron densities may intro
duce more significant errors due to the increased non-equilibrium na
ture of the MW plasma in this regime. This could partly explain the 
overcontracted temperature profile observed when modeling the setup 

from [1] using the SST turbulence model, as will be discussed in section 
4.1.1 below.

The observed agreement when using the equilibrium conductivity 
suggests that the conductivity is relatively insensitive to the elevated 
electron temperature in regions where field heating predominantly oc
curs. A possible explanation is the presence of the efficient associative 
ionization (AI) pathway in air plasma, i.e., N + O ⇌ NO+ + e [68]. 
Compared to for example thermal CO2 plasma, where AI is also the most 
efficient ionization process, the dominant AI channel is C + O ⇌ CO+ + e 
[69], occurring considerably slower than the dominant AI process in air. 
This is illustrated by the following Gibbs free reaction energies, calcu
lated using the NASA 9 polynomials [70]:

½ N2 + ½ O2 → NO+ + e ΔG0 = 9.5 eV.
CO2 → ½ O2 + CO+ + e ΔG0 = 16.7 eV.
The rate of AI is expected to increase under elevated electron tem

peratures due to the population of electronically excited states of the 
atomic species involved in the AI process [68], and possibly atom gen
eration through electron impact dissociation. However, owing to the 
lower ionization barrier for air, the non-equilibrium ionization 
enhancement is likely to be less pronounced compared to for example 
CO2 plasma. This results in the conductivity being relatively insensitive 
to elevated electron temperature already at lower gas temperatures 
[34], potentially explaining why the equilibrium conductivity yields a 
reasonable description of MW field heating in our model. This 

ρCp(ũ • ∇)T +∇ • ( − (λ + λT)∇T ) =
∑

j =

reactions

− rjH0
j +

∑

i=species
− ji • ∇

H0
i

Mi
+ ˙qrh (8) 
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hypothesis could be validated through electron density calculations 
using an extensive plasma kinetic scheme that describes warm air 
plasma. If validated, it would allow accurate physical predictions of 
warm air plasma without resolution of the complex electron impact 
processes, which significantly reduces the complexity and computa
tional cost of multidimensional simulations.

The thermodynamic equilibrium values for Ne are obtained from 
Gibbs free energy minimization calculations in CANTERA [71], using 
the NASA 9 polynomials [70] to calculate thermodynamic properties. 
The equilibrium calculations include the neutral species involved in our 
kinetic scheme (see Table 1), as well as the charged species NO+, O2

+, O+, 
N2
+, O2

− and O− . The electron collision frequency is calculated for each 
neutral species as an integral over the electron cross-sections, according 
to: 

vm =

̅̅̅̅̅̅

2
me

√
∑

i
Ni

∫ ∞

0
f(E)σi(E)EdE (12) 

Here, Ni is the density of neutral species i at equilibrium, f is the electron 
energy distribution function (EEDF), assumed to be Maxwellian 
following thermodynamic equilibrium, σi is the electron-neutral mo
mentum transfer cross-section and E is the electron energy. The IST- 
Lisbon database is used for O2 and N2 [72], the Morgan database for 
O and N [73], where the sum of the elastic and all inelastic processes is 
made due to lack of effective cross-sections, and the Phelps database for 
NO [74], where all are obtained from the LXCat database. The in
tegrations over the EEDF are performed in CANTERA [71].

Interpolating the electron density and collision frequency from LTE 
calculations is an approximation within our model. This approach ne
glects the role of electronically excited states in enhancing AI processes, 
which, as discussed above, is expected to be limited under the present 
conditions. Furthermore, it does not account for ambipolar charge 
fluxes, as the Poisson equation is not solved and ion transport is omitted. 
The influence of ambipolar fluxes on the electron density profile is ex
pected to be minor due to rapid dissociative recombination associated 
with the high charge densities typical of warm, near-atmospheric pres
sure microwave plasmas [30]. This approximation is evaluated in the SI, 
section S.2.

In addition to neglecting electron transport, deriving the electron 
density from LTE calculations also implies neglecting the deviations in 
the heavy species composition from equilibrium due to transport. This 
effect is likewise expected to be limited, as species fractions within the 

plasma region remain close to their equilibrium values. Significant de
viations are only observed in lower temperature regions near the pe
riphery or in the effluent. The most pronounced deviation within the 
plasma is observed for the O atom density, whose density is approxi
mately 25 % lower than its equilibrium value due to diffusive losses. 
Consequently, the impact of heavy species transport on the electron 
density is expected to be minimal.

While these effects are expected to be limited under the high gas 
temperatures and near-atmospheric pressure conditions considered in 
this study, they may still affect plasma conductivity under low SEI 
conditions and, consequently, the interaction between the plasma and 
the MW field. In future work, we aim to extend the model within a 
quasineutral framework that incorporates electron impact chemistry, 
ion transport, and electron energy transport, enabling a more accurate 
assessment of these effects.

The complete set of governing equations is closed by the set of 
boundary conditions listed in Tables S.1-S.4 in the supporting 
information.

3. Results and discussion

We begin by validating our model against the experimental mea
surements of Tatar et al. [1], comparing the calculated temperature 
profiles and NOx production. Subsequently, we assess our model pre
dictions for NOx concentration and electron density against the experi
mental data of Troia et al. [2]. After validation, we investigate the 
mechanisms contributing to NOx production, considering both chemis
try and transport effects.

3.1. Comparison against open MW torch NF experiments at 0.65 bar and 
20 slm

3.1.1. Temperature profile
The axial temperature profile along the symmetry axis, as well as 

axial profiles at radial distances of 3 mm and 6 mm from the symmetry 
axis, are presented in Fig. 3 for both the modeling calculations (solid 
lines) and discrete experimental measurements (circles). The modeling 
calculation incorporating turbulent effects via the SST model is shown 
on the left (Fig. 3a). The experimentally determined maximum axis 
temperature of 5700 K ± 550 K is well captured by the model. 
Furthermore, the axial temperature profiles suggest that the model 
reasonably reproduces the axial position of the discharge. However, 

Fig. 3. Experimental temperature measurements (circles) and calculated temperature profiles (solid lines) as a function of axial position, for different radial distances 
from the symmetry axis, at a power of 400 W and flow rate of 20 slm. Modelling calculations using the SST model and assuming laminar flow are shown on the left (a) 
and right (b), respectively. The grey rectangle denotes the region covered by the waveguide.
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beyond approximately 180 mm along the axial direction, the calculated 
temperature declines slightly more rapidly. Additionally, while the 
model accurately predicts the maximum temperature at the axis, it 
significantly underestimates the temperature at radial positions of 3 mm 
and 6 mm, with maximum deviations of approximately 1200 K and 
1000 K near the axial centre of the discharge at r = 3 mm and r = 6 mm, 
respectively.

Fig. 3 (b) presents the axial temperature profiles from the modeling 
calculation assuming laminar flow. While the laminar flow model 
slightly underestimates the maximum axis temperature, the predicted 
value of 5080 K is still reasonably close to the experimental uncertainty 
range of 5700 K ± 550 K. However, compared to the SST model, the 
laminar flow calculation more accurately captures the temperature 
decline toward the end of the discharge. Furthermore, the calculated 
axial temperature profiles at r = 3 mm and r = 6 mm are close to the 
measured temperatures, indicating that the laminar flow model seems to 
more accurately represent the experimental plasma radius.

The enhanced plasma contraction in the SST model mainly arises 
from increased thermal conductivity, owing to the additional contri
bution of turbulent thermal conductivity λT (see equation (8) above), 
which is proportional to the turbulent kinetic energy that is generated 
near the edges of the plasma [75].

In stationary conditions, the power balance requires that MW heat
ing equals the total heat losses due to transport and chemical processes. 

Fig. 4 illustrates the dominant heating and cooling terms in the heat 
balance (see equation (8) along the radial cut line at axial position z =
150 mm, including MW heating, heat released or absorbed by chemical 
reactions, radial conductive heat loss and convective heat loss for the 
SST (a) and laminar flow (b) model. For the SST model, the radial 
conductive heat loss is decomposed into intrinsic conductive losses, 
based on molecular thermal conductivity, and a turbulent contribution 
arising from enhanced mixing. Radial and axial convective heat trans
port are grouped together, while axial conductive heat loss is omitted 
due to its negligible contribution.

As shown in Fig. 4 (a), the turbulent contribution to radial conduc
tive heat removal is relatively small but non-negligible. To compensate 
for this additional loss, the plasma contracts to increase power density 
deposition, as seen by the significantly higher peak power density 
deposition (microwave heating) for the SST model, i.e., 7.5 × 108 W/m3, 
compared to 1.5 × 108 W/m3 for the laminar model. However, the 
reduced plasma radius steepens the radial temperature gradient, further 
enhancing conductive heat losses. This interplay creates a feedback loop 
that stabilizes the plasma radius at a point where MW heating and heat 
removal are balanced. Due to this thermal instability [76,77], even a 
modest increase in radial conductive heat losses from turbulence can 
lead to significant changes in plasma radius.

When we rerun the SST calculation (400 W; 20 slm) with the tur
bulent thermal conductivity λT set to zero, the plasma expands, 
following the reasoning above. However, the radial temperature profile 
is still slightly more contracted than that of the laminar flow calculation, 
as shown in Fig. S.4 of the SI. This indicates that there is also a small 
contribution of enhanced convective heat loss associated with the tur
bulent velocity field in the power balance that forces the plasma to 
contract in the SST model, albeit to a lesser extent than the enhanced 
radial conductive losses. This discussion therefore explains why the 
plasma is significantly more contracted when turbulent velocity effects 
are considered (cf. Fig. 3(a) vs. Fig. 3(b)).

Although thermal plasma generally induces a turbulent flow field 
due to strong gradients in temperature, velocity, and chemical compo
sition near the plasma edges [75], the laminar flow model exhibits better 
agreement with experimental results than the SST model. A possible 
explanation is that turbulent effects for the vortex-stabilized air MW 
plasma have minor impact at the current pressure and SEI, and that the 
parameterization of the SST model is not well-suited to accurately 
describe this system, leading to an overestimation of turbulent kinetic 
energy production and its related transport effects. Consequently, this 
results in excessive heat removal and over-contraction of the plasma.

Another possible explanation for the discrepancy between the SST 
model and experimental results is a suboptimal characterization of MW 
field heating. In the simulation, electrical conductivity is determined 
from the electron density under the assumption of local thermodynamic 
equilibrium (LTE) at the given gas temperature. However, the LTE 
assumption may not adequately capture the behavior of the present 
system. Specifically, the relatively low SEI (26.9 kJ/mol or 0.28 eV/ 
molecule) may cause the plasma to deviate too strongly from thermo
dynamic equilibrium, necessitating the resolution of elevated electron 
temperatures. These elevated electron temperatures enhance AI via the 
generation of electronically excited atomic species [68], increasing the 
electron density at lower gas temperatures, situated more towards the 
plasma edge. Additionally, the LTE assumption neglects ambipolar ion 
fluxes, which could be of significance under the reduced pressure and 
low SEI. These fluxes can similarly increase the electron density near the 
plasma edge due to outward transport from the hot plasma core.

Both elevated electron temperature and ambipolar ion fluxes would 
enhance the electrical conductivity at lower gas temperatures, resulting 
in more uniform plasma heating and an expanded plasma region. 
Therefore, neglecting these effects may lead to overcontraction of the 
plasma under low SEI conditions. In the future, it might therefore be 
useful to develop a fully coupled multidimensional plasma model 
incorporating electron kinetics and ion transport to assess the validity of 

Fig. 4. Dominant heating and cooling terms in the heat balance for the SST 
model (a) and laminar model (b) (400 W; 20 slm), as a function of radial po
sition, for an axial position of 150 mm from the bottom of the reactor, corre
sponding to the maximum gas temperature. The red, blue and green curves 
represent loss as positive values, while negative values represent heating.
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the LTE conductivity assumption. However, such an approach remains 
challenging due to its high computational cost.

At present, it is unclear whether the improved agreement with the 
experimental temperature profile when using the laminar flow model 
arises from a more physically accurate representation of the flow field 
and transport effects, or from error compensation for the overcontracted 
plasma resulting from the LTE-based electron density approximation 
under low SEI conditions. Further investigation is required to assess the 
validity of RANS-based models, such as SST, in capturing the turbulent 
flow characteristics of thermal plasmas under the current operating 
conditions. This should be pursued through comparison with carefully 
designed experiments or higher-level turbulence modeling approaches, 
such as Large Eddy Simulations.

3.1.2. Nox production
In Fig. 5 we compare the calculated and measured NOx molar 

fraction at the outlet, defined as the sum of the NO and NO2 molar 
fractions, as a function of input power. The modelled NOx molar frac
tion, xNOx , is averaged over the outlet boundary, according to: 

xNOx =
2π
∫

vax • ρ(r)[ωNO(r)/MNO + ωNO2 (r)/MNO2 ]rdr
2π
∫

vax • ρ(r)/Mn(r)rdr
(16) 

where vax is the axial velocity, ρ is the mass density, ωNO and ωNO2 are 
the mass fractions of NO and NO2, MNO and MNO2 are their respective 
molar masses, and Mn is the mean molar mass of the mixture.

Both the SST model and the laminar flow model exhibit close 
agreement with experimental results across the entire power range, 
demonstrating that the model accurately predicts NOx production. 
Therefore, while the turbulent flow field strongly influences plasma 
shape and temperature, it has a minimal impact on chemical conversion. 
These findings further support the conclusion from [78] that chemical 
conversion is relatively insensitive to the temperature profile for MW 
CO2 plasma.

The observation that the more contracted plasma obtained under 
turbulent flow conditions yields nearly identical final NOx concentra
tions compared to the broader plasma predicted for laminar flow can be 
attributed to two compensating effects. Specifically, the smaller chem
ically reactive region in the turbulent case reduces overall NO produc
tion, while the faster transport enhances net NO production.

Fig. 6 shows the radial temperature profile at the axial position 
corresponding to the maximum plasma temperature for both turbulent 
(SST) and laminar flow assumptions (left y-axis), along with the net NO 
production rate (RNO), i.e., sum of the rates of all production minus loss 
reactions involving NO (right y-axis). Both models exhibit a peak in net 
NO production rate near 3850 K, however, the SST model predicts a 
significantly higher maximum rate, located closer to the axis compared 
to the laminar model, i.e., the peak occurs at r = 2.4 mm with RNO = 183 
mol m− 3 s− 1 and at r = 4.1 mm and RNO = 57 mol m− 3 s− 1 for the 
turbulent and laminar case, respectively.

As discussed in detail in Section 4.3.2, the net production rate is 
primarily balanced by radial diffusive transport. The combination of 
sharper radial gradients in NO concentration associated with the more 
contracted plasma for the SST calculations, and turbulence-enhanced 
diffusion leads to stronger radial transport compared to the laminar 
flow calculations. At the radial position of peak NO production, the 
effective diffusion coefficient of NO, including turbulent diffusivity, is 
approximately 30 % higher than the molecular diffusivity (cf. Equation 
(7). This enhanced transport accommodates the higher net NO produc
tion rate predicted by the SST model.

In contrast, the laminar flow calculation exhibits a lower net pro
duction rate, but NO formation occurs at larger radial positions due to 
the broader temperature profile, occupying a greater volume under 
cylindrical geometry. This larger production volume compensates for 
the lower local production rate, resulting in similar final NO concen
trations for both flow assumptions. Therefore, while the choice of tur
bulence model significantly influences the mechanisms of NO formation 
and the local NO production rates, the final NOx concentration remains 
largely unaffected within the investigated range of conditions due to 
these compensating effects.

We note that in [1], NOx concentration measurements were con
ducted down to an input power of 100 W. However, at these very low SEI 
values, the microwave power fails to couple to gas heating in the 
modeling calculations, likely due to the inaccuracy of the LTE conduc
tivity assumption at these very low SEIs, as previously discussed. 
Consequently, no modeling results are available for input powers below 
350 W.

3.2. Comparison against open MW torch NF experiments at 1 atm

Since the study by Tatar et al. [1] focused on relatively low specific 
energy inputs (SEI < 52 kJ/mol), we further validate our modeling 

Fig. 5. NOx molar concentration evaluated at the reactor outlet in the experi
ment and modelling calculations assuming turbulent (SST) and laminar flow.

Fig. 6. Temperature (left y-axis) and net total reactive source term of NO, i.e., 
sum of the rates of all production minus loss reactions involving NO, on the 
right y-axis (400 W; 20 slm), as a function of radial position, at the axial po
sition corresponding to the maximum plasma temperature, i.e., z = 149 mm 
and z = 154 mm for turbulent and laminar flow, respectively.
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results against the recent experiments by Troia et al. [2], which inves
tigated open MW torch NF at atmospheric pressure across a broad range 
of power (545–2000 W) and flow rates (5–90 slm), corresponding to an 
SEI range of ca. 10–400 kJ/mol.

3.2.1. Temperature profile
It was demonstrated in section 4.1 that the choice of turbulence 

model, i.e., laminar or SST, has minimal influence on the NOx produc
tion rate, i.e., product of final NOx concentration and total molar flow 
rate, but significantly affects the predicted temperature profile. 
Although no temperature measurements were reported in [2], we extend 
our analysis by comparing the calculated temperature profiles using 
both the laminar and SST models under the reactor conditions described 
in [2].

Fig. 7 compares the temperature profiles obtained using the SST 
model and laminar flow model, for a low SEI of 14.8 kJ/mol with a flow 
rate of 60 slm and power of 600 W (a) and a moderate SEI of 49.9 kJ/mol 
with a flow rate of 40 slm and power of 1350 W (b). In the low SEI 
scenario (a), the temperature profiles differ strongly between the two 
models, in line with section 4.1.

Indeed, as observed in our simulations of the setup in [1] (section 
4.1.1), laminar flow yields a broader temperature distribution. This is 
related to the higher power absorption by the plasma in the radial 

direction, reducing the power carried by the surface wave toward the 
pin or the outlet. Hence, a shorter plasma column is obtained in the 
laminar flow model. Due to the absence of experimental temperature 
measurements or CCD imaging, it remains uncertain which temperature 
profile is more physically accurate.

Fig. 7 (b) shows the temperature profiles at a moderate SEI of 49.9 
kJ/mol, where differences between the SST and laminar flow models are 
notably weaker. This reduced sensitivity to the inclusion of turbulent 
effects can partly be attributed to the larger plasma zone with elevated 
temperatures and increased viscosity. For applications targeting high 
NOx production rates with low EC, SEIs in the range of 50 – 100 kJ/mol 
are preferred, as they enable high NOx concentrations without exceeding 
the saturation threshold [2]. Therefore, within this relevant SEI range 
and moderate flow rates (< 40 slm), the modeling results indicate that 
the choice of turbulence model has limited impact on the calculated 
temperature profile. However, combinations of higher power and flow 
rates yielding similar SEIs, may exhibit stronger dependence on turbu
lence effects.

As shown in Fig. 7, the plasma attaches to the ignition pin at z = 27 
mm under most conditions, which was also frequently observed in ex
periments [51]. Only at the lowest SEIs, the plasma detaches from the 
pin in the laminar flow model (cf. Fig. 7 (a) right panel). The plasma 
attachment to the pin is non-trivial, as one might expect plasma for
mation to occur primarily within the broad-band resonator, where the 
electric field of the TE010 mode reaches its maximum [79]. Indeed, the 
ignition pin was solely designed to ignite the discharge [79]. However, 
once the plasma is ignited, it allows a conversion of the propagating 
microwave mode in order to sustain a surface wave discharge [42,80]. 
The observed extension of the plasma toward the pin in the model, 
outside the resonator chamber, is likely the result of surface wave 
propagation upstream, as the plasma also attaches for the lower flow 
rate conditions where backflow near the pin is negligible.

At lower SEI values, where the plasma column is shorter, the axial 
backflow likely contributes to pushing the plasma toward the pin. The 
observation that the plasma attaches in the SST model but not in the 
laminar flow model at these conditions is thus likely due to a combi
nation of a longer plasma column, and significant backflow reaching the 
pin in the SST model (see Fig. S.5 in the SI), which is absent in the 
laminar case. Supporting plots of the electric field and microwave 
heating are provided in the SI (Fig. S.6).

As discussed above, differences in the predicted temperature profiles 
between the laminar and turbulent SST models are only significant at 
relatively low SEI values (e.g., 15 kJ/mol). As demonstrated in Section 
4.1.2 for the setup described in [1], the choice of turbulence model has a 
negligible impact on NOx production, which is confirmed in Section 
4.2.3 for the setup of [2]. In subsequent sections, where no direct 
comparison between the laminar and turbulent flow models is made, 
and without strong reasons to prefer one over the other, we adopt the 
SST model. This choice is motivated by the general expectation that 
thermal plasmas induce turbulent flow fields [75]. In addition, RANS 
models such as SST are typically better suited for capturing the dynamics 
of swirling flows compared to laminar models [81]. Finally, we 
encourage avoiding the use of laminar flow models in systems that 
exhibit stronger turbulence than those considered here, such as nozzle 
expansion chambers [82], where resolution of turbulent effects may be 
essential for accurately representing the flow physics.

3.2.2. Electron density
In addition to the NOx measurements, electron density measure

ments were performed in [2] via microwave interferometry. Assuming a 
Gaussian electron density distribution profile, the maximum density can 
be obtained from the measured phase shift and estimated plasma radius, 
according to [2]: 

ne,max = 2
1
d

λnc

π ΔΦ (17) 

Fig. 7. Calculated temperature profiles for a flow rate of 60 slm and power of 
600 W (a) and a flow rate of 40 slm and power of 1350 W (b). In each plot, the 
results of the SST model and laminar flow model are shown in the left-hand side 
and right-hand side, respectively.
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where d is the plasma radius, λ is the probing beam wavelength, nc is the 
critical electron density and ΔΦ is the phase difference.

Multiple studies have measured that the electron density at the core 
of atmospheric pressure MW plasmas in molecular gases corresponds to 
the LTE electron density [77,83,84]. Consequently, ne,max is uniquely 
linked to the temperature at the symmetry axis, assuming the temper
ature profile has its maximum at r = 0. Therefore, we can compare the 
maximum electron density obtained from LTE calculations at the sym
metry axis to ne,max measured in the experiment, to indirectly validate 
whether the temperature at the symmetry axis is correctly predicted.

Fig. 8 compares the calculated electron densities for the SST model at 
the symmetry axis to the experimental measurements as a function of 
power for a constant flow rate of 14 slm (a), and as function of flow rate 
for a constant power of 1140 W (b). For the simulations at constant 
power, we ensured that the absorbed plasma power in the model does 
not deviate more than 3 % from 1140 W. The axial position at which the 
maximum electron density is evaluated in the model is taken to be the 
middle of the resonator, corresponding to the line of sight of the inter
ferometer [2].

For intermediate powers in Fig. 8 (a), the calculated electron den
sities lie close to the experimental error ranges, which illustrates strong 
agreement considering the sensitivity of LTE-based electron densities to 
the modeled temperature (e.g., electron densities of 2 × 1019 and 5 ×
1019 m− 3 correspond to temperatures of 4450 and 4850 K, respectively).

The experimentally observed increase in electron density with power 
(a) is stronger than predicted by the model, resulting in a higher value 
calculated by the model at 400 W and a lower calculated value at 1400 
W. In the experimental setup, the plasma radius was estimated from 
camera imaging and assumed constant across all power levels [2], due to 
the absence of more precise diagnostic techniques such as laser spec
troscopy. In contrast, the model shows that with increasing power, the 
plasma expands both axially and radially, which leads to a substantial 
increase in plasma radius and only a moderate rise in plasma core 
temperature, as is characteristic to near-atmospheric pressure MW 
plasma [85]. However, as shown in Eq. (17), the experimentally derived 
electron density is inversely proportional to the plasma radius d. Hence, 
if the plasma radii were assumed to increase with power, ne,max would 
likely exhibit a weaker increase, thereby improving agreement between 

model and experiment.
Fig. 8 (b) shows no clear trend in the experimentally measured 

electron densities with increasing flow rate. In contrast, the model 
predicts a relatively weak increase in electron density upon rising flow 
rate. This behavior is attributed to enhanced turbulent kinetic energy 
production at higher flow rates, which leads to increased radial 
conductive heat losses (see Section 4.1.1), as well as greater convective 
heat losses due to the higher gas velocity. According to the power bal
ance discussed in Section 4.1.1, higher microwave power deposition is 
required to compensate for these increased losses, which corresponds to 
slightly elevated core plasma temperatures and electron densities.

Similarly to the observed plasma expansion with rising power and 
SEI when modeling the conditions in Fig. 8 (a), the plasma contracts 
both axially and radially as the SEI decreases with increasing flow rate at 

Fig. 8. Electron density as a function of power, for a constant flow rate of 14 slm (a), and electron density as function of flow rate, for a constant power of 1140 W 
(b). The modeling predictions are obtained assuming turbulent (SST) flow.

Fig. 9. NOx molar concentration as a function of SEI, measured or calculated 
using the turbulence SST model. Note that the x-axis is logarithmic, as most 
data lies within the lower SEI range (< 100 kJ/mol), where the NOx concen
tration does not saturate.
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constant power. Since a constant plasma radius is assumed in the 
experimental analysis, the electron density is likely underestimated at 
higher flow rates, which may explain why the weak increase predicted 
by the model is not reflected in the measurements. Nevertheless, 
considering the overall agreement, we believe the model reasonably 
predicts the core electron densities, and hence the core plasma 
temperatures.

3.2.3. Nox production
Fig. 9 compares the NOx molar fraction at the outlet between model 

predictions and experimental data as a function of SEI for various molar 
flow rates. As in our modeling of the setup in [1] (section 4.1.2), the SST 
and laminar flow results are closely aligned; therefore, only SST results 
are shown here, with laminar flow data included in the SI (Fig. S.7). For 
SEI values below 100 kJ/mol, the model accurately reproduces the 
experimentally observed linear increase in NOx concentration with input 
power, with calculated values close to the experimental error margins.

Above SEI values of approximately 100 kJ/mol, the experimental 
data (6 and 20 slm) show a saturation in NOx concentration, stabilizing 
around 2.5 % despite increasing power. This saturation is not yet 
observed in the model at 20 slm, as indicated by the final data point at 
142 kJ/mol, where the NOx concentration reaches 2.9 %. At this high 
SEI, the outlet gas temperature in the model remains sufficiently 
elevated to sustain a reactive mixture. In such a mixture, NO reacts back 
to N2 and O2, as shown by the negative axial gradient in NOx concen
tration near the outlet boundary in the model. Therefore, if a larger 
simulation domain is modelled, the NOx concentration at the outlet 
boundary would decrease due to the reverse Zeldovich reactions 
occurring upon cooling of the mixture. The current discrepancy is thus a 
result of the limited computational domain, which was selected for 
computational efficiency. When we increase the simulation domain 
along the axial direction for the condition of SEI = 142 kJ/mol and flow 
rate of 20 slm, the NOx concentration drops to 2.0 %, matching the upper 
limit observed at 6 slm, as discussed in the following paragraphs. The 
axial NOx concentration in the plasma effluent for the extended simu
lation domain is presented in Fig. S.8 of the SI, reaching the saturation 
limit of 2.4 % at an axial position of ca. 650 mm, 300 mm beyond the 
outlet boundary used in all other calculations.

In contrast to the modeling results at 20 slm, our model does predict 
NOx saturation with increasing SEI at 6 slm, consistent with the exper
imental trend. At this lower flow rate, the reduced axial velocity extends 
the cooling trajectory of the plasma effluent before it reaches the outlet 
boundary, primarily driven by wall heat losses. As a result, the outlet 
mixture reaches temperatures where back reactions become negligible, 
effectively quenching or “freezing” the NOx concentration. The mecha
nisms responsible for the observed saturation will be discussed in section 
4.3.1.

3.3. Modeling insights on transport and chemistry contributions to NOx 
production

3.3.1. Role of convective and diffusive transport in NOx production
In addition to our model validation, we aim to provide insights into 

the mechanisms contributing to NOx production. In each volume 
element of the simulation domain, the net production or destruction of 
NOx due to chemistry should be balanced by transport terms. As such, 
the total NOx production can be decomposed into convective and 
diffusive contributions, which we investigate in this section. In the next 
section, we will focus on the chemical reactions contributing to the net 
production or destruction of NO.

Following the approach in [41], we isolate the convective contri
bution by artificially fixing all molecular and turbulent diffusion co
efficients to a very low value, i.e., D = 10− 5 m2 s− 1. The NOx production 
obtained in this way, defined by the molar fraction at the outlet (see 
equation (16), represents the convective contribution, xconv

NOx
. 

Subsequently, the diffusive contribution is calculated as xdiff
NOx

=

xNOx − xconv
NOx

, where xNOx is the molar fraction obtained from the fully 
coupled simulation using physical values for the diffusion coefficients.

Fig. 10 plots the NOx production contributions as a function of SEI, 
for a flow rate of 20 slm (a) and 60 slm (b). At 20 slm, NOx production is 
mainly driven by radial diffusion below SEI values of 80 kJ/mol, 
although axial convective transport also has a non-negligible contribu
tion. Beyond this threshold, convection becomes the dominant transport 
mechanism. At 60 slm (Fig. 10 (b)), given that a similar power range was 
explored, the corresponding SEI values are in a lower range. Due to the 
limited SEI range covered, the drop in the diffusive contribution to NOx 
production with increasing SEI, observed around SEI = 75 kJ/mol for 
the 20 slm case in Fig. 10 (a), is not seen here, and thus, diffusion has the 
dominant contribution in the entire SEI range investigated.

As with all conditions studied in this work, both the SST and laminar 
flow models predict nearly identical NOx concentrations at the outlet. At 
20 slm, both models also agree in their predicted contributions of 
convective and diffusive transport. In contrast, at 60 slm, a clear dif
ference exists between the convective and diffusive contributions pre
dicted by the SST and laminar models. This indicates that, although the 
same amount of NOx is produced at the plasma edge in both cases, the 
relative importance of quenching mechanisms in the plasma afterglow 
differs.

Analysis of the modeling results reveals that, in the laminar flow 
simulations, the NOx molar flow is transported by a higher axial velocity 
component (ca. 30 % higher), resulting in a higher convective cooling 
rate, assuming similar axial temperature gradients. This likely explains 
the higher NOx concentration observed in the laminar model when 

Fig. 10. Contribution of convective and diffusive transport to NOx production 
as a function of SEI, for a flow rate of 20 slm (a) and 60 slm (b).
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species diffusion is excluded. Although convective quenching is less 
efficient in the SST model, diffusional quenching, enhanced through the 
additional turbulent diffusivity compared to laminar flow (effective 
diffusion coefficient can be a factor 10 higher), is fast enough to effec
tively quench most of the NOx present in the plasma effluent in the fully 

coupled simulations with physical diffusion coefficients, yielding the 
same total NOx production for the SST and laminar flow model.

Fig. 11 plots the temperature (a) and NOx molar concentration (b) 
profiles, for a flow rate of 20 slm with SEI = 40.3 kJ/mol (left panel) and 
a flow rate of 6 slm with SEI = 259 kJ/mol (right panel), assuming 
turbulent (SST) flow. In the lower SEI range (SEI < 80 kJ/mol), the 
radial gradients in NOx concentration (cf. figure 11 (b) left panel), as 
well as gradients in temperature (cf. figure 11 (a) left panel), are suffi
ciently strong to support a strong radial diffusive flux (in line with 
Fig. 10), enabling rapid cooling and efficient quenching of the produced 
NOx in the cold peripheral gas, as further discussed in section 4.3.2.

Fig. 12 presents the radially averaged NOx concentration (see 
equation (16) as a function of axial position in the reactor for a flow rate 
of 20 slm at SEI = 41 kJ/mol, and for 6 slm at SEI = 132 kJ/mol and SEI 
= 253 kJ/mol, assuming turbulent (SST) flow. The lowest SEI condition 
falls within the low-SEI regime discussed earlier. In this case, the NOx 
concentration increases up to z = 8.7 cm, corresponding to the region 
where power deposition by the surface wave significantly decreases, 
reaching a peak of 1.28 %. Beyond this point, the concentration slightly 
declines and stabilizes at 1.19 %.

This near-complete quenching of NOx present in the plasma effluent 
is attributed to the fact that NOx contained in the cold peripheral region 
is minimally affected by back reactions as the temperature remains 
sufficiently low when travelling downstream. Additionally, NOx carried 
in the hotter gas stream that does not diffuse to the cold periphery is also 
effectively quenched, as heat conduction from the hot to the cold stream 
ensures a sufficient cooling rate. This mechanism is linked to the 
convective contribution to NOx production observed in Fig. 10, as 
negative temperature gradients along the flow lines enable convective 
quenching of transported NOx in the hotter gas stream.

The near-perfect quenching process is linked to the linear increase in 
NOx production with rising SEI, as NOx losses due to back reactions do 
not scale significantly with SEI, that would otherwise lead to a deviation 
from the linear increase. In [27], this effective quenching of NOx in the 
plasma effluent through mixing with the cold peripheral gas was pro
posed to explain the observed trends. The present study confirms this 
interpretation and provides additional insights into the underlying 
quenching mechanisms.

As shown in Fig. 10, at 20 slm, the diffusive contribution to NOx 
production decreases with increasing SEI, while convection becomes the 
dominant transport mechanism above ca. 85 kJ/mol. This shift corre
sponds to a change in the quenching mechanism. At higher SEI values, 
the discharge broadens, flattening radial gradients (cf. Fig. 11, right 
panels) and reducing the extent of the cold peripheral gas zone 
responsible for radial diffusive quenching (cf. Fig. 11 (a), right panel). As 
a result, a larger fraction of the produced NOx cannot diffuse to the cold 
periphery and is instead carried downstream by the hot gas flow. At 
these elevated SEIs, the plasma afterglow cools more slowly due to the 
reduced extent of the cold peripheral gas zone, which limits conductive 
heat transfer from the hot core to the periphery. Consequently, 
convective quenching along the streamlines becomes less effective, 
leading to increased NOx losses through back reactions, as evident in 
Fig. 12 under high-SEI conditions (> 100 kJ/mol).

Consequently, around this threshold of ca. 85 kJ/mol, the linear 
increase in NOx concentration with SEI begins to weaken, as the cooling 
rate provided by axial convective transport is insufficient to efficiently 
quench the produced NOx, leading to significant losses through back 
reactions. Therefore, above SEI values of 80–100 kJ/mol, external 
cooling should be considered to ensure effective quenching of NOx.

Fig. 12 provides further insights into the flattening of NOx produc
tion with increasing SEI. Comparing the results at SEI = 253 kJ/mol to 
those at SEI = 132 kJ/mol, it is evident that more NOx is generated 
within the plasma at the highest SEI due to the expanded plasma volume 
at the optimum temperature (ca. 3100 K [27]). However, this additional 
NOx cannot be effectively retained, as the radial temperature gradient 
and NOx gradient are too weak, and the cold peripheral gas zone is 

Fig. 11. Temperature (a) and NOx molar concentration (b) for a flow rate of 20 
slm and SEI of 41 kJ/mol (left panels) and flow rate of 6 slm and SEI of 253 kJ/ 
mol (right panels), assuming turbulent (SST) flow.

Fig. 12. Radially averaged NOx concentration as a function of axial position, 
for a flow rate of 20 slm with SEI = 41 kJ/mol, and a flow rate of 6 slm with SEI 
= 132 kJ/mol or SEI = 253 kJ/mol, assuming turbulent (SST) flow.
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insufficient to support radial diffusive quenching near the end of the 
discharge (cf. Fig. 11 right panels).

Instead, the NOx concentration decreases as the hot plasma effluent 
slowly cools down and temperature homogenizes through conductive 
heat transfer to the reactor walls. Due to weak axial temperature gra
dients, the NOx concentration in the hot stream relaxes toward its 
equilibrium value, as opposed to retaining the higher concentration 
produced by the plasma. This concentration eventually ’freezes’ once 
the temperature drops below approximately 2100 K, where back re
actions become negligible. The final effluent composition at this tem
perature is nearly identical for SEI > 100 kJ/mol, but is reached further 
downstream at higher SEIs (cf. Fig. 12) due to the increased thermal load 
requiring more extensive wall cooling.

Consequently, for SEI > 100 kJ/mol, the additional NOx produced in 
the plasma is largely lost during cooling. As a result, without external 
cooling, our model predicts a maximum outlet NOx concentration of 2.3 
%, which is close to the experimentally observed 2.5 %. Higher NOx 
concentrations could be achieved if the effluent were cooled more 
rapidly (e.g., 108 K/s [86]) than through passive wall heat losses, e.g., 
via nozzles or heat exchangers. The saturation in NOx production above 
100 kJ/mol is not visible in Fig. 10, as the model effluent remains 
reactive, as previously noted. However, as shown in Sec. 4.2.3, the NOx 
concentration still drops when the computational domain is lengthened. 
This drop follows the same mechanism as described above. We note that 
when diffusion is artificially suppressed in the extended domain, the 
convective contribution to NOx formation decreases, similar to the drop 
in NOx concentration for the fully coupled simulation in the extended 
domain. However, the relative contributions of convection and diffusion 
to NOx production remain approximately constant.

3.3.2. Role of chemical reactions in NOx production
To gain further insight into the contributions of chemical reactions to 

NOx production, we analyze the radial profiles of the reaction rates 
involved in the formation and destruction of NO, along with the asso
ciated transport terms. Since the reaction pathways differ between NO 
and NO2, we do not group them together as NOx in this analysis, as we 
did above for the transport terms. Instead, we focus specifically on NO, 
since NO2 is formed in negligible quantities, as will be explained in the 
following paragraphs.

In contrast to the negligible NO2 concentrations predicted by our 
model, the measurements of [2] indicate that NO2 constitutes the 
dominant fraction of NOx relative to NO. This discrepancy arises 
because, in addition to the oxidation of NO by O atoms (R6), which 
occurs at elevated gas temperatures where significant O atoms are pre
sent, NO is also oxidized at lower temperatures via slower pathways 
[87]. These include the reverse process of R7 and the termolecular re
action NO + NO + O2 ⇌ 2 NO2 [36,87]. Such low-temperature oxidation 
processes take place downstream in the reactor and connecting tubing, 
continuing until the gas reaches the detector. Due to computational 
constraints, our model does not simulate the entire reactor pathway up 
to the detection point. Therefore, we focus on comparing the total NOx 
concentration between model predictions, consisting predominantly of 
NO, and experimental data, since the slow oxidation of NO only affects 
the NO/NO2 ratio without altering the total NOx yield.

The net rates of reactions involving NO are plotted as a function of 
radial position in Fig. 13 (a) on the left y-axis, as well as the temperature 
(right y-axis), at the center of the resonator (z = 56 mm), for the model 
calculations assuming turbulent (SST) flow. The total reactive source 
term for NO, i.e., sum of all chemical reactions involving NO, is plotted 
in Fig. 13 (b), together with the convective and diffusive terms that 
balance net NO production or destruction. We note that although this 
reaction rate analysis was conducted solely as a function of radial po
sition along the central cut line of the resonator (z = 56 mm), the un
derlying mechanisms are representative of the broader reactive domain.

From Fig. 13 (b), it is clear that NO is mainly produced in the radial 
region between 4.5 mm and 7 mm (characterized by a temperature of 
4200 K – 2900 K, cf. Fig. 13 (a)), i.e., the edge of the plasma, where the 
net rate of both Zeldovich reactions (R3 and R4) is positive. The NO 
production is mainly balanced by diffusion, as indicated by the diffusive 
term in Fig. 13 (b), which has similar magnitude but opposite sign. 
Nearly half of the produced NO (ca. 45 %) diffuses into the hot plasma 
zone, where it is first mainly destroyed upon the reverse reaction of R3 
(cf. Fig. 13 (a), while deeper into the plasma core (closer to the center), 
the reverse reaction of R4 becomes dominant, as the high temperatures 
(T > 4300 K) lead to near-complete O2 dissociation (xO2 < 1 %), strongly 
favoring the reverse process of R4. Additional NO destruction occurs in 
the hot core region (r < 3 mm) through NO dissociation (R5), although 
its contribution is minor, i.e., ca. 10 % of the net NO destruction 
attributed to R4, and is therefore not shown.

R3 shows net production in the hot plasma core, as the high tem
peratures enable the forward reaction that is usually limited by its high 
activation barrier associated with the dissociation of N2. However, it 
does not compensate for the net negative rate of R4, as seen by the 
negative reactive source term of NO in Fig. 13 (b) up to r = 0. We note 
that there is an additional flux of NO to the hot plasma core, driven by 
radial convective transport resulting from the swirling velocity field. 
However, this contribution is small compared to the diffusive contri
bution, as seen in Fig. 13 (b).

As mentioned above, ca. 45 % of the NO produced at the edge of the 
plasma (4.5 mm < r < 7 mm) is lost due to diffusion into the hot plasma 
zone, while the remaining fraction diffuses outward toward the pe
riphery. As is clear from Fig. 13 (a), only a small fraction of NO is 
destroyed via the net reverse Zeldovich reactions (7.2 mm < r < 8.8 
mm). The net NO produced across the complete radial cross-section is 
then transported downstream by axial convection, mainly within the 
region of 6 mm < r < 12 mm. Axial diffusion has a negligible 

Fig. 13. Net rate of reactions involving NO (left y-axis), i.e., (R3), (R4), (R6) 
and (R7), and temperature (right y-axis) (a) and net total reactive source term 
(sum of the rates of all production minus loss reactions) and transport terms of 
NO (b), as a function of radial position, at the axial position of z = 56 mm, for a 
flow rate of 20 slm and SEI of 63.7 kJ/mol, assuming turbulent (SST) flow.

M. Albrechts et al.                                                                                                                                                                                                                              Energy Conversion and Management 349 (2026) 120842 

13 



contribution due to the weak axial gradients.
As explained in the previous paragraph, radial diffusive transport of 

NO enables additional NO to be stored in the cooler peripheral gas, 
resulting in a local NO fraction that exceeds its chemical equilibrium 
value. Nevertheless, the majority of NO is still transported within the 
hotter gas region (2000–4000 K, 4.5 mm < r < 8.5 mm), where NO 
concentrations closely follow equilibrium concentrations. Conse
quently, the contribution of diffusive transport to the overall NO pro
duction within the plasma region remains minor. This is confirmed by a 
calculation in which we artificially reduce the NO diffusion coefficient 
to D = 10− 5 m2 s− 1 for axial positions z < 12.5 cm, i.e., the plasma re
gion where the radially averaged NO concentration increases as a 
function of axial position. This adjustment results in a relatively minor 
decrease in outlet NO concentration from 1.79 % to 1.42 %. However, 
diffusive transport remains critical for quenching NO in the effluent, as 
evidenced by its large contribution to total NOx production at a flow rate 
of 20 slm and SEI of 60 kJ/mol, as shown in Fig. 10.

Fig. 13 (a) demonstrates that the net rate of NO oxidation (R6) 
closely matches the rate of NO2 destruction by O atoms (R7) across the 
entire reactor cross section. Because the NO consumed via R6 is imme
diately regenerated through R7, this sequence does not alter the overall 
NO concentration in the system. Instead, the combined action of R6 and 
R7 forms an effective catalytic cycle for O atom recombination.

In the region 3.5 mm < r < 6.2 mm, corresponding to temperatures 
between 3300 K and 4800 K, R6 and R7 exhibit slightly negative net 
rates, contributing slightly to O2 dissociation. However, this contribu
tion is minor compared to the direct dissociation via R2 (see Fig. S.9 in 
the SI). In contrast, for 6.2 mm < r < 10 mm (900 K – 3300 K), the net 
positive rates of R6 and R7 significantly enhance O atom recombination, 
becoming the dominant recombination pathway beyond r > 7.2 mm (cf. 
Fig. S.9).

As shown in Fig. 13 (a), the R6–R7 cycle operates in temperature 
regions where the reverse process of R3 contributes to NO destruction (r 
< 8.8 mm). By removing O atoms, this cycle increases the net rate of R3, 
thereby enhancing overall NOx production. For example, at a flow rate 
of 6 slm and SEI = 132 kJ/mol, excluding R7 reduces the total NOx 
concentration from 2.31 % to 1.97 %. Thus, the inclusion of R6 and R7 is 
essential for accurately capturing NOx formation dynamics, particularly 
at higher SEI values where reverse reactions play a crucial role.

In [20], it was hypothesized that NO oxidation via R6 enhances NOx 
yield by converting NO into NO2, thereby shielding it from back re
actions. Our modeling results suggest this is only partially correct. While 
NO oxidation does enhance NOx formation, it does so, not by stabilizing 
NO as inert NO2, but through the catalytic cycle formed by R6 and R7. 
This cycle removes O atoms that would otherwise participate in NO 
destruction via the reverse Zeldovich mechanism, thereby promoting 
net NOx formation.

As mentioned in the Introduction, our group has experimentally 
demonstrated that NOx production in RGA plasma operating in air at 
elevated pressure (up to 3 barg) yields significant improvements, espe
cially in terms of higher NOx production rates, at record-low EC of 1.8 
MJ/mol [20]. Our novel modeling insights now suggest an additional 
advantage of operating at higher pressures, besides the increased NOx 
equilibrium concentrations achievable under such conditions [20]. 
Specifically, the increased gas density at higher pressures enhances the 
three-body reaction rate of NO oxidation (R6), thereby promoting O 
atom recombination and reducing NO destruction via O atoms (R3).

Hence, based on our modeling insights, we recommend operating at 
elevated pressures to enhance the equilibrium fraction of NOx and 
suppress back reactions by accelerating NO oxidation that effectively 
removes O atoms from regions where they would otherwise contribute 
to NO destruction. Furthermore, since NOx formation in chemical 
equilibrium is most efficient at ca. 3100 K (2.7 MJ/mol), the system 
performance can be optimized by achieving a uniform mixture tem
perature near this value. However, the SEIs required to heat and disso
ciate air to an equilibrium mixture at 3100 K already approach 120 kJ/ 

mol, as calculated via thermodynamic equilibrium calculations using 
the NASA 9 polynomials [70] in CANTERA [71]. Our analysis indicates 
that convective quenching resulting from passive wall cooling is not fast 
enough at these higher SEIs above 80 kJ/mol. As a result, significant 
NOx losses occur due to back reactions. Therefore, the uniform mixture 
at the optimal temperature should be rapidly quenched (by means of 
quenching nozzles or other strategies) to temperatures below ca. 2100 K, 
where reverse Zeldovich reactions are effectively frozen. Below this 
temperature threshold of ca. 2100 K, the mixture can be cooled more 
gradually, allowing recovery of the effluent heat to preheat the inlet air 
stream, so that less power is needed to reach the same NOx production, 
thereby further reducing the overall EC of NOx formation.

4. Conclusions and perspective

We have developed a fluid model for (near-)atmospheric pressure air 
MW plasma that resolves MW field heating by solving the wave equation 
and incorporates turbulent flow effects. Since our new model does not 
rely on predefined field variables obtained from experiments, it holds 
potential to independently predict experimental outcomes.

We have validated our model against the experiments of [1] (SEI <
52 kJ/mol), where the assumption of laminar flow yields good agree
ment with the measured temperature profile. The SST turbulence model 
predicts a more contracted plasma due to enhanced radial conductive 
heat losses. Both the SST and laminar flow models accurately reproduce 
the outlet NOx concentrations, indicating that turbulence has a limited 
effect on NOx formation.

Next, we validated our model against the experiments of [2], which 
span a broader range of flow rates (5–90 slm) and SEI values (10–300 
kJ/mol). Reasonable agreement was observed for the electron density at 
the plasma core, suggesting a reliable prediction of the maximum 
plasma temperature as well. Both the SST and laminar flow models 
accurately reproduce the experimental NOx concentrations across the 
complete SEI range.

After the model validation, we investigated the mechanisms 
contributing to NOx production, considering both chemistry and trans
port effects. Our results indicate that radial diffusive transport domi
nates NOx formation for SEI values below 85 kJ/mol. As SEI increases, 
the cold peripheral gas zone that enables radial diffusive quenching 
decreases, and convective transport becomes the primary contributor to 
NOx production above this threshold. Around the same SEI value, 
external cooling becomes necessary to prevent significant NOx losses 
through back reactions. Reaction rate analysis reveals that NO is pri
marily formed at the plasma edge, with approximately half of it diffusing 
inward and being destroyed, while the other half diffuses outward, 
where it is transported downstream via axial convection.

Our modeling results also indicate an additional advantages of 
operating at elevated pressures, besides the enhanced equilibrium con
centrations of NOx achievable under such conditions. Specifically, 
higher pressure enhances NO oxidation rates, which, together with NO2 
destruction by O atoms, forms a catalytic cycle for O atom recombina
tion. This cycle effectively removes O atoms from regions where they 
would otherwise contribute to NO destruction, thereby increasing NOx 
production.

In addition to operating at elevated pressures (e.g., >10 bar), ther
mal plasma-based NOx formation from air can be optimized by main
taining a uniform mixture temperature of ca. 3100 K for efficient NOx 
production (2.7 MJ/mol), thereby avoiding a hot plasma core with 
excessively high temperatures where NOx is mainly destroyed. This 
should be followed by rapid quenching to below ca. 2100 K to freeze the 
reverse Zeldovich reactions. Below this temperature, the effluent can be 
cooled more gradually, allowing heat recovery to preheat the inlet air 
stream and reduce the overall EC of NOx production.

Overall, our new model reliably predicts NOx production without 
requiring experimental input for parameter fitting. Our next step will be 
to utilize this predictive capability in the design of plasma reactor 
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configurations, possibly operating at higher pressure, that optimize post- 
plasma quenching and heat recovery, with the goal of significantly 
reducing the EC of thermal MW plasma-based NOx production from air, 
aiming to reach the EC target of 1–1.5 MJ/mol defined by Rouwenhorst 
et al. for the plasma process to become competitive with the HB-Ostwald 
process [26].
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