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Performance of a gliding arc plasmatron pilot
reactor with an integrated carbon bed and
recirculation for upscaled CO2 conversion†

Robbe Bryssinck, ‡*abcd Gregory James Smith, ‡ab Colin O'Modhrain, ‡ab

Tom Van Assche, c Georgi Trenchev ‡abd and Annemie Bogaerts ‡ab

In this work, we investigated the performance of a multi-reactor gliding arc plasmatron (MRGAP) pilot

reactor with an integrated carbon bed and recirculation. Experimentally, we varied the following

parameters: carbon bed position, total flow rate, recirculation and a semi-continuous feeding system. The

optimum operating conditions were found to be with the carbon bed located closest to the reactor outlets

(35 mm) at a flow rate of 50 L min−1 with a semi-continuous carbon feed. Under these conditions, we

obtain a maximum CO2 conversion of 20%, corresponding to a conversion rate of 1068 g h−1 and a CO

concentration of 33 vol% at the outlet. The plug-power based energy cost (EC) for these optimum

conditions was 5.8 MWh tCO
−1 (1.2 MJ molCO2

−1). When implementing a gas recirculation stage, the CO2

conversion increases from 10.3% to 12.7%, but the EC rises from 10.9 MWh tCO
−1 to 13.7 MWh tCO

−1. To

complement the experimental work, we also developed a 2D model of the post-plasma chamber, coupled

to a simple model for the plasma reactor. The model enables further insights into the effect of the carbon

bed position and temperature on the performance, and confirms that when the carbon bed is positioned

closer to the inlets, the performance increases. Both experimental and modelling results indicate that the

integration of a carbon bed into an industrial scale plasma reactor is viable and can improve both the CO2

conversion and energy metrics.

1. Introduction

The current focus on mitigating carbon emissions lies in
carbon capture and storage (CCS) or carbon capture and
utilisation (CCU) processes, where CCS aims for long-term
carbon dioxide (CO2) storage, whereas CCU utilizes CO2 as a
building block for value-added chemicals, such as e-fuels and
polymers.1,2 One method for converting CO2 into its
respective building blocks is via dissociation:

CO2 gð Þ→CO gð Þ þ 1
2
O2 gð Þ ΔH° ¼ þ283 kJ mol − 1 (1)

This process faces two main challenges: i) the reaction is
endothermic and thus requires high temperatures to be

favourable2 (starting from 2000 K at atmospheric pressure). ii)
To be useful on an industrial scale, the exhaust gas from the
reactor should be O2-free.

3 When O and O2 are produced in
the process of CO2 splitting, they can recombine with CO into
CO2, lowering the net CO2 conversion.3,4 Due to the first
challenge, thermal CO2 splitting is not industrially viable due
to the high energy consumption required.

Clean energy technologies2 aim to decarbonize and
electrify chemical processes, such as the production of
methanol or ammonia.5 A promising pathway is plasma
technology. In a plasma reactor, a reactive mixture of high-
energy electrons, radicals, ions, and excited and neutral
species can be generated by applying an electric field to a
gas.6,7 Plasma reactors can be operated under ambient
conditions (atmospheric pressure) and can be rapidly
switched on/off, making them compatible with renewable
energy sources with variable output. Additionally, plasma
technology eliminates the need for heating the gas as a
whole, as plasma acts as a specific heat source due to Joule
heating.2

Plasma-based CO2 splitting has been extensively studied
using various types of reactors. In this work, a gliding arc
(GA) plasma reactor8,9 is used. It operates at atmospheric
pressure, so the CO2 conversion proceeds via thermal
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reactions.8,10 The advantage of using a GA reactor is that it
has a relatively low cost and simple design, and its operation
at atmospheric pressure.

As mentioned above, CO2 conversion by plasma leads to
the production of O/O2 species that can recombine with
produced CO to reduce the net conversion, as well as
increase the energy cost (EC). Note that the EC is defined as
the specific energy input (SEI) divided by either the CO2

conversion or the amount of CO produced, where the SEI is
the power over the gas flow rate (see e.g., definition in
Snoeckx et al.2 or eqn (5) below). One method of removing
these species and reducing the rate of recombination
reactions is by reaction with solid carbon. Such
heterogeneous reactions increase the concentration of CO in
the exhaust. Furthermore, at sufficiently high temperature,
the unconverted CO2 exiting the plasma reactor can also react
with the solid carbon. This reaction is called the reverse
Boudouard reaction (RBR):4

CO2(g) + C(s) → 2CO(g) ΔH° = +172 kJ mol−1 (2)

This endothermic reaction requires elevated temperatures
(>1000 K)4,11 to proceed at an appreciable rate at
atmospheric pressure. Prior work investigating the effect of
the RBR has been conducted in several studies.4,12–19 A
comprehensive overview of these studies is shown in
O'Modhrain et al.13 In this paper, the authors observed that a
higher specific energy input (SEI), and hence a higher power,
increases the temperature of the hot plasma effluent in
contact with the carbon bed. In addition, a functioning silo
was implemented, which supplied fresh carbon to the bed
and maintained the improved metrics on the order of 1 hour.
These improvements lead to a sustained conversion of 41%,
corresponding to a CO concentration of 58% and an EC of
0.41 MJ molCO2

−1. Another more recent paper by PLASMANT,
in collaboration with Zhejiang University,12 also reported a
CO2 conversion above 40% at an EC below 2.8 eV per
molecule or 0.28 MJ molCO2

−1. This was achieved by improved
coupling between the plasma and carbon bed, highlighting
the benefit of moving the bed as close as possible to the
plasma reactor outlet. In general, these results highlight the
potential of placing a carbonaceous material after the plasma
to boost the performance. It is important to note that the EC
mentioned in the literature, e.g., expressed in MJ molCO2

−1, is
often based on the plasma power, and thus focused on the
amount of plasma energy that is consumed to convert CO2,
not taking into account the efficiency of the power supply.
From an industrial point of view, it is more interesting to
report the EC based on the plug power, thus accounting for
the efficiency of the power supply and focusing on the
amount of energy consumed to obtain a certain amount of
product, in this case CO, e.g., expressed in MWh tCO

−1. In this
work we focus on industrial applications, so we use the plug
power to calculate the EC.

Another method commonly used in industry to increase
conversion is the implementation of a recycling step, such as

that conducted in the nitrogen-fixing Haber–Bosch process.20

Here, the reactor outlet stream consists of produced
ammonia (NH3) with unreacted hydrogen (H2) and nitrogen
(N2). The NH3 is removed by separation and the unreacted
components are mixed with a fresh feedstock and recycled
back to the processing reactor.21 While recycling units are
very common in the chemical industry, their implementation
into plasma-based technology is thus-far scarce. Vertongen
et al.22 studied the effect of recirculation flow by using a step-
wise approach. The authors determined the CO2, CO and O2

output of a single reactor and fed a mixture with an identical
composition into the same reactor, mimicking several
reactors operating in series. This procedure was repeated
until a plateau in conversion was reached. The authors
demonstrated an increase in conversion with the number of
passes, albeit at the cost of a rise in the EC. The latter could
be largely mitigated, however, by combining the recycling
with O2 removal after each pass. In reality, placing multiple
plasma reactors in series may be challenging for an
industrial setting, as it is cost-intensive and requires more
space to operate safely. Another challenge arises due to the
tuning of the recycled gas flow to find an appreciable balance
between the CO2 conversion and the EC.

To gain additional insights and to attempt to unravel the
underlying mechanisms of a post-plasma carbon bed, Girard-
Sahun et al.4 developed a zero-dimensional (0D) chemical
kinetic model to study the contributions of different
reactions occurring within such a carbon bed. The results
revealed that the onset of oxygen coverage at the carbon
surface is detrimental to the process performance. This
occurs due to the selectivity towards CO2 being increased via
the C(s)–O oxidation and the forward Boudouard reaction,
resulting in a drop in CO2 conversion and CO concentration.
In addition, the formation of oxygen complexes on the
surface of the carbon leads to passivation and hence
deactivation of the carbon bed. Recent work by Biondo
et al.12 built further upon this kinetic model, with the
authors investigating the effect of the distance between the
plasma reactor outlet and carbon bed on the performance.
This study revealed among others that the closer the carbon
bed was placed to the plasma reactor outlet, the higher the
temperature was in the bed, which increased the RBR rate.
Interestingly, the simulation predicted that the carbon bed
was in fact not chemically quenching the recombination
reactions. Instead, if the temperature of the carbon bed
exceeded 1500 K, the RBR increased the CO2 conversion and
compensated for the reduced conversion due to the
recombination reactions. The authors also highlighted that
the implementation of a post-plasma carbon bed is beneficial
for setups with moderate conversion and heat losses to the
reactor walls. In case of a reactor reaching high conversion, it
is important to maintain higher temperatures at the carbon
bed, to prevent oxidation, otherwise the positive effects of the
carbon bed are lost.

In this work, we investigate the influence of several
process parameters on the performance of a post-plasma

Reaction Chemistry & Engineering Paper



1912 | React. Chem. Eng., 2025, 10, 1910–1923 This journal is © The Royal Society of Chemistry 2025

carbon bed implemented in a pilot-scale multi-reactor gliding
arc plasmatron (MRGAP) reactor. We examined the influence
of the flow rate, carbon bed position, and the introduction of
a semi-continuous feeding system with interval zones.
Additionally, we explored the effect of real-time effluent
recycling, wherein a portion of the exhaust gas was
reintroduced to the reactor with pure CO2.

As mentioned above, recent modelling work investigating
the role of reactions occurring within a carbon bed has
been conducted only using 0D models. There are no
existing higher dimensional models in the literature
describing a post-plasma carbon bed. We therefore
developed a 2D post-plasma chamber model consisting of
both gas and solid phases, which monitors the ablation of
solid carbon particles and the subsequent production of CO
as a function of time. We examined the effect of the bed
distance and temperature on the CO concentration in the
exhaust region, which contributes to our interpretation of
the experimental trends.

2. Experimental method
2.1. Experimental setup

The MRGAP pilot-scale reactor used in this work was
developed by D-CRBN, a spin-off company of the research
group PLASMANT. The reactor is placed inside a 10 ft
container, together with other important process elements,
such as power supplies, a heat pump/chiller, and the
programmable logic computer (PLC), as shown in Fig. S1 in
the ESI.†

Fig. 1a shows the pilot reactor, which consists of three
main chambers: a pre-plasma chamber, a plasma chamber
and a post-plasma chamber. The pre-plasma chamber is

connected to the CO2 gas input and contains the anode plate,
with seven parallel GA reactor nodes.

Fig. 1a shows the total gas inlet and outlet, the pre-
and post-plasma chambers, the position of the carbon
feed and the three K-type thermocouples (T1–T3) used to
measure the temperature of the gas leaving the plasma
chamber. A more detailed view of the anode plate can be
seen in Fig. 1b. It contains seven identical GAP reactor
nodes (shown in detail in Fig. 1c) with a flange. These
reactor nodes (i.e., plasma chambers) consist of three
main parts: a high voltage cathode (diameter = 18 mm,
height = 19 mm), ceramic insulation (height = 2 mm),
and a grounded anode (diameter = 20 mm, height = 18
mm). CO2 (99.7%, Air Liquide) is introduced into the pre-
plasma chamber through a singular inlet at a total flow
rate of 50–110 L min−1. The gas is then distributed over
the seven reactor nodes and introduced via individual
tangential inlets (diameter = 3.2 mm). The reactors are
designed to enable the formation of a reverse-vortex flow
stabilization pattern inside the node cavity.23,24 The gas
exits the reactor nodes through their respective gas outlet
(diameter = 7 mm) into the post-plasma chamber
(diameter = 170 mm, height = 470 mm). In the diagnostic
box, the following sensors are placed: an optical O2-sensor
(FDO2, PyroScience GmbH) and two near-dispersive
infrared (NDIR) sensors, one for CO2 and the other for
CO (FlowEvo, SmartGas).

The pre-plasma chamber (diameter = 170 mm, height =
280 mm) contains the high voltage connections, which serve
as a link between the nodes and their respective power
supply units (PSUs). The PSUs are switching-type high voltage
generators with a negative output which drive arc plasmas
with a power around 1 kW DC.

Fig. 1 3D renderings of the pilot reactor with (a) an overview of the system as a whole, (b) a more detailed view of the anode plate and carbon
bed inside the post-plasma chamber and (c) a single GAP reactor node.
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The post-plasma chamber is equipped with a fluid jacket
for water cooling, enabled by a heat exchanger connected to
a heat pump/chiller. Additionally, it houses the carbon bed
(diameter = 136 mm, height = 27 mm, mesh number = 8)
with connection points on the chamber wall. The presence of
multiple connection points enables placing the carbon bed at
different heights. The carbon bed consists of a stainless steel
ring and a mesh plate.

Fig. 2 shows the P&ID of the D-CRBN pilot setup inside
the container, with pressure sensors at the input and output
gas lines (P1 and P2). Each sensor and control device are
connected to the PLC. Furthermore, the pilot container is
equipped with a carbon silo (to provide a continuous feed of
fresh carbon), a heat pump/chiller (CH), and a recirculation
stage/loop containing a check valve (CV), a ball valve (BV), a
needle valve (NV), and a pump (P). The carbon is fed from
the carbon silo into the carbon bed under the influence of a
screw feeder, to ensure a controlled feeding rate during
operation. A filter is mounted at the end of the post-plasma
chamber to remove residual particulate matter. In the
continuous feeding experiments, the flow rate was set at 50 L
min−1 and 50 g of activated carbon (NORIT PK, 3–5 mm) was
initially loaded in the bed. The reactor was tilted to a 25°
angle relative to the vertical to ensure a good carbon
spreading inside the carbon bed. For the recirculation stage,
a recycling rate of 50% was selected. This represents the
amount of output gas that is re-introduced to the reactor via
the total inlet. As a consequence, the PLC system adjusts the
inlet flow rate to maintain a steady input value. A picture of
the setup can be found in the ESI† (section S1 and Fig. S2).

2.2. Performance metrics calculations

Previous studies have extensively and accurately defined
methods for determining conversion, accounting for the “gas

expansion” that occurs during reactions such as CO2 splitting
(i.e. 1 mole of reactant into 1.5 mole of products).25,26 In
these studies, one approach to calculate the conversion X (%)
is by using the inlet and outlet volumetric flow rates of the
gases. This is done via the following formula:24,25

X %ð Þ ¼ Qin −Qout·y
out
CO2

Qin
·100 (3)

with Qin (L min−1) and Qout (L min−1) representing the
volumetric flow rates at the inlet and outlet, respectively, and
y being the fraction of the component indicated in the
subscript detected in the effluent. To calculate Qout, the
oxygen balance is utilized as defined in previous studies:4,15

Qout ¼
2·Qin

2· youtCO2
þ youtO2

� �þ youtCO

� � ·100 (4)

Besides conversion, also the EC is an important performance
metric. In our work, it is expressed in kWh tCO

−1 produced,
defined as:

EC ¼ P·Vm

60·MCO·Qout × yCO
·1 × 106 (5)

where P (kW) represents the power (plug power in our case),
Vm (L mol−1) is the molar volume at atmospheric pressure
and room temperature (24.06 L mol−1), MCO (g mol−1) is the
molar mass of CO, the factor 60 is to convert min to hours,
and the factor 1 × 106 is to convert grams to tonnes.

It is important to note that the EC in this work is
calculated with respect to the plug power (i.e. the total power
of the system), which is important for assessing the
industrial potential. Therefore, this value should not be
compared directly with EC values from the literature, wherein
the use of the plasma-deposited power is commonly used to
determine energy metrics. Generally, the plasma power is 60–

Fig. 2 P&ID of the D-CRBN pilot setup.
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80% of the plug power, which makes the EC value based on
plasma power clearly lower.

Finally, the conversion rate (CR) (g h−1) is calculated as
follows:27

CR ¼ Qin·X ·60·MCO2

Vm·100
(6)

where MCO2
(g mol−1) is the molar mass of CO2.

Except where explicitly stated, all measurements have
been performed in triplicate and error bars have been
calculated by using the standard deviation.

3. Model description of the post-
plasma carbon bed

We developed a multi-dimensional post-plasma chamber
model, consisting of a gas phase (before and after the carbon
bed) and a porous medium (in the carbon bed), coupled to a
simple CFD plasma reactor model (providing input to the
post-plasma chamber model), using COMSOL Multiphysics
(version 6.2).

We applied a step-wise process of model development in
order to explore the system as a whole. This approach has
been utilised in previous studies,28,29 and is implemented to
reduce the computational cost of simulating the system as a
whole (plasma reactor and post-plasma chamber with a
carbon bed). Initially, we solve a 3D fluid flow model of a
single GAP reactor (i.e. plasma chamber) and we extract
radially-averaged velocity profiles (Fig. S3 and S4 in the ESI†).
These profiles are implemented as inlet boundary conditions
for a 2D axisymmetric model of a single GAP reactor (Fig.
S5†). In this stage, we approximate the plasma by a uniform
heat source, with the applied power matching the
experimental values (Fig. S6†). From this model, we extract

the outlet gas temperature and velocity profiles (Fig. S7†), to
be applied to the final stage. This final stage simulates the
post-plasma chamber (Fig. 3) as a 2D slice, wherein the
outlets of multiple GAP reactors are fed into a single domain,
either with or without a carbon bed region.

The primary focus of this work is the post-plasma
chamber region and the effect of the carbon bed on the gas
dynamics therein. As such, we will discuss the 2D post-
plasma chamber model in detail, while the simulations for
deriving the inlet velocity and temperature profiles (3D and
2D axisymmetric GAP simulations) can be found in the ESI†
(sections S2 and S3), as explained in the previous paragraph.

3.1. Geometry

The link between the plasma chamber and the 2D modelling
domain of the post-plasma chamber is shown in Fig. 3,
including the domain dimensions and carbon bed location(s).

The post-plasma chamber simulation domain represents a
slice of the 3D reactor exhaust through three plasma
chamber (MRGAP reactor node) outlets (cf. Fig. 1b), resulting
in the three gas inlets in Fig. 3. The rectangular simulation
domain is 400 mm long and 136 mm wide, with an out-of-
plane thickness (dy) of 7 mm (assuming homogeneity in this
dimension). This value for dy is chosen to align with the
diameter of the plasma chamber outlets, and to better
approximate the flow rate. The individual inlets have a width
of 7 mm, matched to the diameter of the plasma chamber
outlets. To compare with our experiments, three distinct
conditions are investigated: no carbon bed, a carbon bed in
position 1 (35 mm from the inlets) and in position 2 (65 mm
from the inlets). Other carbon bed positions were also
investigated, namely 45 mm and 55 mm from the inlets.

The model domain discretization was refined until
convergence, with the number of mesh elements ranging
between 67 859 and 107 710. A range for the number of mesh
elements is required due to the nature of each individual
simulation, where the location of the carbon bed alters the
number of elements required and is mostly affected by the
pre-bed area requiring a higher resolution than the post-bed
region. A table with the number of mesh elements per
simulation can be found in the ESI† (section S4). The
boundary conditions of the model can also be found in the
ESI† (section S5).

3.2. Equations

3.2.1 Navier–Stokes equation and the Brinkman
approximation. In the post-plasma chamber, the gas phase
fluid modelling before and after the carbon bed region is
carried out using the Navier–Stokes equation:30

ρ
ϑu
ϑt

¼ ∇· − pI þ μ ∇uþ ∇uð ÞT� �
− 2
3
μ ∇·uð ÞI

� �
þ F (7)

where ρ (kg m−3) is the density of the gas, u (m s−1) is the
velocity vector, p (Pa) is the pressure, μ (kg m−1 s−1) is the
dynamic viscosity of the fluid, superscript T describes

Fig. 3 3D geometry of a single plasma chamber (MRGAP reactor
node; left) and 2D geometry of the post-plasma chamber (right), where
the plasma chamber outlet corresponds to the inflow of the post-
plasma chamber. The three gas inlets, the carbon bed, and the outlet
are indicated, as well as the dimensions of the post-plasma chamber.
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transposition, I is the unity tensor, and F (N m−3) the external
forces applied to the gas.

In the carbon bed region, the flow through the porous
medium is described by the Brinkman approximation:30

ρ

εp

∂u
∂t ¼ −∇pþ ∇· 1

εp
μ ∇uþ ∇uð ÞT� �

− 2
3
μ ∇·uð ÞI

� �� �

− κ − 1μþ Qm

εp
� �2

 !
uþ F

(8)

where εp is the porosity, κ (m2) is the permeability of the
porous medium, and Qm (kg m−3 s−1) is a mass source term.

The gas flow through the porous medium assumes non-
Darcian flow, due to the temporally varying nature of the bed
porosity and the requirement to calculate permeability
continuously. The permeability and porosity are self-
consistently solved throughout the simulation and the
equations for this can be seen in section 3.2.4 below.

3.2.2 Heat balance equation. The temperature within the
post-plasma chamber is determined by the thermal balance
equation, which is defined in the porous medium and fluid
domains separately. We assume that the porous medium
reaches a local thermal equilibrium between solid and gas,
meaning that solid and gas are treated as a single material at
a single temperature in this region. The heat balance
equation for the post-plasma chamber gas domain (before
and after the porous medium) is given as:

dyρCp
∂T
∂t þ dyρCpu·∇T þ ∇·q ¼ dyQ (9)

with:

q = −dyk∇T (10)

and:

Q = −r·H (11)

where Q (W m−3) is the heat of reaction, r (mol m−3 s−1) is the
reaction rate, and H (kJ mol−1) is the enthalpy of the reaction
(in our case +172.5 kJ mol−1).

The gas density ρ is calculated using the ideal gas law:

ρ ¼ pMn

RgT
(12)

Here, dy (m) is the out-of-plane thickness (explained
above), Cp (J kg−1 K−1) is the heat capacity of the gas, T
(K) is the temperature, q (W m−2) is the conductive heat
flux, k (W m−1 K−1) is the thermal conductivity of the gas,
Mn (g mol−1) is the mean molar mass of the gas, and Rg
(m3 Pa K−1 mol−1) is the gas constant.

The heat balance equation in the porous medium is
defined as:

dy ρCp
� �

eff

∂T
∂t þ dyρ fCp;fu·∇T þ ∇·q ¼ dyQ (13)

with:

(ρCp)eff = εpρfCp,f + θsρsCp,s (14)

and:

q = −dykeff∇T (15)

The thermal conductivity coefficient, keff, is determined for
spherical particles distributed homogeneously and is defined
as:

keff ¼ k f
2k f þ ks − 2 k f − ksð Þθsð Þ
2k f þ ks þ k f − ksð Þθs þ kdisp (16)

where ρf (kg m−3) is the fluid density, ρs (kg m−3) is the
solid density, Cp,f (J kg−1 K−1) is the heat capacity at
constant pressure for the fluid, Cp,s (J kg−1 K−1) is the heat
capacity at constant pressure for the solid, keff (W m−1 K−1)
is the effective thermal conductivity in the porous medium,
kf (W m−1 K−1) is the thermal conductivity of the fluid, ks
(W m−1 K−1) is the thermal conductivity of the solid, θs is
the volume fraction of the solid, and kdisp (W m−1 K−1) is
the dispersive thermal conductivity.

3.2.3 Species transport equations. The transport of species
in the gas phase domain of the post-plasma chamber is
defined using the conservation of mass:

ρ
∂ωi

∂t þ ∇·ji þ ρ u·∇ð Þωi ¼ Ri (17)

Here, ωi is the weight fraction of species i, ji (mol m−2 s−1) is
the diffusive flux vector of species i, and Ri (mol m−3 s−1) is
the total net production rate of species i.

ji is derived from the mixture-averaged diffusion model:

ji ¼ − ρDm
i ∇ωi þ ρωiD

m
i
∇Mn

Mn
− jc;i þ DT

i
∇T
T

� 	
(18)

with Dm
i (m2 s−1) representing the diffusion coefficient for

species i, jc,i (mol m−2 s−1) is the multi-component diffusive
flux correction term, and DT

i is the thermal diffusion
coefficient (kg m−1 s−1).

Dm
i , Mn, and jc,i are calculated via:

Dm
i ¼ 1 −ωiP

k≠i

xk
Di;k

; Mn ¼
X
i

ωi

Mi

 ! − 1

; jc;i ¼ ρωi

X
k

Mi

Mn
Dm
k ∇xk

(19)

where xk is the molar fraction of species k, Di,k (m
2 s−1) is the

multi-component Maxwell–Stefan diffusivity, Mi (g mol−1) is
the molar mass of species i, and Dm

k (m2 s−1) is the mixture-
averaged diffusion coefficient for species k. The transport of
species within the carbon bed is defined by the conservation
of mass with additional terms:

εpρ
∂ωi

∂t þ ∇·ji þ ρ u·∇ð Þωi ¼ Ri þMi
∂csurf;i
∂t Sarea (20)

where Sarea (m
−1) is the surface area ratio between the surface

and gas volume in the bed, and csurf,i (mol m−2) is the surface
concentration of species i.
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The diffusive species flux ( ji) is given as:

ji ¼ − ρDm
i ∇ωi þ ρωiDm

i
∇Mn

Mn
− jc;i þ DT

e;i
∇T
T

� 	
(21)

with DT
e,i (kg m−1 s−1) being the effective thermal diffusion

coefficient for species i.

DT
e,i = fe(εp, τF)D

T
i (22)

where τF is the tortuosity.
Dm
i , Mn, and jc,i are calculated via:

Dm
i ¼ 1 −ωiP

k≠i

xk
De;ik

; Mn ¼
X
i

ωi

Mi

 !− 1

; jc;i ¼ ρωi

X
k

Mi

Mn
Dm
k ∇xk

(23)

with

DT
e,ik = fe(εp, τF)Dik (24)

3.2.4 Particle diameter and porosity. A partial differential
equation (PDE) is implemented to describe the rate of change
in particle diameter over time:

∂dp
∂t ¼ 2Rs; j

ρs
(25)

where dp (m) is the particle diameter, Rs, j is the surface rate
expression from the surface reaction (kg m−2 s−1) for species
j, and ρs is the solid density of the pellets (kg m−3). Within
the porous domain, the particles are assumed to be arranged
as a 3D stack of spherical pellets. As can be seen in Fig. 4,
the drop in particle diameter increases the porosity and
permeability (assuming that the particles are stacked inside
unit cells and do not move as their size decreases).

The porosity, εp, is defined by dividing the volume of the
void space, Vv, by the total volume of the unit cell, Vtot:

εp ¼ V v

V tot
(26)

The volume of the void space is calculated by subtracting the
volume of the spherical particle (Vparticle) from the total
volume (Vtot), cf. Fig. 4. The volume of the void fraction is
calculated by the following equation:

V v ¼ V tot −Vparticle ¼ dp
� �3 − 4

3
π

dp
2

� 	3

(27)

The particle diameter and porosity are linked to the
permeability (κ) of the carbon bed, which is calculated using
the Ergun equation for spherical pellets:

κ ¼ dp
� �2
150

εp
� �3
1 − εp
� �2 (28)

3.3. Modeled conditions

The model assumes a CO2/CO gas mixture where the gas
properties are determined from the individual properties of
the CO2 and CO molecules, and the bulk gas properties from
the interaction of these two molecules.31,32 We do not
consider plasma-specific radicals due to recent insights from
a global model where O radicals react rapidly in the post-
plasma regions such that we can neglect the inclusion of O.12

In the experimental setup, the carbonaceous material loaded
in the bed is consumed during plasma operation. This
change results in the reduction of particle diameter while
concurrently increasing the bed porosity. To capture this
process in the simulation, we include a simplified version of
the RBR (eqn (2)) in the model, solely focused on the rate of
formation of gas phase CO from solid phase carbon. This
rate is described with a rate coefficient (s−1) given as:33

k s − 1
� � ¼ 4:85 × 108

� �
·exp − Ea

RT

� 	
·
SA
SA0

(29)

where 4.85 × 108 is the pre-exponential factor (s−1), Ea is the
activation energy (160.7 kJ mol−1), R is the universal gas
constant (8.314 J K−1 mol−1), and T (K) is the temperature. To
account for the change in the reaction rate with changing
size of the particle, the rate is multiplied by the ratio of the
surface area of the particles compared to their initial surface
area, here given as SA and SA0

. To account for the
endothermic nature of this reaction, a heat loss term is
included in the heat balance equation, with a value equal to
the reaction enthalpy of the RBR (eqn (2)).

The carbon bed is represented by a porous medium in the
model and is assigned the parameters shown in Table 1.

We assume that the pellets have no internal porosity and the
values for the solid pellet density and the heat capacity are
taken from the literature.34,35 The porosity of the carbon bed is
calculated self-consistently (eqn (26)), which determines the
porous bed density and heat capacity. The thermal conductivity
of the carbon pellets is strongly influenced by internal porosity.
In order to better capture the thermal properties of the carbon

Fig. 4 Illustration of the change in size of a carbon particle inside a
unit cell (simple cubic packing fraction).

Table 1 Carbon bed parameters

Parameter Value

Initial particle diameter, dp (mm) 5
Thermal conductivity, k (W m−1 K−1) 0.15/εp0
Carbon particle density, ρs (kg m−3) 2260
Carbon particle heat capacity, Cp (J kg−1 K−1) 710
Surface site concentration (mol m−2) 1 × 10−5
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bed with respect to the thermal conductivity, we assumed an
initial value taken from experimental measurements, i.e. 0.15
W m−1 K−1.36 As this experimental value does not account for
the void space, we have included the influence of porosity on
the thermal conductivity using the initial porosity, εp0. After
this, the thermal conductivity is calculated for the bed as
defined in eqn (16). The surface site concentration of the
carbon bed, C(s), is assumed to be constant, as determined for a
similar carbon pellet material.4 The surface area of the
spherical pellets is calculated self-consistently from the
diameter of the pellets.

4. Results and discussion

We experimentally investigated the effect of carbon bed
positioning, the applied flow rate, a recirculation stage, and
semi-continuous solid carbon feeding on the measured CO
concentration, CO2 conversion and EC.

4.1. Effect of the carbon bed position

We investigated two different carbon bed positions, namely
35 mm and 65 mm from the MRGAP reactor anode plate
(termed position 1 and position 2, respectively). In each
experiment, the total inlet flow rate was fixed at 70 L min−1

and an average power of 8.5 kW was applied over the 7 active
GA reactors. The temperature was measured with
thermocouples at three different positions along the reactor
body, where 0 mm corresponds to the outlet of the plasma
chamber. T1 was positioned centrally inside the carbon bed
(and therefore moves with the carbon bed position), T2 at
155 mm and T3 at 275 mm.

In Fig. 5a, the CO concentration is plotted as a function of
time for both bed positions and a benchmark test without a
carbon bed. It is clear that position 1, being the closest to the
anodes, exhibits the best performance. It can reach a CO
concentration value up to 27 vol%, while for position 2, the
CO concentration reaches a maximum of 15 vol%. This is
better than the benchmark, which achieves a maximum CO

concentration of 12 vol%. It is logical that the carbon bed
position closest to the anodes, and thus to the plasma
afterglow, yields the best performance, due to the higher
temperature promoting the (endothermic) RBR. This can be
seen in Fig. 5b, where the average temperature within the
carbon bed is shown at T1 for the three cases. The
temperature in the carbon bed (T1) is higher for position 1
(1400 K) than for position 2 (1200 K). The benchmark test
showed only a temperature of 940 K within the empty bed,
due to the extensive cooling of the gas by the water-cooled
reactor walls.

Fig. 6 demonstrates that the conversion decreases by a
factor of two upon moving the bed further from the plasma
chambers, from ca. 16% (CR of 1176 g h−1) at position 1, to
8% (CR of 601 g h−1) at position 2. As a consequence, the EC
nearly doubles, from 5.6 MWh tCO

−1 (position 1) to ca. 11
MWh tCO

−1 (position 2). This illustrates the importance of the
carbon bed temperature for the reaction performance. It can
be noted that a carbon bed even closer to the reactor outlets
than 35 mm may yield better results, but this is not possible
in our current setup due to a destabilising effect of the
carbon and/or bed on the plasma arcs. These results, and the
relative improvement when compared to the benchmark test,
highlight the significance of placing the carbon bed as close
as possible to the plasma for improving the CO2 conversion
(and thus CO concentration) and EC of the process.

4.2. Effect of the flow rate

Fig. 7 presents the measured CO concentration as a function
of time, and the average temperatures at the three
thermocouple positions, for three different flow rates. In each
experimental run, 50 g of carbon was loaded into the bed.

As shown in Fig. 7a, the CO concentration decreases with
increasing flow rate. At a flow rate of 70 L min−1, the CO
concentration reaches a peak value of 27 vol%, while at 90 L
min−1 and 110 L min−1, it reaches 22 and 14 vol%,
respectively. These lower peak values are attributed to the fact

Fig. 5 (a) CO concentration (vol%) detected at the outlet as a function of time (s) for two carbon bed positions and a benchmark (without a
carbon bed). (b) Average temperature (K) measured using three separate thermocouples at different positions in the post-plasma reactor (see text).
The flow rate is fixed at 70 L min−1.
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that a higher flow rate yields a shorter residence time of the
gas inside the carbon bed, in addition to enhanced cooling
of the bed by the gas flow. The reduction in average bed
temperature is confirmed by the temperature measurements
shown in Fig. 7b. The temperature drops with increasing flow
rate, thus reducing the efficiency of the RBR, which takes
place in the carbon bed (T1). Furthermore, it can be seen that
the CO concentration drops near the end of the experiment
at 90 L min−1 and 110 L min−1. Due to the lower temperature,
the RBR does not compensate for the detrimental effects of
the recombination reactions of O/O2 on the performance. In
addition to this, the O/O2 species can form oxygenate
complexes on the carbon surface, which lead to a decrease in
performance.12

In terms of conversion, as shown in Fig. 8, a trend
similar to that observed with CO concentration can be
noticed as a function of increasing flow rate. The
conversion drops from 15% at 70 L min−1, to 12% at 90 L
min−1, and further to 8% at 110 L min−1. Interestingly, as
the decrease in absolute conversion is proportional to the
increase in flow rate, the conversion rate is relatively

constant between 70 and 90 L min−1, with a value of around
1160 g h−1. However, this proportionality does not hold true
upon increasing to 110 L min−1, as the CR drops to ca. 950
g h−1. Consequently, the drop in conversion upon increasing
the flow rate causes the EC to increase between 70 L min−1

and 90 L min−1, from 5.6 MWh tCO
−1 to 7 MWh tCO

−1.
Further increasing the flow rate to 110 L min−1 results in
the highest EC, with a value of around 11 MWh tCO

−1.
While the volumetric outflow of CO is similar between the
different flow rates, the power increases from 8.5 kW at 70
L min−1 to 9 kW at 90 L min−1 and even further to 9.5 kW
at 110 L min−1. This increased power deposition leads to an
increase in the EC as a function of flow rate. In addition,
the pressure rises with increasing flow rate due to the flow
constriction created by the carbon bed, resulting in an
increased voltage and hence power.37 In general, the results
show that a higher flow rate causes a drop in CO
concentration and CO2 conversion, while the EC increases.
These trends can again be attributed to the lower
temperature in the carbon bed, making the RBR less
favourable. Hence, it is advisable to work at lower flow
rates, although a minimum flow rate is needed for stable
plasma.

Fig. 6 CO2 conversion (%) and energy cost (MWh tCO
−1) in the

presence of a carbon bed at position 1 (35 mm), position 2 (65 mm),
and the benchmark (without a carbon bed) with a constant plug power
of 8.5 kW and a flow rate of 70 L min−1.

Fig. 7 (a) CO concentration (vol%) detected at the outlet as a function of time (s) and (b) average temperature (K) measured using three
thermocouples at different positions in the post-plasma reactor (see text), for three different flow rates and a carbon bed at position 1 (35 mm).

Fig. 8 CO2 conversion (%), plug power (kW), and energy cost (MWh
tCO

−1) for the three different flow rates in the presence of a carbon bed
at position 1 (35 mm).
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4.3. Effect of a recirculation stage

Previous work highlighted gas recirculation in combination
with O2 removal as a potential avenue for boosting the overall
CO2 conversion.22 Thus, we implemented a gas recirculation
stage in combination with a carbon bed in the MRGAP
reactor. We applied a flow rate of 50 L min−1 and a total plug
power of 8.5 kW before activating the recirculation stage.
This total power increased to 9.5 kW once gas recirculation
was activated, due to an additional compressor required to
add the recycled gas to the reactor inlet. The recirculation
stage was initiated after 280 s and the recycling rate was set
at 50%. The experiment was carried out with a different kind
of carbon than all the other tests.

Fig. 9 demonstrates the positive effect of recirculation on
the CO concentration, showcasing a rise in concentration
once the recycling is activated (ca. 280 s). Indeed, the CO
concentration rises from about 19 vol% to 23 vol%. This
increase is due to unconverted CO2 being recycled from the
outlet to the inlet and subsequently converted into CO.
While some of the CO formed in the initial pass will be
destroyed within the plasma reactor during the recycling
stage, the net CO output increases upon activation of the
recycling stage. The presence of a carbon bed filled with a
carbonaceous material ensured that the O2 concentration
detected in the effluent over the course of the experiments
was below 1 vol%.

Fig. 10 shows that the conversion increases from 10% (CR
of 555 g h−1) to 13% (CR of 687 g h−1), while the EC also rises
from 10.9 MWh tCO

−1 to 13.7 MWh tCO
−1. The increase in the

EC is attributed to two parameters: power and input flow
rate. The power increases by 1 kW when the recirculation
stage is activated due to the additional compressor required
to combine the recycled flow with the fresh input. At our

selected recycling rate, the fresh input flow rate (i.e. pure
CO2) is reduced by 50%. As the initial input flow rate is set to
50 L min−1, the new fresh input flow rate drops to 25 L min−1

while an equal amount of effluent gas is recirculated. If the
additional conversion achieved is lower than the extra energy
needed, the EC rises. As this is the case in our reactor, it is
evident that the recirculation stage has a positive effect on
the CO concentration and the CO2 conversion, and a negative
effect on the EC. Note that the EC is based primarily on two
variables, the power and the CO output (see eqn (5)). When
comparing the conversion (and hence the CO concentration
and output) of Fig. 7 and 9, it is lower in Fig. 9, at the lower
flow rate (i.e. recirculation experiments prior to the
recirculation stage being implemented), which explains the
higher EC. We specifically note that despite the inlet mixture
being different between the two stages, the overall CO2

conversion benefits from the recycling stage. These results
are in line with the previous work of Vertongen et al.,22 and
repeated recycling would likely further improve conversion at
the expense of the EC. Note that the heat exchanger reduces
the exhaust gas temperature before it recirculates to remain
within the temperature boundaries of the flow meter. Not
doing this however could lead to a higher conversion, due to
the higher temperature of the inlet gas. However, the current
setup does not feature a temperature measurement of the
recycled gas stream, as can be seen from the P&ID. Therefore,
we cannot correlate the temperature of the recycled gas
stream with the performance of the reactor at this moment.

4.4. Effect of semi-continuous feeding

To overcome the limitations of carbon consumption/deactivation
outlined in previous work,4 we implemented a semi-continuous
carbon feeding system. The influence of carbon feeding on the
CO output, CO2 conversion and EC is presented in Fig. 11 and
12. In contrast to the previous results, which were reported from
triplicate experiments, this behaviour of CO concentration as a
function of time was obtained from a single run.

The protocol was based on a period of 2 minutes of
operation, followed by a feeding interval of 1 minute, which

Fig. 9 CO concentration (vol%) detected at the outlet as a function of
time (s), with a recirculation stage after 280 s and a recycling rate of
50%, in the presence of a carbon bed at position 1 (35 mm) and a total
flow rate of 50 L min−1.

Fig. 10 CO2 conversion (%), plug power (kW), and energy cost (MWh
tCO

−1) without and with a recirculation stage, at a recycling rate of
50%, in the presence of a carbon bed at position 1 (35 mm) and with a
flow rate of 50 L min−1.

Reaction Chemistry & Engineering Paper



1920 | React. Chem. Eng., 2025, 10, 1910–1923 This journal is © The Royal Society of Chemistry 2025

was repeated several times. Fig. 11 illustrates that the CO
concentration initially increases to a value of 33 vol% due to
reactions occurring in the pre-filled carbon bed. If no extra
carbon is supplied, the CO concentration would decrease
after some time as the carbon within the bed is consumed.
This can be avoided by feeding extra carbon. After the first
feeding interval, the temperature within the bed drops from
1400 to 1300 K due to the introduction of cold carbon. This
in turn reduces the efficiency of the RBR, which manifests as
a drop in CO concentration from 33 vol% to 27 vol% (from
180 s to 260 s). Once the bed temperature is raised by the hot
plasma reactor effluent, the CO concentration increases again
to a value of 32 vol%. This same trend of decreasing and
increasing CO concentration is observed again after the
second interval. In this instance, the decline in CO
production is less noticeable compared to the previous
interval, likely due to the fact that ‘cold’ carbon fed into the
reactor is slowly heated during operation, as the solid carbon

feeding line and silo are not completely isolated from the
post-plasma chamber.

Fig. 12 shows the conversion, plug power and EC, after
each time interval (of 120 s operation and 60 s feeding), i.e.
at 180, 360 and 540 s. The values remain relatively constant
after feeding carbon into the carbon bed, although the
conversion decreases slightly over time, from 20% during
interval 1, to 19% through interval 2 and finally to 18% after
interval 3. Naturally, when the CO concentration drops
between the feeding intervals, a decrease in conversion
occurs. As stated above, this can be attributed to the
temperature not equilibrating between the gas and the
carbon inside the bed. Furthermore, the power fluctuated
during the experiment from 8.1 kW (interval 1) to 8.2 kW
(interval 2) and 7.6 kW (interval 3). As a consequence, the EC
changes slightly from 5.8 MWh tCO

−1 (interval 1) to 6.1 MWh
tCO

−1 (interval 2) and 6 MWh tCO
−1 (interval 3). These results

showcase the advantages of a (semi-)continuous feeding
system, as the results remain rather constant over a longer
period of time. During our experiments, the number of
feeding cycles was limited to three, but they can be extended
by supplying the carbon silo with a sufficient amount of
carbon. Future experiments will focus on the effect of
continuously feeding carbon into the carbon bed, to ensure a
stable temperature inside the carbon bed, leading to less
fluctuations in the CO concentration.

4.5. Post-plasma chamber modelling insights

To obtain better insight into the experimental results, we
present in Fig. 13(a–d) the temporal evolution of temperature
and CO concentration in the post-plasma chamber, as
obtained from our model.

During the simulation time between 1 ms and 100 s, the
carbon bed is observed to undergo significant changes in
temperature, with a large corresponding change in the CO
concentration in the post-plasma chamber, which is observed
in Fig. 13. At 1 ms (Fig. 13a), the hot gas leaving the plasma
reactor and injected into the post-plasma chamber (at z = 0
mm) begins to expand into the exhaust region. The gas
temperature increases in the region close to the inlets to
approximately 6000 K, which is consistent with our models of
the plasma chamber described in the ESI† (section S3). At
this time, the high-temperature gas has not yet reached the
carbon bed, and thus the CO concentration is determined
solely by the initial molar fractions. After 1 s (Fig. 13b), the
gas reaches the carbon bed and the conversion of Cs to CO
begins to occur. At this point, the average temperature in the
bed remains low, as the impinging high temperature flow
initially only heats the bed locally. In addition, the
endothermic reaction occurring at these locations prevents
the rapid propagation of the heat into the bed. As C(s)

ablation proceeds at these locations, the molar fraction of CO
starts to increase (to 10.4%) and plumes of CO can be seen
exiting the carbon bed. At 10 s (Fig. 13c), the temperature in
the carbon bed slowly increases, but most of the carbon bed

Fig. 11 CO concentration (vol%) detected at the outlet as a function
of time (s) with three marked feeding intervals of 60 s every 2 min,
with a carbon bed at position 1 (35 mm) and a flow rate of 50 L min−1.

Fig. 12 CO2 conversion (%), plug power (kW), and energy cost (MWh
tCO

−1) with three marked feeding intervals of 60 s after every 2 min,
with a carbon bed at position 1 (35 mm) at a flow rate of 50 L min−1.
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remains at approximately 300 K. The CO plumes extend from
the carbon bed to the end of the post-plasma chamber
(simulation domain), with the maximum CO concentration
doubling to a value of 24%. After 100 s (Fig. 13d), the
calculated temperature has increased throughout both the
carbon bed (porous medium) and the post-bed gas phase
domain, reaching an average temperature of 3000 K. The CO
concentration reaches a maximum of 62% in the carbon bed,
with the plumes of formed CO diffusing across the post-bed
chamber. This results in a nearly uniform CO concentration
of 39% at the outlet, which aligns reasonably well with the
experimental value of 25% at this time point (Fig. 5a), given
the approximations in the model.

After 100 s, the CO production and outlet concentration
begin to drop, as shown in Fig. 14a. The CO production rate
at the Cs sites in the bed depends on both the gas
temperature and pellet surface area (eqn (29)), with the
former correlation demonstrated in Fig. 14a and b.

In the absence of a carbon bed, the CO concentration and
temperature remain constant as a function of time due to the
fact that gas phase recombination reactions are neglected in

this ablation model. However, in the cases with a carbon
bed, a dramatic increase in CO concentration occurs during
the first 100 s as shown above, reaching values between 37
and 39% for all the bed positions. These peak values are
consistent with experimental results shown in Fig. 5. After
this point, the concentration in the model decreases linearly
to approximately 32% over 3600 s (1 h). As mentioned above,
the rate of CO production is dependent on the temperature
and the carbon pellet surface area (eqn (29)). The initial rapid
increase in CO concentration is associated with the increase
in the carbon bed temperature during this time. The decrease
observed after 100 s is primarily due to the decreasing size of
the carbon pellets (Fig. S8†), reducing the rate of CO
production. The averaged final diameter of the particles after
3600 s is 3.25 mm, meaning that the RBR rate will decrease
by about a factor of 0.65. The increasing temperature profile
after 100 s is correlated to a self-consistent calculation of the
equilibrium properties of the bed. The thermal properties of
the bed are determined assuming that the bed is in
equilibrium with the gas, as defined in section 3.2.2. A
reduction in the size of the pellets increases the proportion

Fig. 13 Temperature (left panels) and CO concentration (right panels) in the post-plasma chamber, calculated at four different times: (a) 1 ms, (b)
1 s, (c) 10 s, and (d) 100 s. Inflow gas ratio of 90/10 CO2/CO and carbon bed located in position 1 (35 mm from inlets), as indicated by the thin
horizontal lines at z = 35 mm and z = 62 mm; see also Fig. 4 above.
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of gas in the bed. The solid carbon has a higher thermal
conductivity and heat capacity than the gas, so an increase in
proportion of the gas results in a higher temperature, and
this is observed in the model from 100 s to 3600 s where the
gas temperature increases by approximately 100 K for each
bed position. A secondary contributing factor to this increase
is the reduction in the endothermic rate of reaction that
occurs due to the shrinking particles (eqn (11)). As the
increase in temperature from 100 s to 3600 s has a smaller
influence on the rate compared to the changes in magnitude
of the surface area, the CO concentration decreases in this
time period. This interplay highlights the importance of
coupling the calculation of gas temperature, species
production and gas flow through the bed.

While each bed position performs similarly, the exact
location slightly influences the change in concentration over
time, as predicted by our model. When the carbon bed is
located closest to the inlets (i.e. 35 mm), the CO
concentration increases in the first 100 s to a value of around
39%, decreasing to a value of 33% after 3600 s. In
comparison, for the bed positioned furthest from the inlets
(i.e. 65 mm), the value after 100 s is 37% and it drops to 32%
at the end of the simulation. This difference in CO
production is directly correlated to the average bed

temperature, shown in Fig. 14b. When the carbon bed is
located closer to the inlets, less conductive heat losses to the
water-cooled walls occur and both the average bed
temperature and CO production rate are elevated, as
highlighted by the inset of Fig. 14b. This is consistent with
previous experimental and modelling work,4,12 where the
observation of elevated bed temperature (either through
higher power or closer coupling of the bed and plasma
chamber) is beneficial for CO production. These results also
demonstrate why the closer carbon bed position yields the
best performance in our experiments.

While the multi-dimensional model described in this work
is relatively simple, the conclusions that can be drawn align
well with previous experimental and modelled observations.
The model serves to highlight how the flow of gas through
the bed influences the CO concentration detected at the
outlet as a function of time, accounting for changes in the
pellet size. Future work should include the influence of the
gas flow rate and input power to the individual GAP reactors
to demonstrate the flexibility of the model.

5. Conclusion

In this work, we have demonstrated that a post-plasma
carbon bed can boost the performance of plasma-based CO2

conversion on a pilot-scale level. The optimum performance
was achieved with a carbon bed located closest to the
plasma chamber (i.e. 35 mm downstream) at the lowest flow
rate (50 L min−1). With these parameters, the CO2

conversion increased more than two-fold, from ca. 6% in
the empty reactor to a peak value of 20% in the presence of
carbon. This peak value correlates to the CO concentration
at the outlet of 33 vol%. At this scale, the CO2 conversion
rate is 1068 g h−1 and the plug-based energy cost is 5.8
MWh tCO

−1 (1.2 MJ molCO2

−1). To compare with literature
values, which report plasma-based energy cost, this
corresponds to a plasma-based energy cost of around 4.8
MWh tCO

−1 or 0.96 MJ molCO2

−1. Although these values are
higher than the best reported performance metrics reported
for lab-scale setups,12,13 they show the potential to apply a
post-plasma carbon bed at an upscaled level, which has not
been previously reported. Our experimental results show
that a higher carbon bed temperature improves the
performance due to the higher contribution of the RBR,
which can be achieved by placing the carbon bed closer to
the plasma reactor outlet(s). In addition, we show that real-
time gas recycling in combination with the carbon bed
enhances the conversion, albeit at the expense of the EC.
Furthermore, we demonstrate how the improvement
achieved with the batch system can be further enhanced
with a semi-continuous carbon feeding system, reaching a
peak CO2 conversion of around 20% (33 vol% CO).

To gain deeper insights into the experimental results, we
developed a 2D post-plasma chamber model for the carbon
bed. Our model is a major improvement compared to
previous 0D models, establishing for the first time a higher

Fig. 14 Temporal average (a) CO concentration at the outlet and (b)
bed temperature, for an inflow gas ratio of 90/10 CO2/CO, and carbon
bed located at different positions. Inset highlights the bed temperature
change as a function of carbon bed position.
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dimensional carbon bed model. The model aligns well with
experiments, showing that both the average bed temperature
and outlet CO concentration increase when placed closer to
the plasma chamber outlet. The combination of our
experimental and modelling results displays the importance
of bed temperature and the position of the carbon bed to
maximize CO production in a pilot-scale MRGAP reactor.
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