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a b s t r a c t

Plasma-catalytic dry reforming of CH4 (DRM) is promising to convert the greenhouse gasses CH4 and CO2

into value-added chemicals, thus simultaneously providing an alternative to fossil resources as feedstock
for the chemical industry. However, while many experiments have been dedicated to plasma-catalytic
DRM, there is no consensus yet in literature on the optimal choice of catalyst for targeted products,
because the underlying mechanisms are far from understood. Indeed, plasma catalysis is very complex,
as it encompasses various chemical and physical interactions between plasma and catalyst, which
depend on many parameters. This complexity hampers the comparison of experimental results from dif-
ferent studies, which, in our opinion, is an important bottleneck in the further development of this
promising research field. Hence, in this perspective paper, we describe the important physical and chem-
ical effects that should be accounted for when designing plasma-catalytic experiments in general, high-
lighting the need for standardized experimental setups, as well as careful documentation of packing
properties and reaction conditions, to further advance this research field. On the other hand, many
parameters also create many windows of opportunity for further optimizing plasma-catalytic systems.
Finally, various experiments also reveal the lack of improvement in plasma catalysis compared to
plasma-only, specifically for DRM, but the underlying mechanisms are unclear. Therefore, we present
our newly developed coupled plasma-surface kinetics model for DRM, to provide more insight in the
underlying reasons. Our model illustrates that transition metal catalysts can adversely affect plasma-
catalytic DRM, if radicals dominate the plasma-catalyst interactions. Thus, we demonstrate that a good
understanding of the plasma-catalyst interactions is crucial to avoiding conditions at which these inter-
actions negatively affect the results, and we provide some recommendations for improvement. For
instance, we believe that plasma-catalytic DRM may benefit more from higher reaction temperatures,
at which vibrational excitation can enhance the surface reactions.
� 2023 Science Press and Dalian Institute of Chemical Physics, Chinese Academy of Sciences. Published

by ELSEVIER B.V. and Science Press. All rights reserved.
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1. Introduction

Climate change and global warming pose an increasing threat to
both human welfare and the environment. Moreover, global warm-
ing is likely to exceed 1.5 �C relative to pre-industrial levels in the
coming decades, which will result in additional severe risks for
many human and natural systems, and is expected to cause irre-
versible changes. Therefore, it is of great importance to strongly
lower our greenhouse gas emissions [1]. Yet, the atmospheric con-
centrations of greenhouse gases are still rising, with CO2 and CH4

reaching globally-averaged concentrations of 416 ppm and
1910 ppb, respectively, in November 2021 [2,3]. This corresponds
to a rise of 49% and 173% relative to pre-industrial levels (i.e.,
280 ppm and 700 ppb), for CO2 and CH4, respectively [4]. On the
other hand, human society is still strongly dependent on the finite
reserves of fossil resources, which are becoming increasingly
depleted, while combustion of these resources results in the emis-
sion of large amounts of CO2 into the atmosphere. An intuitive
solution to both problems would be to recycle CO2 into new fuels
and value-added chemicals, and thus close the carbon cycle [5].
Dry reforming of CH4 (DRM) is a promising process in this regard
as it converts the two most-abundant greenhouse gases, i.e. CO2

and CH4, into value-added products. This conversion can be
achieved using conventional thermal catalysis. However, due to
the extremely endothermic nature of this reaction, high tempera-
tures (900–1273 K) are required to shift the thermal equilibrium
towards syngas (CO/H2) and attain a desirable conversion [6,7].

The conversion of CO2 and CH4 can however also be achieved at
low bulk gas temperatures using plasma technology [8]. Plasma is
(partially) ionized gas, containing a variety of both charged and
neutral reactive species, such as electrons, ions, radicals, and
excited molecules. By applying an electric field to a gas, electrons
and ions will be created, and mainly the light electrons will be
accelerated by the electric field. Hence, it is possible to create plas-
mas in which the electron temperature is much higher (104–105 K)
than the bulk gas temperature, which can be maintained at 300–
1000 K. Such plasmas, characterized by a state of strong non-
equilibrium, are referred to as non-thermal plasmas (NTP) [8,9].
However, the cocktail of reactive species formed upon collision of
the electrons with the gas molecules results in a wide range of
products, and as such, NTP is typically not selective in terms of pro-
duct formation. Plasma catalysis therefore combines plasma with a
catalyst to improve the selectivity towards desired end-
compounds [9]. Particularly interesting products that can be
formed from CO2 and CH4 using plasma (catalysis) are oxygenates,
such as CH3OH [10]. Indeed, CH3OH is a valuable molecule, both for
its use as a fuel, as well as building block for the chemical industry,
and hence has been proposed as a key compound for an anthro-
pogenic carbon cycle [5,8]. While CH3OH synthesis from CO2 and
CH4 in thermal catalysis would first require an energy-intensive
conversion of these reactants to syngas (CO and H2), followed by
CH3OH synthesis at high pressure, DRM via plasma catalysis can
in principle produce CH3OH at atmospheric pressure and (close
to) ambient temperature [10].
However, in practice, it is not yet straightforward to selectively
produce the desired end-compounds by plasma catalysis, and more
research is crucial to make progress in this promising field of
research. The reason is that plasma catalysis is very complex.
Hence, in this perspective paper, we will first (in Section 2) give
some literature examples of DRM studies for a wide variety of cat-
alysts to illustrate that different authors report different results,
which makes it difficult to gain deeper insight. This is indeed
attributed to the high complexity of plasma catalysis. Therefore,
in Sections 3 and 4, we will zoom in on important physical and
chemical effects, respectively, which are responsible for the com-
plexity of plasma-catalytic reactions in general and should thus
be accounted for when designing plasma-catalytic experiments.
This way, we aim to stress the need for standardized experimental
setups, as well as elaborate documentation of packing properties
and reaction conditions to facilitate comparison of experimental
results with each other and with modelling studies. To comple-
ment our discussion of these physical and chemical interactions
that affect plasma-catalytic reactions in general, we also present
our own modelling results in Section 5 to illustrate how some of
the chemical aspects can affect plasma-catalytic DRM. We will pro-
vide insights from our model on why (and how) the combination of
(transition metal) catalysts with plasma can also negatively affect
the performance. Indeed, it is shown in literature (especially for
DRM; see references in Section 2) that plasma catalysis does not
always yield improved performance compared to plasma without
catalyst. Finally, in the Conclusions we will provide recommenda-
tions on how to overcome this problem.

2. The complexity of plasma catalysis

The aim of plasma catalysis is to combine the high reactivity of
plasma with the selectivity of catalysts, and thus to combine the
best of both worlds. In the ideal case, synergy is achieved between
plasma and catalyst, meaning that the effect of plasma catalysis
surpasses the sum of the effects of the plasma and catalyst alone.
However, synergy does not always occur, and in some cases plasma
catalytic DRM even performs worse than a plasma reactor that is
empty or only filled with support packing (e.g., [11–15]). Thus,
appropriate combinations of reaction parameters and catalyst
materials need to be identified. Plasma-catalytic DRM has there-
fore been investigated experimentally with a wide variety of tran-
sition metal catalysts, including catalysts based on Ru [11], Re [12],
Ir [12], Pd [12,14], Pt [12,13,15–17], Ag [12–14,17], Au [15], Cu
[13,15,18,19], Fe [20], Co [19–21], Mn [19,22], and Ni [17,19,21–
27].

For instance, Wang et al. [12] compared a wide range of tran-
sition metals (Ag, Pt, Pd, Re, and Ir) on zeolite supports and
reported the highest liquid yield (59%–61%) and the lowest coke
deposition (5.1%–9.3%) for Pt-based catalysts. On the other hand,
their results also indicated that the combination of plasma and
catalyst did not always yield better results than plasma alone.
Indeed, all investigated catalysts gave a lower CH4 conversion
compared to the plasma with only the support packing, and only
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Re (and Pt, depending on the support) could attain a higher CO2

conversion. Similar conclusions were drawn by Andersen et al.
[13], who compared c-Al2O3-supported Cu, Ag, and Pt catalysts
and observed a drop in CO2 conversion when Cu was added to
the c-Al2O3 support. However, they reported improved alcohol
selectivity for Cu/c-Al2O3. Sentek et al. [14] studied the effect of
Ag/c-Al2O3 and Pd/c-Al2O3 catalysts, and found that Pd/c-Al2O3

improved C2 hydrocarbon formation, while reducing the produc-
tion of C3 and C4 hydrocarbons. When comparing to the plasma
with only the support packing, the authors again observed that
the presence of the catalysts reduced the CH4 and CO2 conver-
sions, for a 1:1 CH4/CO2 feed mixture. Wang et al. [15] reported
high selectivity of liquid oxygenates (50%–60% combined liquid
selectivity, assuming 10% C-deposition) by cooling the reactor
with a ground water electrode. Additionally, the authors studied
the use of c-Al2O3 supported Cu, Au, or Pt catalysts. While Cu/c-
Al2O3 improved the CH3COOH selectivity, Au and Pt on c-Al2O3

were the only catalysts that produced CH2O. Nevertheless, the
CO2 conversion was significantly lower for Cu/c-Al2O3 compared
to only the c-Al2O3 packing.

The effect of Pt nanoparticles deposited on a metal–organic
framework support was examined by Vakili et al. [16], who found
that the Pt did improve the CH4 and CO2 conversion, as well as the
production of H2, while lowering the selectivity to light hydrocar-
bons. Using in situ diffuse reflectance infrared Fourier transform
spectroscopy (DRIFTS), the authors observed indications of HCOO*
(formate) decomposition to CO and C2H4 dehydrogenation on the
catalyst. Mei et al. [17] reported that for c-Al2O3 supported Ni,
Pt, and Ag catalysts, the CO2 conversion is correlated to the basicity
of the catalyst material, while the CH4 conversion is affected by
both catalyst properties and discharge characteristics. These
authors also reported that Ni/c-Al2O3 gives the highest selectivity
to liquid oxygenates (14%), while Pt/c-Al2O3 is the only catalyst
that forms CH2O. Wang et al. [18] discovered a correlation between
the Cu valence state and the oxygenate distribution for a range of
Cu-based catalysts with different supports, with Cu2+ favoring
alcohols and Cu+ enhancing acid selectivity.

Zeng et al. [19] studied plasma-catalytic DRM with Ni, Co, Cu,
and Mn catalysts supported on c-Al2O3. From these four catalysts,
the Ni/c-Al2O3 and Mn/c-Al2O3 showed plasma-catalytic synergy
towards CH4 conversion, but not for CO2 conversion. Li et al. [20]
compared Fe and Co catalysts on a SiO2 aerogel support and found
that Co/SiO2 improved the selectivity of acids as well as long-chain
oxygenates, while Fe/SiO2 favored the formation of alcohols. Simi-
larly, Dou et al. [21] investigated the formation of acids vs. alco-
hols, using Co– and Ni-based catalysts with different promotors,
which were deposited on a Ni-foam support. These authors also
found that metallic Co enhanced CH3COOH formation, while oxy-
gen vacancies improved alcohol formation.

Diao et al. [23] studied the effect of adding b-Mo2C as a promo-
tor to a Ni/c-Al2O3 catalyst, which enhanced Ni dispersion, cata-
lysts stability, as well as the conversions of CH4 and CO2. Khoja
et al. [24] performed a process optimization of plasma-catalytic
DRM with a Ni/La2O3-MgAl2O4 catalyst using statistical analysis
methods. The authors attained conversions of 83% and 82% for
CH4 and CO2, respectively. The excellent performance of this cata-
lyst was attributed to its high Ni dispersion, strong oxidative capa-
bility, and high basicity. Li et al. [25] studied the activity of
different Ni-foam (NF) supported Ni-based catalysts for oxygenate
production. Their results showed that Ni/NF and NiGa/NF formed
CH3COOH as the main oxygenate product, while NiAl layered dou-
ble hydroxy (LDH) on NF favored CH3OH. NiO/NF gave similar
selectivity for CH3OH and CH3COOH.

Ray et al. [22] compared c-Al2O3-supported Ni and Ni-Mn cata-
lysts and found that Ni-Mn/c-Al2O3 gave less coke deposition and a
higher CH4 conversion, while Ni/c-Al2O3 performed better in terms
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of CO2 conversion. In another work by the same authors [26], the
effect of MgO and CeO2 promotors on the performance of a Ni/c-
Al2O3 catalyst was investigated. The authors reported that the
MgO-promoted catalyst showed the best performance. This could
be attributed to a higher dispersion of Ni, as well as the higher
basicity of the support material, which was suggested to enhance
CO2 conversion. The authors also observed that the MgO and
CeO2 promotors resulted in higher and lower H2/CO ratios, respec-
tively, compared to the empty dielectric barrier discharge (DBD)
reactor. Similarly, Zeng et al. [27] studied the use of K-, Ce-, and
Mg-promoted Ni/c-Al2O3 catalysts and also found that the Mg pro-
motor enhanced the H2/CO ratio. The highest conversions, how-
ever, were achieved with the Ce- and K-promoted catalysts.

From the above, it is clear that although much experimental
work has already been dedicated to plasma-catalytic DRM, detailed
insight in the underlying mechanisms is still lacking. Indeed, as
mentioned earlier, plasma-catalytic systems in general are highly
complex and still not well understood. Therefore, more fundamen-
tal research is required to rationally identify catalysts and reaction
conditions that will provide high yield and energy efficiency
towards a particular product [9,28]. The complexity of plasma
catalysis is attributed to the plethora of interactions that can occur
between the catalyst and the plasma. These effects, which are
either chemical or physical in nature, can be divided in effects of
the plasma on the catalyst or effects of the catalyst on the plasma.
Plasma can affect the properties of the catalyst by, e.g., changing
the morphology of the catalyst, reducing or oxidizing the catalyst
material, and by altering its work-function [29,30]. In addition,
plasma-produced reactive species like radicals, ions, and vibra-
tionally or electronically excited molecules might diffuse to the
catalyst surface and partake in the surface chemistry. On the other
hand, the catalyst can also alter the plasma, for example, in
packed-bed dielectric barrier discharge (DBD) reactors, introducing
a catalyst or packing material into the discharge gap can lead to
localized electric field enhancement and alter the discharge behav-
ior of the plasma [29,30].

Since multiple of these interactions can occur simultaneously, it
is often difficult to determine which effects contribute to the over-
all process, let alone correlating these to specific properties of the
catalyst material or the plasma. Indeed, the presence of a catalyst
or packing in the plasma does not only affect the system chemi-
cally, but also leads to physical effects, i.e., changing the discharge
behavior of the plasma. In Sections 3 and 4, we will therefore dis-
cuss important physical and chemical interactions to illustrate the
difficulties associated with comparing experimental results among
each other or with modelling studies. This makes it difficult to
obtain more detailed insights, which is, in our opinion, one of the
main bottlenecks for further development of the plasma-catalytic
field and optimization of plasma-catalytic systems for gas conver-
sion, such as DRM. A schematic overview of these simultaneous
physical and chemical interactions is presented in Fig. 1.

Moreover, in Section 5, we will provide insights from our own
newly developed model to illustrate the role of certain chemical
aspects discussed in Section 4. We show that transition metal cat-
alysts can also negatively affect plasma-catalytic DRM, by lowering
the conversion of CH4 and CO2, if radicals dominate the plasma-
catalyst interactions. Effectively, while the goal of plasma catalysis
is to improve conversion and selectivity relative to the plasma and
catalyst alone, synergy is not guaranteed, and in several cases,
combining the plasma with a catalyst negatively impacts the per-
formance in DRM (e.g., [11–15]). Our modelling results provide
more insight in the underlying reasons and indicate the need for
a more coordinated approach towards catalyst selection. Finally,
in the Conclusions, we provide some recommendations on how
to overcome this issue, based on our own insights gained from
the literature reports and our own model.



Fig. 1. Schematic overview of the various physical and chemical plasma-catalytic interactions that will be discussed in this perspective paper. E-R and L-H are abbreviations
for Eley-Rideal and Langmuir-Hinshelwood reactions, respectively.
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3. Physical effects

While strictly being not a catalytic effect, physical interactions
between plasma and catalyst (or catalytic packing) can induce
changes in the discharge behavior of the plasma and, in turn, sub-
stantially alter the plasma chemistry. The simultaneous occurrence
of these interactions with any chemical effects that might happen
on a catalyst surface can therefore significantly complicate the
interpretation of experimental observations. Needless to say, a
detailed insight in the impact of the support and catalyst particles
on the plasma physics is required, yet currently this is still lacking
[9].
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3.1. Surface discharges vs. localized discharges: Using the packing to
tune the contact between plasma and catalyst

The introduction of a support material (with, but also without
catalyst particles) in the discharge gap can alter the plasma phy-
sics. Note that in plasma catalysis, the catalyst is typically loaded
on packing beads (of a few millimeters diameter) inserted in a
DBD plasma reactor. Both experimental [31] and modelling [32]
studies for air plasmas have shown that the dielectric constant
(er) of the packing is an important material property in this regard,
as it determines the type of discharges that can occur between the
packing beads. Low dielectric constants give rise to surface
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discharges on the packing beads, while higher dielectric constants
promote the formation of discharges localized at the contact points
between the beads. These local discharges can serve as staging
points that facilitate streamer propagation to adjacent beads. How-
ever, for materials with very high dielectric constants, such as
BaTiO3 (er � 2600), streamer propagation does not happen and
only local discharges occur [31,32].

The effect of the dielectric constant on the discharge type is dis-
played in Fig. 2, which shows images of microdischarges in a
packed-bed DBD reactor in air, captured using an intensified
charged coupled digital (ICCD) camera, as well as electron number
densities from computer simulations. The images on the left show
the position of the packing beads; those in the middle show the
ICCD images of microdischarges; and those on the right show the
simulated electron number densities. The dielectric constant of
the packing material drops from Fig. 2(a) to Fig. 2(c), with BaTiO3

(er = 2600, Fig. 2a), ZrO2 (er = 25, Fig. 2b), and glass beads (er = 5,
Fig. 2c). As can be seen in Fig. 2(a) for BaTiO3, which has a high
dielectric constant of 2600, only localized microdischarges occur.
For materials with intermediate dielectric constants, such as ZrO2

(er = 25) shown in Fig. 2(b), surface discharges start occurring,
while microdischarges localized at the contact points between
the beads are still present as well. Packing materials with low
dielectric constants predominantly form surface discharges, which
connect to the surface of adjacent beads and thus spread out over
the discharge gap, as can be seen for glass beads in Fig. 2(c) [32].

The discharge type is expected to have important implications
for the chemical plasma-catalyst interactions, as it determines
the spatial distribution of the plasma in the reactor and its distance
Fig. 2. Fast ICCD camera imaging of visible light emission from the microdischarges
simulations. The figures on the left show the packing beads without discharges, while th
with different dielectric constants. (a) BaTiO3, er = 2600; (b) ZrO2, er = 25; (c) glass, er = 5. T
with computational fluid dynamics simulations for the different values of er. A transitio
observed. Reproduced with permission from ref. [32], Copyright 2018, Elsevier.
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to the surface. Indeed, before reactive plasma species can partake
in the surface chemistry, they need to diffuse from the plasma to
the catalyst surface. Consequently, the number of species that
reaches the catalyst will depend on the distance between the
plasma and the catalyst particles, as well as the lifetime of the
species.

Interestingly, computational modelling by Wang et al. [32]
revealed that the dielectric constant of the packing beads not only
influences the discharge type, but consequently also the species
formed in air plasma, with high dielectric constants enhancing
the concentration of N radicals and electrons, while slightly sup-
pressing O and O3. This is caused by the stronger polarization of
the beads with higher dielectric constants, which leads to stronger
electric field enhancement at the poles, and thus higher electron
temperatures. The higher electron temperatures improve the elec-
tron impact dissociation of N2, while lowering the fraction of the
electron energy that goes into electron impact dissociation of O2

[32]. This example illustrates that the dielectric constant of the
packing can be used to enhance or suppress the formation of speci-
fic plasma species. More generally, we can envision that low
dielectric constants (and thus lower electron temperatures) are
more beneficial if vibrational excitation is desired, while high
dielectric constants can enhance electron impact dissociation.
Indeed, energy thresholds for vibrational excitation are much
lower than those for electron impact dissociation. For example,
electron impact dissociation to the first vibrationally excited states
of CH4 or CO2 requires a threshold energy in the range of 0.162–
0.361 eV or 0.083–0.291 eV, respectively, depending on the mode
that is excited [33]. Electron impact dissociation reactions of CH4
in a packed bed DBD reactor, and electron number densities (ne) from computer
ose in the middle show the ICCD images of plasma discharges for packing materials
he figures on the right show the corresponding electron number densities calculated
n from localized discharges at high er (a) to surface discharges at low er (c) can be
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or CO2, on the other hand, have energy thresholds starting at 8.6 eV
[34] and 7.5 eV [35], respectively.

Thus, the dielectric constant of the packing has a strong effect
on the discharge type, with low dielectric constants favoring sur-
face discharges along the beads, and high dielectric constants
enhancing the formation of localized microdischarges between
the beads. Consequently, the dielectric constant can be used to
tune the discharge mode to optimize contact between plasma
and catalyst. Indeed, it affects the distribution of the plasma
between the beads, and thus whether plasma species are formed
in the vicinity of the catalyst particles. In addition, the electric field
enhancement due to polarization of the beads determines which
plasma species are formed by certain electron impact processes.

3.2. Effect of metal particles on the discharge behavior

As described in previous section, it has been experimentally
observed that the presence of a catalyst or support material in
the discharge gap can alter the plasma behavior [31,32,36–38].
While previous section discussed the effect of the dielectric con-
stant of the support (packing), some authors reported a similar
behavior when the packing was loaded with catalyst. For example,
Tu et al. [36] observed a change in the discharge type from filamen-
tary discharges in an empty DBD reactor to a mixture of surface
discharges and localized microdischarges when the reactor was
packed with Ni/Al2O3. Moreover, the presence of a Ni/Al2O3 cata-
lyst in the discharge gap did not only change the discharge behav-
ior relative to the empty DBD, but also resulted in a much wider
spatial distribution of the discharges compared to the DBD packed
with only Al2O3 [36]. To determine the chemical effect of the cata-
lyst in plasma catalysis, results should thus ideally be compared to
the reactor packed with the same support material but without
catalyst particles. However, even this approach is not conclusive,
as the presence of catalyst nanoparticles also affects the discharge
behavior compared to the bare support material. Indeed, the pres-
ence of various types of metal nanoparticles (e.g., Ni, Zr, Ag, and
Cu) has been observed to cause expansion of the plasma, in addi-
tion to the effect of the support [36–38]. Furthermore, Kim et al.
[37,38] illustrated that the loading of Ag nanoparticles on a zeolite
support also enhanced the number of microdischarges. While
packing the support in a DBD on itself already resulted in more
but less intense (i.e., lower current peaks) microdischarges, the
effect was more apparent in the presence of Ag nanoparticles. Both
the plasma expansion and the number of microdischarges were
further enhanced at larger Ag loadings [37,38].

It is also noteworthy that these authors found that not all met-
als affected the discharge behavior in the same way, as Cu
nanoparticles were less effective in plasma expansion and
plasma-catalytic benzene oxidation compared to Ag [37]. In a
follow-up work by the same research group [31], loading Ag on
c-Al2O3 was found to enhance streamer formation relative to pure
c-Al2O3, while the presence of Pt was detrimental to streamer
propagation. Moreover, Ndayirinde et al. [39] found for plasma-
catalytic NH3 synthesis that the addition of different promotors
(Ce, La, and Mg) to Co-based catalysts significantly changed the
discharge characteristics (e.g., plasma power and electrical current
profile) of a DBD plasma. In other words, depending on their com-
position, the catalysts can act as ‘‘plasma modifiers”, and thereby
possibly affect the plasma chemistry. These results illustrate that
different types of metals do not necessarily affect the discharge
behavior in the same way. As such, a catalyst that is optimal from
a chemical perspective, i.e., with regard to the surface reactions,
might not be beneficial for the plasma physics. Such negative
effects might be countered by choosing the support material
accordingly. This would also imply that the optimal support mate-
rial might change for different catalysts.
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To summarize, the presence of metal nanoparticles can further
affect the discharge behavior, in addition to the effect of the sup-
port. Metal nanoparticles may lead to expansion of the plasma,
as well as a larger number of microdischarges, and their effect
becomes more apparent for larger metal loadings [37,38]. More-
over, the physical interaction between the plasma and the catalyst
nanoparticles varies for different metals [31,37], further hamper-
ing a direct comparison of their chemical effect.

3.3. Effect of the packing and reactor dimensions

In addition to the dielectric constant of the packing material,
discussed in Section 3.1, the diameter of the packing beads and
the size of the discharge gap also strongly determine the discharge
behavior in the reactor. Computational fluid dynamics simulations
for DBD plasma in helium by Van Laer et al. [40,41] showed that
smaller bead or gap sizes, as well as higher dielectric constants
(and thus stronger polarizability), resulted in an enhancement of
the electric field. However, the electric field enhancement stag-
nates at higher dielectric constants and this stagnation happens
at lower values of er for smaller beads or discharge gaps. Addition-
ally, the enhancement of the electric field as well as the smaller
voids resulting from smaller bead sizes cause a larger fraction of
electrons to be lost through collision with the walls. Hence, smaller
beads and higher dielectric constants can enhance the electric field
up to a certain point, but also result in a drop in the electron den-
sity. Since gas conversion requires both a high electric field and
high electron density, smaller bead and gap sizes or higher dielec-
tric constants are no longer beneficial after the electric field stag-
nates. As such, materials with low er can benefit more from
smaller bead and gap sizes, while materials with (very) high er
may benefit more from larger bead and gap sizes [40,41]. This
agrees with results from CO2 splitting experiments [42], which
showed that smaller beads (100–200 lm) were more beneficial
in case of SiO2 (er = 3.9) and Al2O3 (er = 9), while the trend was
inversed for ZrO2 (er = 25), for which larger beads (300–400 lm)
gave higher conversions. However, narrowing the discharge gap
generally resulted in higher CO2 conversions for gap sizes in the
range 250–1250 lm, regardless of the packing material [42]. Given
that the dimensions of the packing and the discharge gap affect the
electric field, and thus the electron temperature, these parameters
may also affect the species formed in the plasma, similar to the
dielectric constant, as discussed in Section 3.1.

Next to the dielectric constant of the packing, many other fac-
tors determine the optimum packing size. Butterworth et al. [43]
investigated the effect of packing particle size (180–2000 lm) on
CO2 splitting in a packed-bed DBD with Al2O3 or BaTiO3 packing.
Their results showed that smaller packing particles improved CO2

conversion, but on the condition that the applied voltage is high
enough to generate discharges in the voids between the packing
material. However, the use of smaller particles (and thus smaller
voids) also increased the burning voltage and led to partial dis-
charging, i.e., not all the charges stored on the surface of the dielec-
tric are transferred during a discharge cycle and thus less plasma is
formed. The latter of course has a negative effect. As such, the
authors illustrated that to (fully) benefit from the use of smaller
particles, breakdown should be facilitated by using higher voltages
or gas mixtures with a lower breakdown voltage (e.g., by adding
noble gasses to the feed). Indeed, their results showed that smaller
particles for Al2O3 improved CO2 conversion in CO2/Ar feed mix-
tures. However, the beneficial effect of smaller particles declined
when increasing the CO2 fraction, and for pure CO2, small particle
sizes became detrimental, as no plasma could be generated for par-
ticles smaller than 850 lm. For BaTiO3, on the other hand, plasma
could still be generated in pure CO2 for the smallest particles, likely
due to electric field enhancement caused by the high dielectric
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constant. Yet, BaTiO3 generally did not benefit from smaller parti-
cle sizes, except at the highest Ar fractions combined with plasma
powers above 10 W [43].

Furthermore, smaller packing particles result in more contact
points between the particles, where the electric field is enhanced,
and can thus improve the number of localized microdischarges.
As such, the packing size might be used to tune the volume of
the plasma relative to that of the non-ionized gas in the reactor
[44,45]. This explains why even materials with a high dielectric
constant, like BaTiO3, can benefit from smaller packing particles
to some extent, as has been observed experimentally [46,47].
Indeed, for packings with high dielectric constants, the discharges
remain localized at the contact points between the beads, as dis-
cussed in Section 3.1.

To summarize, not only the dielectric constant of the packing,
but also the dimensions of the packing beads and of the discharge
gap determine the discharge behavior. While the electric field is
initially enhanced with rising dielectric constant and smaller bead
or gap sizes, this trend is broken as the electric field stagnates. Con-
sequently, the trends regarding bead size and discharge gap can be
inversed for different packing materials, thus significantly compli-
cating direct comparison between different experimental studies.
Additionally, some packing materials can benefit significantly from
smaller particle sizes, on the condition that a sufficiently high volt-
age is applied. Yet, smaller particles also raise the breakdown volt-
age, and can lead to partial discharging if the applied voltage is too
low. Hence, the optimal packing and gap size depends on many
parameters, including the dielectric constant of the packing, the
gas mixture, and the applied voltage.

3.4. Other material properties of the packing

In the previous sections we discussed the effect of the dielectric
constant of the packing, the presence of metal nanoparticles, as
well as the dimensions of the beads and the reactor on the dis-
charge behavior and electric field enhancement. However, many
other material parameters of the packing may affect gas conversion
in a DBD. For example, in an experimental study on DRM in a
packed-bed DBD reactor, Michielsen et al. [48] observed that a-
Al2O3 spheres gave higher conversions than c-Al2O3 spheres with
the same size. Since both packing materials have the same dielec-
tric constant, this indeed indicates that other material properties
play a significant role as well. An important difference between
a-Al2O3 and c-Al2O3 is the higher porosity of the latter, e.g., with
pore volumes of 8.47 mm3 g�1 vs. 500 mm3 g�1 in ref. [48] for a-
Al2O3 and c-Al2O3, respectively. We could speculate that part of
the gas may be protected from the plasma by diffusion into the
pores, which raises the question whether plasma formation inside
the pores is possible. Particle-in-cell/Monte Carlo collision simula-
tions have shown that plasma streamers can only penetrate into
pores with a diameter larger than the Debye length, which is typ-
ically in the order of 0.5–1 lm for air discharges in DBD [49]. Using
Te = 2.5 eV and ne = 3 � 1019 m�3 from ref. [50], we can estimate a
Debye length, kde � 7430 � (Te/ne)1/2 = 2 lm for CH4/CO2 DBD plas-
mas. As the pore diameter of c-Al2O3 in ref. [48] is determined to
be 0.54 lm, this indicates the plasma is indeed not able to pene-
trate into the pores. This may explain why the c-Al2O3 packing
gave lower conversion, despite its higher porosity, as the gas inside
the pores could not be converted by the plasma due to a shielding
effect. This result is striking, and different from thermal catalysis,
where higher porosity is typically beneficial, enabling more cata-
lyst surface area to participate to the reaction. It again illustrates
the additional complexity of plasma catalysis, compared to e.g.,
thermal catalysis.

It is also noteworthy that most support materials have pore
sizes in the microporous (<2 nm) and mesoporous (2–50 nm) range
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[51], meaning that the plasma will typically not reach into the
pores. This is important to keep in mind for plasma catalysis appli-
cations, as any catalyst particles that are present in the pores will
not be in direct contact with the plasma, and can thus only be
reached by plasma species via diffusion. How far the plasma spe-
cies will be able to reach into the pores will thus depend on their
lifetime and diffusion coefficient. This was discussed in a review
by Kim et al. [52], who estimated diffusion lengths of 0.74, 52,
and 65 lm for O(1D), O(3P), and OH, respectively, based on life-
times of 10 ns, 50 ls, and 100 ls, respectively. Assuming a typical
diffusion coefficient around 0.2 cm2 s�1, similar to the values
reported in ref. [52], we might expect diffusion lengths of 6.3–
63 lm for vibrationally excited CH4 and CO2, with lifetimes in
the range of 1–100 ls [10,53]. Similarly, for CHx radicals in CH4

DBD plasma, with lifetimes of <5 ls (CH), <30 ls (CH2),
and >1 ms (CH3) [10], diffusion lengths of <0.45 lm, <1.1 lm,
and >200 lm may be reached, respectively. Note that the lifetimes
and thus diffusion lengths are determined by the reactions in the
plasma and will differ dependent on the gas mixture and reaction
conditions, such as temperature, pressure, and plasma power.
Apart from radicals and excited species, ions and electrons might
also diffuse into the pores. However, estimating their diffusion
lengths is more complicated, as positive ions can be accelerated
into the pores due to the negative charge accumulated at the pore
walls, while electrons experience repulsion [51].

Next to physical affects, the chemical properties of the packing
can also play a role. For example, some experimental studies have
suggested that a higher basicity of the packing enhances CO2 con-
version in DRM and CO2 methanation [17,24,26,54]. Indeed, it is
known from thermal catalysis that basic sites on the support mate-
rial interact with CO2 due to the Lewis acidic properties of this
molecule. Hence, a higher number of basic sites enhances CO2

adsorption and can improve CO2 conversion [55–57]. This effect
likely also plays a role in plasma catalysis. For example, Mei
et al. [17] studied plasma-catalytic DRM with Ni, Ag, and Pt cata-
lysts supported on c-Al2O3, as well as bare c-Al2O3 and observed
that the trend in CO2 conversion was consistent with the number
of basic sites on the catalyst material. Additionally, Mikhail et al.
[54] investigated plasma-catalytic CO2 methanation using Ni/
CeZrOx catalyst with various dopants (Cu, La, Mn, Co, Y, Gd, and
Sr) and observed that the amount of CH4 produced (and CO2 con-
verted) was generally improved with a higher percentage of med-
ium basic sites compared to strong basic sites. This was attributed
to strong basic sites mainly forming strongly-bound and unreac-
tive surface intermediates, while CO2 adsorbed on medium basic
sites results in more reactive surface intermediates [54–56]. How-
ever, it is worth noting that it is difficult to establish a clear corre-
lation between basicity and CO2 conversion in plasma catalysis,
due to the many factors that can play a role. Moreover, the effect
of a packing in plasma-catalytic DRM is further complicated by
the myriad of products that can be formed. Indeed, in the above-
mentioned work by Michielsen et al. [48] the selectivity and CO/
H2 ratio showed significant variation with packing material (SiO2,
a-Al2O3, c-Al2O3, ZrO2, and BaTiO3) and bead size (1.25–2.24 mm).

To summarize, in addition to the dielectric constant, metal load-
ing, packing bead, and reactor gap size, many other packing prop-
erties can affect the conversions and product selectivity. These
include other physical properties, such as porosity and pore size,
which determine the fraction of the gas mixture and catalyst par-
ticles that are in direct contact with the plasma. On the other hand,
chemical properties, such as basicity, may also play a role.

3.5. Comparing packing materials at different residence times

While various packing properties can affect the conversion, the
optimal packing in terms of conversion can also differ depending
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on the residence time of the gas in the reactor. This was illustrated
by Uytdenhouwen et al. [58], who demonstrated the existence of a
partial chemical equilibrium (PCE) for CO2 splitting in a DBD reac-
tor. The authors found that the CO2 conversion stabilized at differ-
ent values depending on the size of the discharge gap and the
choice of packing, but the residence time needed to reach PCE also
changed independently of the conversion at PCE. This is illustrated
in Fig. 3, which shows the CO2 conversion as function of the resi-
dence time in a DBD reactor with a 455 lm Fig. 3(a) and a
4705 lm Fig. 3(b) discharge gap. For the 455 lm discharge gap,
the PCE shifted to higher conversion when SiO2 was packed in
the reactor, relative to the empty reactor. However, packing ZrO2

into the reactor resulted in the same PCE as the empty reactor,
but a longer residence time was required to reach the same conver-
sion. In other words, the ZrO2-packed and empty reactor per-
formed the same at long residence times, while the empty
reactor performed better at short residence times. For a larger
(4705 lm) gap, the trend changed and ZrO2 reached the highest
conversion at PCE, followed by SiO2, with the empty reactor giving
the lowest conversion (see Fig. 3) [58]. As such, even direct com-
parison of two different packing materials in the same DBD reactor
is not necessarily straightforward, as the observed trend in conver-
sion might change for different residence times.
3.6. Many intertwined factors: Leading to complexity, but also many
degrees of freedom

As illustrated in Sections 3.1 to 3.5, many variables affect the
physical behavior of the plasma in plasma catalysis. Indeed, the
dielectric constant of the support (i.e., packing material) [31,32],
the metal loading [37,38], the type of metal particles [31,37], as
well as the size of the packing beads [40] and the discharge gap
[41] can affect the electric field and discharge type. On the one
hand, this determines the spatial distribution of the plasma in
the reactor and thus whether it is formed in the vicinity of the cat-
alyst particles. On the other hand, the change in electric field alters
the electron impact processes and consequently the conversion
and the species formed in the plasma [32]. Moreover, the trends
observed when varying bead or gap sizes can change for different
values of the dielectric constant, or vice versa, due to stagnation
of the electric field at high dielectric constants and small bead or
gap sizes [40–42]. Next to material properties related to the change
in discharge behavior, other parameters also play a role in plasma
catalysis. For example, the porosity and pore size determine the
Fig. 3. CO2 conversion as function of the residence time at 30 W and 1 bar for a gap size o
compared with that of a DBD packed with SiO2 (blue) or ZrO2 (red) beads. An apparent
confidence interval (dotted lines). The time points at which the fits reach 98% of the en
Reproduced with permission from ref. [58], Copyright 2019, Elsevier.
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fraction of catalyst particles that can interact with reactive species
formed in the plasma. Indeed, the plasma cannot penetrate into
pores smaller than the Debye length [49], meaning that plasma
species need to have a sufficient lifetime to reach the catalyst par-
ticles in these pores via diffusion. Furthermore, the observed
trends in terms of conversion between packing materials can even
change depending on the residence time, as the position of a PCE
and the rate at which this is reached can vary independently [58].

Since all parameters above (and likely more) can affect the out-
come of plasma-catalytic experiments, a straightforward compar-
ison of experimental results for different packing types is
significantly hampered. This highlights the need for standardized
experimental setups and elaborate documentations of packing
properties, to disentangle the various effects and make progress
in this important research field. On the other hand, since many
parameters can affect the experimental results, there are also
many degrees of freedom for optimization of plasma-catalytic sys-
tems, which should be further exploited, but in a controlled way.
4. Chemical effects

Rational design of plasma-catalytic systems also requires a good
understanding of the chemical interactions that occur between the
plasma and the catalyst. By identifying the conditions (e.g., tem-
perature, plasma power, gas composition, and catalyst) for which
synergy occurs, and by comparing experimental results with com-
putational kinetics studies, the mechanisms behind the synergistic
effect may be elucidated. In addition, chemical kinetics models can
also be employed to screen for possible conditions at which syner-
gistic effects may be achieved. However, a direct comparison
between modelling and experiments is not straightforward, due
to the simultaneous occurrence of both chemical and physical
interactions.

In the following subsections, we will discuss various chemical
effects that might play a role in plasma catalysis, revealed by both
experiments and modelling. Here, we do not exclusively focus on
DRM, but also discuss studies for other plasma-catalytic reactions
(e.g., NH3 synthesis, steam reforming of CH4, and CO2 hydrogena-
tion) that are conceptually simpler and often studied in more
detail, as these studies provide insights that are applicable to
plasma catalysis in general and thus also relevant for plasma-
catalytic DRM. In Section 4.1, we will illustrate how reactive
plasma species can improve reactant activation on the catalyst sur-
face, which leads to an enhanced conversion, but only within speci-
f 455 lm (a) and 4705 lm (b). The CO2 conversion in an empty DBD (black curve) is
first-order reversible reaction fit is applied for all graphs (solid lines) with its 95%
d conversions of CO2 dissociation are indicated for each case by the vertical lines.



Fig. 4. Profiles of (a) CH4 conversions (XCH4) and (b) H2 yields (YH2) for 20 wt% Ni/
Al2O3 in thermal catalysis (black), an empty DBD (red), DBD packed with Al2O3

(green), and DBD packed with 20 wt% Ni/Al2O3 (blue). Reaction conditions: 100 mg
packing; CH4: He: CO2 = 1:2:1; total flow rate of 20 mL min�1; 1 atm; 10 W. The
results demonstrate the occurrence of plasma-catalyst synergy above 600 K.
Reproduced with permission from ref. [59]. Copyright 2016, American Chemical
Society.
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fic temperature ranges. We will compare the effect for endother-
mic and exothermic reactions. Section 4.2 will illustrate how
plasma-catalyst synergy can alter the trends in catalyst reactivity
relative to thermal catalysis. In Section 4.3, we will discuss the dif-
ference between vibrationally excited molecules and radicals in
inducing plasma-catalyst synergy.

Next, Section 4.4 will elaborate on experimental methods
developed to quantify plasma-catalyst interactions and to measure
plasma-induced surface heating. In Section 4.5, we will illustrate
how plasma-catalyst synergy can influence the product selectivity
based on examples from plasma-catalytic CO2 hydrogenation. Sec-
tion 4.6 will provide insights from our own modelling work, to
demonstrate the role of plasma-catalytic CO hydrogenation as a
possible pathway for CH3OH production, as well as competitive
reactions that are a bottleneck for plasma-catalytic DRM. In Sec-
tion 4.7, we will propose solutions for the issues associated with
oxygenate synthesis illustrated in the previous section.

In Section 4.8, we will discuss how a plasma typically contains a
wide variety of radicals, which can strongly affect the product dis-
tribution, as well as the optimal choice of catalyst. Section 4.9 will
explain how these radicals can react with adsorbates via Eley-
Rideal (E-R) reactions, which are likely important in plasma catal-
ysis, although much is still unknown about the associated kinetics.
Finally, in Section 4.10, we will emphasize how a detailed under-
standing of the physical plasma-catalyst interactions is important
to optimize the chemical interactions, which depend on the flux
of plasma species to the surface and thus the contact between
the plasma and the catalyst.

4.1. Temperature dependence of plasma catalysis

Experimental studies on plasma-catalytic DRM and steam
reforming of CH4 (SRM) [53,59] as well as NH3 synthesis [60] have
observed the occurrence of plasma-catalyst synergy to be temper-
ature dependent, i.e., requiring higher temperatures to become
active, similar to thermal catalysis. This indicates that reactive
plasma species may participate in the catalyst surface chemistry,
enhancing specific surface reaction steps. Because of this, the sur-
face reaction rates are enhanced, but only at temperatures for
which the surface reaction steps that are not directly affected by
the plasma, become thermally active [60,61]. In Sections 4.1.1
and 4.1.2, we discuss this for DRM and SRM as well as NH3 synthe-
sis, as examples of an endothermic and exothermic reaction,
respectively. Next, we provide a more general comparison on the
effect of plasma-catalyst synergy for endothermic and exothermic
reactions, in Section 4.1.3.

4.1.1. Plasma-catalyst synergy in DRM and SRM
Specifically for DRM, a temperature dependence of plasma-

catalyst synergy was observed by Kim et al. [59], whose results
are displayed in Fig. 4. The authors compared DRM in a DBD with-
out catalyst (empty or packed with Al2O3) to thermal and plasma
catalysis with a Ni/Al2O3 catalyst at different temperatures. As
can be seen in Fig. 4(a), plasma alone or with Al2O3 packing (red
and green curves) gave significant CH4 conversions at low temper-
atures (<600 K), but the conversion diminished at higher tempera-
tures. Thermal catalysis (black curve) naturally showed an
opposite trend, and the conversion rose with temperature as the
catalyst became thermally active. Plasma catalysis (blue curve) dis-
played a similar conversion to the plasma without catalyst at low
temperatures (<600 K), but outperformed thermal catalysis at
higher temperatures. Thus, synergy is only observed at tempera-
tures where the catalyst also becomes active for thermal catalysis,
clearly indicating the involvement of surface reactions. Similar
observations were made for the H2 yield, displayed in Fig. 4(b).
Because of the temperature dependency and the fact that plasma
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alone gave negligible conversion at high temperatures, the authors
attributed the observed synergy to vibrationally excited CH4. This
would lower the activation barrier for the presumed rate-limiting
step, i.e., CH4 dissociative adsorption, and thus enhance the surface
reaction rates [59].

Similar behavior was also observed for SRM by Nozaki et al.
[53]. In that study, the CH4 conversion in a DBD packed with a
Ni/SiO2 catalyst exceeded the combined conversions of the empty
DBD and thermal catalysis at temperatures between 673 and
873 K. Moreover, CH4 conversions beyond the thermal equilibrium
could be reached, indicating that plasma-enhancement of the sur-
face reactions does not only improve the kinetics, but can also cir-
cumvent thermodynamic limitations to some extent [53].

Hence, these studies demonstrate that plasma can facilitate CH4

activation on the catalyst surface, possibly by destabilizing the
CAH bonds through vibrational excitation. The latter is further
supported by the results of molecular beam studies, which show
that vibrational excitation of the asymmetric C–H stretch mode
in CH4 enhances its dissociative adsorption [62,63]. However, this
plasma-catalyst synergy only becomes effective above a certain
temperature.
4.1.2. Plasma-catalyst synergy in NH3 synthesis
To further elucidate the mechanisms behind plasma-catalyst

synergy, studies of more straightforward reaction systems, such
as plasma-catalytic NH3 synthesis, can also be useful. Both exper-
imental [60] and modelling [61] studies on plasma-catalytic NH3

synthesis have demonstrated that plasma-catalyst synergy only
occurs past a certain temperature threshold, like in DRM and
SRM. However, unlike DRM and SRM, NH3 synthesis is exothermic
and thus equilibrium-limited at high temperatures. While plasma-
catalysts synergy can also push the NH3 concentrations beyond the
equilibrium composition, the exothermicity of the reaction eventu-
ally leads to a drop of the NH3 concentrations at higher tempera-
tures [60,61]. This behavior was clarified via modelling by Mehta
et al. [61], who illustrated the effect of plasma-enhanced N2 disso-
ciative adsorption (e.g., due to N2 vibrational excitation or dissoci-
ation in the plasma) on the surface kinetics. The authors illustrated
that at low temperatures, plasma-enhanced N2 activation has no
effect, as the reaction becomes rate-limited by the slow hydro-
genation and NH3 desorption steps. Yet as these reactions become
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thermally activated at higher temperatures, plasma-enhanced N2

dissociation leads to the improved NH3 formation rates and con-
centrations. The faster NH3 formation rate also causes an imbal-
ance between NH3 formation and destruction, explaining why
the NH3 concentrations can exceed the thermal equilibrium. How-
ever, as the temperature rises, the catalytic pathways for NH3

destruction also become more active, causing the NH3 concentra-
tion to reach a maximum and subsequently decline [61].

As discussed in Section 3.2, the presence of metal nanoparticles
on the support material can alter the discharge behavior of the
plasma, thus possibly leading to a change in conversion. It is there-
fore noteworthy that on top of the qualitative agreement between
experimental [60] and modelling results [61], there is also direct
evidence of plasma-enhanced surface reactions [64,65]. More
specifically, Barboun et al. [64] demonstrated the formation of
surface-bound NHx* on Ni/c-Al2O3 that was sequentially treated
with N2 and H2 plasmas to exclude the formation of NHx radicals
in the plasma. The formation of surface-bound NHx* could indeed
be attributed to plasma catalysis, as subsequent N2 and H2 expo-
sure under thermal conditions without plasma did not form these
species. In a follow-up work [65], SiO2-supported Fe, Ni, Co, and Pt
catalysts were treated with a N2 plasma, followed by temperature
programmed reaction with H2 gas to eliminate the possibility of
gas-phase NH3 synthesis. Using this method, NH3 production via
thermal hydrogenation of surface-bound N* was indeed observed.
However, if the catalyst was not treated with N2 plasma, but
instead exposed to N2 at 200 �C, no NH3 could be formed. Hence,
this proves that the plasma was essential in forming the adsorbed
N*. These studies thus provide clear evidence that plasma
enhances activation of N2 on the catalysts surface.

In summary, plasma can facilitate N2 dissociation on the cata-
lyst surface, leading to the enhanced NH3 concentrations in the
gas-phase, which can even exceed the thermodynamic equilib-
rium. Yet, a certain light-off temperature is still required to acti-
vate the subsequent surface reaction steps, while too high
temperatures cause the NH3 concentration to revert to the equilib-
rium composition.

4.1.3. Plasma-catalyst synergy: Endothermic vs. exothermic reactions
As mentioned above, both DRM and SRM are endothermic reac-

tions and thus equilibrium-limited at low temperatures, while NH3

synthesis is exothermic and becomes limited by the thermody-
namic equilibrium at high temperatures. As such, plasma-catalyst
synergy follows a different temperature dependence for these
reactions. Mehta et al. [66] recently reviewed the potential of
plasma catalysis for DRM and NH3 synthesis, as examples of pro-
cesses that are operated in different limiting regimes.
Fig. 5. Schematic representation of the effect of plasma-enhanced reactant activation for
activation step.
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In Fig. 5, we schematically illustrate the effect of plasma-
enhancement of the reactant activation step (i.e., dissociative
adsorption) on the conversion for endothermic and exothermic
reactions, for which this step is rate-limiting. For the purpose of
this discussion, we define plasma-enhancement as the destabiliza-
tion of the reactant through vibrational excitation or dissociation
in the plasma, leading to more facile reactant activation on the sur-
face. Note that Fig. 5 does not include any conversion that takes
place in the gas phase or any alteration of other surface reaction
steps. Fig. 5(a) shows how endothermic reactions are affected by
plasma-enhanced reactant activation. Since endothermic reactions
are both kinetically and equilibrium-limited at low temperatures,
enhanced conversions occur exclusively at temperatures below
which the catalyst becomes active for thermal catalysis. At temper-
atures above the equilibrium-limited regime, plasma-
enhancement has limited potential, although it can still be useful
to activate catalysts that are strongly kinetically limited, by reac-
tant activation. Such catalysts require high temperatures to
become catalytically active and thus both the thermal and plasma
catalysis curves in Fig. 5(a) will be shifted to the right. Less active
catalysts in terms of conversion might be chosen if they offer
advantages with respect to product selectivity. For endothermic
reactions, higher temperatures will result in increased conversion,
yet plasma-enhancement will also become redundant, as the equi-
librium and kinetic limitations applicable to thermal catalysis will
disappear. As such, the optimal operating temperature for plasma
catalysis will be lower than for thermal catalysis.

The effect of plasma-enhanced reactant activation on exother-
mic reactions is displayed in Fig. 5(b) and is explained in more
detail above, where we discussed the work by Mehta et al. on
plasma-catalytic NH3 synthesis [61]. Exothermic reactions exhibit
an optimal operating temperature, due to the kinetic and equilib-
rium limitations at low and high temperatures, respectively. Strong
plasma-enhancement improves the conversions in both the kinet-
ically and equilibrium-limited regime. This enables conversions
closer to the equilibrium composition at low temperatures, while
it allows for conversions beyond the thermal equilibrium at higher
temperatures (see Fig. 5b). Nevertheless, an optimal temperature
will still exist where the conversion reaches a maximum. Contrary
to endothermic reactions, the maximum conversion for plasma-
enhanced exothermic reactions corresponds to the temperature
at which plasma-enhancement has the strongest impact.

Note that the discussion above features reactions that are
endergonic in part of the temperature range. However, some reac-
tions are never limited by the equilibrium, i.e., when the reactants
are not the thermodynamically favored products at any tempera-
ture. Nevertheless, the equilibrium composition can still change
(a) endothermic and (b) exothermic reactions that are rate-limited by the reactant



Fig. 6. Schematic representation of volcano behavior. On strongly binding catalysts,
reactant activation is facile and desorption slow, while on weakly binding catalysts,
bond-breaking is difficult and desorption easy. Consequently, the optimal catalyst
and the highest rate are located at intermediate binding strength.
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with temperature, meaning that depending on the temperature,
different products will be favored. An example of this is the partial
oxidation of CH4, which favors a mixture of non-combusted CH4

and complete oxidation products (H2O, CO2) at low temperatures
(<900 K) or syngas (CO/H2) at high temperatures (>900 K)
[67,68]. For such processes, plasma-enhancement can aid in cir-
cumventing the kinetic limitations, allowing the reaction to occur
at lower temperatures and enabling the formation of products that
are thermodynamically favored in the low temperature range. On
the other hand, it might also shift the temperature at which tran-
sition to a different equilibrium composition occurs, i.e., by desta-
bilizing molecules that would otherwise be thermodynamically
favored at that temperature.

In conclusion, plasma can facilitate reactant activation on the
catalyst surface, which can enhance the conversion for specific
temperature ranges, depending on whether the reaction is
endothermic or exothermic. For both types of reactions, a certain
light-off temperature must first be exceeded to thermally activate
surface reaction steps that are not directly affected by the plasma,
before plasma-catalyst synergy is observed. For endothermic reac-
tions (like DRM and SRM) plasma catalysis can subsequently cir-
cumvent the kinetic and equilibrium limitations that exist at low
temperatures, yet becomes redundant at (very) high temperatures.
For exothermic reactions (like NH3 synthesis) plasma-catalyst syn-
ergy can (partially) lift the kinetic limitation at low temperatures
and the equilibrium limitations at higher temperatures, although
the conversion will eventually revert to the thermodynamic equi-
librium if the temperature rises further.

4.2. Effect of plasma-catalyst synergy on trends in catalyst reactivity

In this section, we will briefly explain some important princi-
ples that govern trends in catalyst reactivity for thermal catalysis,
namely the existence of scaling relations and the volcano curve
(Section 4.2.1). Subsequently, in Section 4.2.2, we will discuss
how these trends are affected by plasma-enhancement of the reac-
tant activation step, and in Section 4.2.3 we will illustrate how this
applies to the specific case of CH4 conversion. Finally, in Sec-
tion 4.2.4 we will provide insights in how the choice of catalyst
affects the possibility of reaching product concentrations beyond
the thermal equilibrium. Indeed, a thorough understanding of
these mechanistic changes is required to predict the optimal cata-
lyst for plasma catalysis.

4.2.1. Scaling relations and the volcano curve
An important concept in thermal catalysis is the existence of

scaling relations, i.e., correlations between the adsorption energies
of surface intermediates that bind to the surface through the same
atom(s). These scaling relations exist not only for the adsorbate
energies, but also for the energies of the surface transition states.
Consequently, they determine the activation barriers and reaction
energies of the reactions on the catalyst surface. Due to scaling
between the adsorbate and transition state energies of the differ-
ent reaction steps, it is generally not possible to independently
vary the activation barrier (and rate constant) of a single reaction
step. These scaling relations often also result in volcano behavior,
i.e., plotting the catalyst activity vs. the binding strength of a speci-
fic adsorbate results in a curve with a maximum, usually for cata-
lysts with intermediate binding strength. This optimum at
intermediate binding strength results from a monotonic rise in
the rate of reactant activation and a decline in that of product des-
orption with growing binding strength [69]. The volcano behavior
is schematically represented in Fig. 6. While strongly binding cat-
alysts can easily break the bonds in the reactant molecules, the for-
mation of new bonds and product desorption from the surface are
difficult. Weakly binding catalysts, on the other hand, allow for
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easy desorption, but struggle with breaking bonds. Consequently,
the highest reactions rates are typically achieved at intermediate
binding strengths, for catalysts that have a balanced reactivity
towards both reactant activation and product desorption.
4.2.2. Change of the volcano curve due to plasma-enhancement
As discussed in Section 4.1, various experimental works

[53,59,60] have observed a temperature dependence in the occur-
rence of plasma-catalyst synergy, which indicates that catalyst sur-
face reactions play a role in the chemistry. Indeed, even when
vibrational excitation lowers the barrier for reactant dissociation
on the surface, a certain temperature will still be required to sur-
pass the remaining part of the barrier. Alternatively, if reactant
activation on the surface is strongly enhanced or even omitted
due to gas-phase dissociation, a subsequent surface reaction
becomes rate-limiting. In this case, the new rate-limiting step
needs to become thermally activated for plasma-enhancement to
be effective [61].

Since the rate-limiting reaction step changes for different cata-
lysts, a shift of the rate-limiting step due to plasma-enhancement
can also alter the optimal catalyst material. This was illustrated in
a computational study by Mehta et al. [70] using a microkinetic
model for NH3 synthesis, in which the barrier for N2 dissociative
adsorption was lowered by vibrational excitation. Their results
are shown in Fig. 7, which demonstrates that the enhanced N2 dis-
sociation can improve the rates of NH3 synthesis, but only on cat-
alysts that are rate-limited by N2 dissociation. This is the case for
catalysts that bind N* weakly or intermediately, such as Ru, Rh,
Co, Ni, Pt, and Pd, while strongly binding catalysts, like Fe, do not
benefit from vibrationally excited N2. For some of the intermedi-
ately binding catalysts (Ru and Rh), the enhancement of the N2 dis-
sociation step causes subsequent reaction steps to become rate-
limiting. Therefore, these catalysts do not benefit further from
the plasma-enhancement, and the optimum of the volcano curve
shifts towards more weakly binding catalysts. The authors also
support their findings with experimental results. However, it is
worth mentioning that the difference in performance between
the catalysts in the experiments is less extreme than that predicted
by the model when viewed logarithmically. This indicates that



Fig. 7. Predicted effect of N2 vibrational excitation on the TOFs of NH3 synthesis
(plasma-on), compared to those for thermal catalysis (plasma-off). Rates on (211)
surfaces with reaction conditions: 1 atm, Tgas = 473 K, Tvib = 3000 K, conversion = 1%.
The dashed lines are the maximum possible rates for the hydrogenation reactions
according to Sabatier analysis. Lower (negative) values of EN correspond to catalysts
that bind N* strongly, and high (positive) values of EN correspond to catalysts that
bind N* weakly. Reproduced with permission from ref. [70]. Copyright 2018,
Springer Nature.
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other effects, like Eley-Rideal reactions (see Section 4.9), likely also
play a role. Yet, the conclusion of this study is still important, as it
illustrates how plasma catalysis can be used to circumvent the
scaling relations for bond dissociation normally present in thermal
catalysis, by weakening (or breaking) bonds in the plasma [70].
Similar results have also been reported by other microkinetic stud-
ies for NH3 synthesis [61,71], N2 oxidation [72,73], non-oxidative
coupling of CH4 [74], CO2 hydrogenation [75], and CH4 partial oxi-
dation [76].

Hence, by improving the initial reactant activation step on the
catalyst surface, plasma can enhance the rates on intermediately
and weakly binding catalysts, which are rate-limited by this reac-
tion step. Moreover, the enhanced reactant activation can also shift
the optimum in the rate volcano to more weakly binding metals if
subsequent reaction steps are easier on these catalysts [70].
Fig. 8. Reaction and activation enthalpies of C–H bond scission in CHx (x = 4–2) on
Cu (211) and Ni (211) surfaces. The effects of vibrational excitation and dissociation
in the plasma are schematically represented with grey and black arrows, respec-
tively. Based on data taken from the CatApp database [78] and the NIST chemistry
webbook [79].
4.2.3. Effect of plasma-catalyst synergy on the volcano curve for CH4

conversion
Nevertheless, it is important to keep in mind that plasma-

enhancement does not necessarily shift the top of the volcano
curve for all reactions. For NH3 synthesis, the enhanced N2 activa-
tion causes a subsequent reaction step to become rate-limiting.
Because the new rate-limiting step, i.e., NHx* hydrogenation,
occurs more easily on more weakly binding catalysts, the maxi-
mum in the volcano curve will shift in that direction. This is also
indicated by the dotted grey line in Fig. 7, which represents the
maximum possible rates for the hydrogenation reactions. How-
ever, for reactions where the new rate-limiting step does not hap-
pen more easily on the more weakly binding catalysts, a change of
the optimal catalyst will not occur. This might, for example, be
expected for DRM or SRM to produce syngas (CO/H2).
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Fig. 8 illustrates the reaction and activation energies for CAH
bond scission in CHx (x = 4–2) on both Cu (211) and Ni (211) sur-
faces. The effect of plasma-enhanced CH4 activation via vibrational
excitation (grey arrows) and dissociation (black arrows) in the
plasma is schematically represented. Although vibrationally
excited CH4 can undergo dissociative adsorption with a lower acti-
vation barrier compared to ground-state CH4, the barrier is typi-
cally not lowered by the total energy difference between these
two states. Instead, the barrier will be lowered by the energy dif-
ference multiplied with an efficiency factor between 0 and 1, as
indicated by the dotted lines in Fig. 8. Next to vibrational excita-
tion, a molecule can also be dissociated in the plasma (black
arrows), e.g., via electron impact dissociation. However, this
requires a much higher energy compared to vibrational excitation
and is thus less energy efficient. Yet, some dissociation in the
plasma is unavoidable due to the lower threshold energies for elec-
tron impact dissociation, compared to those for electron impact
ionization [34], which is required to form and sustain the plasma.
As can be seen in Fig. 8, thermal dissociative adsorption of CH4 is
much easier on Ni (211) compared to Cu (211). Indeed, Ni-based
catalysts are widely used for DRM and SRM in thermal catalysis,
due to their high catalytic activity for these reactions (and low
price compared to Rh, Ru, Pt, and Pd) [6,77]. If the initial dissocia-
tion step is enhanced or omitted, because of the presence of radi-
cals (dissociation in the plasma; black arrows in Fig. 8),
subsequent CAH bond scission steps remain. Just like the dissoci-
ation of CH4, the CH3* and CH2* dissociation steps exhibit higher
barriers on Cu (211) due to the weaker binding (i.e., more noble)
character of this metal. As such, it is expected that these or other
bond-breaking steps will become rate-limiting on weaker binding
catalysts when CH4 dissociation is enhanced, disabling a (further)
shift of the volcano maximum to lower binding strengths. This is
important to consider for DRM (and also SRM).

The reasoning above is supported by the work of Engelmann
et al. [74], who constructed a microkinetic model to study the
effect of vibrational excitation on CH4 non-oxidative coupling.
Their results are shown in Fig. 9, which compares the turnover fre-
quencies (TOFs) Fig. 9(a and b) and surface coverages Fig. 9(c and
d) for thermal and plasma catalysis, respectively. As seen from
Fig. 9(a and b), the maximum of the CH4 consumption volcano
remains around approximately the same CH3* binding strength if
CH4 activation is enhanced by vibrational excitation. Consequently,



Fig. 9. Steady-state TOFs (a, b) and coverages (c, d) for CH4 non-oxidative coupling in thermal catalysis (a, c) and with vibrationally excited CH4 at Tvib = 1500 K (b, d). The
values are plotted against the binding energy (Eb) of CH3*. Low (negative) values of Eb correspond to strongly binding catalysts, while high (positive) values of Eb correspond to
weakly binding catalysts. Reproduced with permission from ref. [74]. Copyright 2020, American Chemical Society.
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the intermediately binding metals, located near the volcano sum-
mit (such as Pt, Rh, and Pd), still clearly outperform the weakly
binding metals (e.g., Cu, Au, and Ag). Finally, similar to NH3 synthe-
sis, the most strongly binding metals do not benefit from vibra-
tional excitation at all, as these are rate-limited by difficult
product desorption and surface poisoning [74].

However, it is important to stress that the situation changes
when plasma-produced radicals are also accounted for. Indeed, as
we will discuss in Section 4.8, the rate volcano will change if the
catalyst is in contact with complex mixtures that contain a wide
variety of radicals. Radicals are not only formed in the plasma
through electron impact dissociation of the reactants, but subse-
quent gas-phase reactions also form a wide variety of other radi-
cals. In contrast to vibrational excitation or gas-phase
dissociation of the reactants, these secondary radicals can enhance
other (difficult) surface reaction steps, next to the initial reactant
activation step. In that case, also for CH4 conversion, the rates will
rise considerably on the weakly binding metals, and consequently,
the maximum in the volcano curve will shift to the most weakly
binding catalysts [74].

Most remarkably, Fig. 9(a and b) also illustrates that while the
top of the CH4 consumption volcano does not shift much, vibra-
tional excitation can strongly affect the volcano curves of the indi-
vidual products. Indeed, the main product on the intermediately
binding catalysts (e.g., Pt, Rh, and Pd) has changed from C2H2 in
Fig. 9(a) to C2H4 in Fig. 9(b). Similarly, the main product on the
most weakly binding metal (Ag) has shifted from C2H4 to C2H6.
These changes in product selectivity are a consequence of the
higher CH2* and especially CH3* coverages when CH4 is vibra-
tionally excited, compared to thermal catalysis (cf. Fig. 9d vs.
Fig. 9c). This, in turn, results from the improved CH4 dissociative
adsorption on intermediately and weakly binding catalysts, in
combination with their inability to further dehydrogenate these
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species. Hence, this study illustrates how plasma catalysis can be
used to not only improve the overall reaction rate, but also to tune
the product selectivity [74].

In conclusion, as illustrated here for CH4 conversion, enhanced
reactant activation by plasma does not shift the maximum in the
volcano curve to more weakly binding catalysts, if the subsequent
reaction steps do not happen more easily on these catalysts. In that
case, plasma catalysis will mainly improve the rates for the inter-
mediately binding catalysts near the optimum for thermal cataly-
sis, unless additional surface reaction steps can be avoided. This
might be possible due to the presence of various radicals produced
by the rich plasma chemistry, as will be discussed further in Sec-
tion 4.8. Nevertheless, while facilitating the reactant activation
step does not shift the optimal catalyst in terms of CH4 consump-
tion, it can still be used to tune the product selectivity on the dif-
ferent catalysts [74].

4.2.4. How the choice of catalyst affects beyond-equilibrium behavior:
Effect of reverse reactions

In Section 4.1, we discussed that plasma-enhanced reactant
activation can lead to product concentrations that exceed the ther-
mal equilibrium, as a result of the improved forward reaction rates.
However, as discussed in Section 4.2.2, the product formation rates
are affected differently by plasma-enhancement depending on the
catalyst. Therefore, the same applies to the possibility of achieving
product concentrations beyond the thermal equilibrium, as was
demonstrated computationally for NH3 synthesis by Mehta et al.
[61]. Since strongly binding catalysts do not benefit from enhanced
reactant dissociation, neither can these achieve product concentra-
tions that exceed the equilibrium composition. Weakly and inter-
mediately binding catalysts, on the other hand, are affected by
plasma-enhanced reactant activation and can thus reach product
concentrations beyond the equilibrium limit. However, for
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exothermic reactions, like NH3 synthesis, intermediately binding
catalysts (that are optimal for thermal catalysis) revert the product
concentrations to the equilibrium composition at lower tempera-
tures. This is due to the higher catalytic activity of the intermedi-
ately binding catalysts in thermal catalysis, meaning that these
catalyze both the forward and reverse reactions at a higher rate
[61].

This highlights another aspect that should be paid attention to
when selecting a catalyst material, namely that thermally active
catalysts are also better at destroying the products. Of course, this
is mainly relevant when operating in the equilibrium-limited
regime, where the products are thermodynamically unfavored.
However, some products are never present in significant amounts
at thermal equilibrium, regardless of the temperature. This is, for
example, the case for CH3OH and other oxygenates at ambient
pressure [10]. Consequently, the catalyst will stimulate the
destruction of these molecules once the associated surface path-
ways become thermally active. As this is obviously undesired,
(very) high temperatures should be avoided when aiming for these
products.

Hence, when selecting an optimal catalyst for plasma catalysis,
attention should be paid to the operating temperature, as catalysts
that are more optimal for thermal catalysis will also catalyze the
reverse reaction more efficiently. Consequently, these catalysts
will revert the gas mixture to the equilibrium composition at lower
temperatures compared to more weakly binding catalysts that are
less active in thermal catalysis.

4.3. The role of plasma species in plasma catalysis: Vibrational
excitation vs. radicals

As shown in Fig. 8, plasma can enhance reactant activation by
weakening molecular bonds, thus lowering the barrier for dissocia-
tive adsorption. Alternatively, molecular bonds can be broken in
the plasma, e.g., by electron impact dissociation, followed by
adsorption of the formed radicals. As such, different mechanisms
are possible in plasma catalysis, depending on which species are
involved in the gas and surface reactions. In this framework,
Rouwenhorst et al. [80] proposed four different mechanisms for
plasma-catalytic NH3 synthesis: (1) plasma-phase NH3 synthesis,
(2) surface-enhanced plasma-driven NH3 synthesis, (3) plasma-
enhanced semi-catalytic NH3 synthesis, and (4) plasma-enhanced
catalytic NH3 synthesis. These mechanisms are schematically rep-
resented in Fig. 10(a–d), respectively. The first mechanism involves
the breaking of chemical bonds in the plasma, with the subsequent
reactions occurring entirely in the gas phase (Fig. 10a). In the sec-
ond mechanism, the bonds in both N2 and H2 are broken in the
plasma; whereafter the formed radicals adsorb and react on the
catalyst surface (Fig. 10b). In the third mechanism, the N2 bond
is broken in the plasma, while H2 dissociation and the subsequent
reactions occur on the surface (Fig. 10c). Lastly, in the fourth mech-
anism, all reactions occur on the catalyst surface, but N2 is vibra-
tionally excited prior to dissociating on the surface (Fig. 10d) [80].

In the same work, Rouwenhorst et al. compared Cs-, K-, and Mg-
promoted, as well as unpromoted Ru/c-Al2O3 catalysts for plasma-
catalytic NH3 synthesis. The authors observed plasma-
enhancement of the NH3 synthesis rates and, interestingly, found
that the catalysts showed the same trend in reactivity as for ther-
mal catalysis. As alkali and alkaline-earth promotors are used in
thermal catalysis to improve the dissociative adsorption of N2, this
observation pointed to N2 dissociation occurring on the catalyst.
Therefore, the authors attributed the plasma-enhancement to
vibrational excitation, in accordance with the mechanism for
plasma-enhanced catalytic NH3 synthesis [80].

However, in a follow-up work [60], the same authors found that
plasma-catalytic NH3 synthesis instead occurred via a radical-
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based mechanism in at least part of the temperature range inves-
tigated. This is illustrated in Fig. 11, which displays the NH3 con-
centration over a temperature range of 50–500 �C for an empty
DBD and a DBD packed with MgO, Ru/MgO, and Ru-K/MgO. As seen
in Fig. 11, the curves of the Ru/MgO and Ru-K/MgO catalysts start
to deviate from those of the empty and MgO-packed DBD around
125–175 �C, and synergy occurs at higher temperatures. Yet, in
the temperature range of 200–300 �C, the unpromoted and K-
promoted Ru/MgO catalysts show the same performance, thus
indicating that N2 dissociation does not happen on the catalyst.
Hence, this points towards a radical-based mechanism. At temper-
atures above 300 �C, the activities of the catalysts start to deviate,
indicating that enhancement by vibrational excitation also
becomes important [60]. We can thus conclude that plasma-
enhancement can happen both via radicals and vibrational excita-
tion. Moreover, the dominant mechanism may vary depending on
the temperature.

A temperature dependence of the mechanism for plasma-
enhancement (i.e., radicals vs. vibrational excitation) is consistent
with the idea that vibrational excitation only partly lowers the bar-
rier for reactant dissociation. This is also depicted in Fig. 8 for CH4,
i.e., vibrational excitation only lowers the barrier for dissociative
adsorption, so a certain temperature is still required to surpass
the remaining part of the activation barrier. For plasma-
enhancement by radicals, the dissociation occurs in the plasma
and the radicals can adsorb onto the surface without having to sur-
pass an enthalpy barrier. For the radical-based mechanism, the rate
will thus depend on the radical density and on how facile the sub-
sequent surface reactions can occur at the specified temperature.
As such, we can interpret the results in Fig. 11 as follows.
Plasma-enhancement becomes effective around 125–175 �C, when
the NHx* hydrogenation and NH3 desorption steps become ther-
mally active. Up to 300 �C, plasma-enhancement is driven by rad-
icals, which can adsorb and form surface-bound N* and H*,
regardless of temperature. At temperatures above 300 �C, the dis-
sociation of vibrationally excited N2 becomes possible, further
enhancing NH3 formation.

This reasoning is also supported by kinetic modelling results
from Ma et al. [72] for plasma-catalytic N2 oxidation on Pt (211)
and Au (211) surfaces. Their model showed that both Pt and Au
benefit from the presence of radicals, while vibrational excitation
only has an appreciable effect on Pt. Indeed, Pt, as an intermedi-
ately binding catalyst, has lower barriers for N2 (and O2) dissocia-
tion compared to the more weakly binding Au. The combination of
the already lower barriers on Pt with vibrational excitation could
result in significant rates on this catalyst, while the rate on Au
remained low in the absence of radicals. Therefore, vibrational
excitation and radicals gave comparable rates on Pt at high tem-
perature (1000 K), while at low temperature (625 K) the radical-
based mechanism resulted in the highest rates. On Au, on the other
hand, the radical-based mechanism remained dominant both at
low and high temperatures. In addition, the model showed that
due to the stronger binding character of Pt, relative to Au, Pt also
required higher temperatures for the desorption step to become
thermally active. Consequently, Au outperformed Pt at low tem-
perature (300 K) in the presence of radicals, while Pt performed
better than Au at high temperature (900 K) in the presence of
vibrationally excited molecules [72].

To summarize, plasma-enhancement by vibrational excitation
is expected to be mainly relevant for intermediately binding cata-
lysts at high temperature, while radicals are more important for
intermediately binding catalysts at intermediate temperatures or
for weakly binding catalysts in the entire temperature range. The
observation that vibrational excitation has a negligible effect com-
pared to plasma radicals at typical DBD temperatures (400–500 K)
is also supported by other microkinetic modelling studies [74–76].



Fig. 10. Schematic representation of different reaction mechanisms for plasma-catalytic NH3 synthesis, namely, plasma-phase NH3 synthesis (a), surface-enhanced plasma-
driven NH3 synthesis (b), plasma-enhanced semi-catalytic NH3 synthesis (c), and plasma-enhanced catalytic NH3 synthesis (d). Reactions relevant for the mechanism are
depicted with full arrows, while the subsequent reaction to NH3 is depicted with a dashed arrow [80].

Fig. 11. Activity for plasma-catalytic NH3 synthesis at different temperatures for
the empty reactor (orange circles) and the reactor packed with MgO (green
triangles), Ru/MgO (yellow diamonds), and Ru-K/MgO (grey squares). Reaction
conditions: total flow rate of 20 mL min�1, 1:1 H2/N2 feed mixture, 130 mg catalyst
loading and a plasma power of 3.8 W (specific energy input = 11.4 kJ L�1) [60].
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Of course, this will also depend on the vibrational temperature and
the radical densities in the plasma.
4.4. Quantifying plasma-catalyst interactions

Due to the different possible mechanisms in plasma catalysis, as
well as the complex plasma chemistry that occurs in tandem with
the modified surface processes, a direct comparison of different
catalysts is cumbersome. Kinetic studies that present methods
for quantifying plasma-catalyst interactions can therefore aid in
the comparison of catalyst materials and provide fundamental
insight in the mechanisms of plasma catalysis. For example, Sheng
et al. [81] determined activation barriers for DRM in thermal catal-
ysis, as well as plasma catalysis operated at two different frequen-
cies (12 and 100 kHz). These authors observed a strong decrease in
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the activation barrier for plasma catalysis at 100 kHz (44.7 kJmol�1)
compared to thermal catalysis (91.2 kJ mol�1) and plasma catalysis
at 12 kHz (83.2 kJ mol�1), which was attributed to accumulation of
vibrationally excited species and their interaction with the catalyst
[81]. Hence, apparent activation barriers might be used as a mea-
sure for the synergistic effect between plasma and catalyst. In this
regard, modified Arrhenius equations have been developed to
enable calculation of apparent activation barriers for plasma-
catalytic reactions on specific catalysts [80,82,83]. In some studies
[82,83], a modified Arrhenius behavior was reported in which the
logarithm of the corrected reaction rate coefficient follows a linear
correlation with the inverse of the specific energy input (SEI). A
correction for the contribution of gas-phase reactions was applied
by subtracting reactant consumption rates measured in a support-
packed DBD from those of the plasma-catalytic case. Using this
method, a strong reduction in apparent activation barriers was
observed for plasma-catalytic DRM [82] and CO2 hydrogenation
[83], relative to thermal catalysis (i.e., from 73.5 to 6.1–18.6 kJ mo
l�1 and from 68–113 to 21–43 kJ mol�1 for DRM and CO2 hydro-
genation, respectively). In a different study [80], a modified Arrhe-
nius equation was developed based on activity (i.e., amount of
product formed per unit of time and amount of catalyst) divided
by SEI. The logarithm of this quantity was observed to scale lin-
early with the inverse of temperature, and apparent activation bar-
riers between 20–40 kJ mol�1 were determined for plasma-
catalytic NH3 synthesis on different catalysts (compared to 60–
115 kJ mol�1 for thermal catalysis) [80]. The presence of the SEI
in both abovementioned equations illustrates the dependency of
plasma-catalyst synergy on plasma species (like vibrationally
excited molecules and radicals), as low SEI produces less plasma
species and thus enhances the surface reactions less efficiently.

However, a higher SEI can also result in stronger plasma-
induced heating [84], which could be responsible for the improved
catalytic rates. While some plasma catalysis studies have reported
that the effect of plasma-induced heating was not substantial
enough to cause the observed synergy; this conclusion was often
based on indirect measurements or estimations [59,80,85]. Never-



Fig. 12. CH3OH yield at different wall temperatures for plasma catalysis (Dis-
charge + Catalyst), thermal catalysis (Catalyst only), and plasma without catalyst
(Discharge only) at 8 bar and for a 3:1 H2/CO2 feed mixture. The dashed line
indicates the equilibrium yield of CH3OH if methanation is not allowed. Reproduced
with permission from ref. [88]. Copyright 1998, American Chemical Society.
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theless, recently, some experimental methods have been devel-
oped for direct and in situ measurement of the catalyst surface
temperature. Moreover, these techniques do not require the inser-
tion of, e.g., a thermocouple into the discharge region, and thus do
not affect the plasma [11,86,87].

Gibson et al. [86] constructed an experimental setup for in situ
X-ray absorption of plasma-catalytic CH4 partial oxidation with Pd/
Al2O3 and found that the temperature of the catalyst could be
determined from the mean squared thermal disorder parameter,
which corresponds to a change in the amplitude of oscillations of
the extended X-ray adsorption fine structure of the catalyst. Paras-
taev et al. [87] developed a method for in situ measurement of the
catalyst surface temperature based on thermally induced changes
in absorption intensity of the 420 nm band of rutile TiO2. Most
recently, Van Turnhout et al. [11] developed a method to measure
surface temperatures based on a downward shift of the band at
1965.9 cm�1 of BaTiO3, which was added as an internal standard
to the support. While in ref. [87] plasma-induced heating was
reported to be negligible, refs. [86] and [11] reported surface tem-
peratures up to 207 �C and 150 �C, respectively. Yet, these temper-
atures were still insufficient to thermally activate the catalysts. As
such, these studies support the idea that plasma-enhancement of
catalytic reactions is due to reactive plasma species, and not due
to surface heating. Moreover, plasma-induced heating would not
explain the beyond-equilibrium conversions observed for exother-
mic reactions, such as NH3 synthesis, that are equilibrium-limited
at higher temperatures [60].

Hence, both experimental kinetic studies and direct measure-
ments of the surface temperature in plasma catalysis experiments
indicate that plasma-catalyst synergy occurs due to interactions of
reactive plasma species with the catalysts surface. Moreover,
kinetic studies provide methods to directly compare the perfor-
mance of different catalysts, i.e., by determining apparent activa-
tion barriers from modified Arrhenius equations, while direct
measurements of the catalyst temperature are necessary to correct
for plasma-induced surface heating.

4.5. Tailoring the selectivity towards oxygenates: Insights from CO2

hydrogenation

A fundamental understanding of the mechanisms by which
plasma catalysis alters the product selectivity for different cata-
lysts is particularly important when aiming for products that are
not thermodynamically favored, like CH3OH and other oxygenates.
Indeed CH3OH is thermodynamically disfavored relative to CH4/
CO2 at low temperatures, and relative to CO/H2 at high tempera-
tures [10]. As such, plasma catalysis should ideally facilitate steps
in the catalytic pathway for CH3OH formation without facilitating
CO/H2 production, and while also avoiding back-reaction to CH4

and CO2. This will be discussed in more detail in Section 5 below.
However, studies on plasma-catalytic CO2 hydrogenation can also
provide insights that may be applicable to DRM, while the reaction
itself is somewhat simpler to study. Therefore, in the following
subsections, we will first discuss observations from plasma-
catalytic CO2 hydrogenation on Cu and Ni, and link these to
insights in catalyst selectivity from thermal-catalytic CO hydro-
genation (Section 4.5.1). Next, we will present the hydrogenation
of plasma-produced CO as an important pathway for plasma-
catalytic CO2 hydrogenation (Section 4.5.2), and finally we will
briefly discuss other potential pathways for plasma-catalytic CO2

hydrogenation (Section 4.5.3).

4.5.1. The role of the catalyst in tuning the selectivity
In Section 4.1 we discussed that the mechanism by which

plasma catalysis improves the conversion depends on temperature.
Similarly, any synergistic effects on the selectivity and yields may
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be influenced by the reaction temperature. This was, for example,
observed in experiments on plasma-catalytic CO2 hydrogenation
by Eliason et al. [88]. Their results are shown in Fig. 12, which illus-
trates a temperature dependence of the CH3OH yields for thermal
and in-plasma catalysis with a CuO/ZnO/Al2O3 catalyst, as well as
the CH3OH yield for an empty DBD. As can be seen in Fig. 12, the
maximum in the curve of the CH3OH yield was shifted towards
lower temperatures if the catalyst was combined with DBD
plasma. Consequently, plasma catalysis gave higher CH3OH yields
below approximately 170 �C, while thermal catalysis performed
better at higher temperatures. DBD plasma without catalyst, on
the other hand, gave a negligible CH3OH yield over the entire tem-
perature range (80–250 �C), showing that the catalyst was essen-
tial for CH3OH formation. The drop in the plasma-catalytic
CH3OH yield at higher temperatures could be attributed to com-
petitive formation of CH3OH and CH4. Similar to the CH3OH yield
in Fig. 12, the CH3OH selectivity showed a maximum between
80–100 �C and subsequently declined at higher temperatures,
which was accompanied by a rise in CH4 selectivity. Hence, this
indicates that DBD plasma can enhance both the formation of CH3-
OH and CH4 when combined with CuO/ZnO/Al2O3, albeit in differ-
ent temperature ranges [88].

The role of the catalyst in tuning product selectivity for plasma-
catalytic CO2 hydrogenation was also illustrated by Ahmad et al.
[89]. Their results are displayed in Fig. 13, which shows the CO2

conversion and the selectivity of CH4 and CO at different tempera-
tures and reactor configurations. The DBD without catalyst (a)
mainly produced CO, while the presence of a Ni/Al2O3 catalyst in
a post-plasma (b), thermal (c), and in-plasma catalysis (d) setup
at 150 �C gave high CH4 selectivity for CO2 hydrogenation
(Fig. 13). This clearly demonstrates that the Ni/Al2O3 catalyst was
essential in achieving high CH4 selectivity. Moreover, only the in-
plasma catalysis setup (d) showed significantly enhanced CO2 con-
version, illustrating a synergistic effect between the plasma and
catalyst. However, if the temperature was raised to 400 �C, the syn-
ergy disappeared and a similar conversion was attained for both
thermal (e) and in-plasma (f) catalysis [89].

In the abovementioned works, the role of the catalyst in steer-
ing the selectivity towards CH3OH or CH4 seems to correspond well
with observations from thermal-catalytic CO hydrogenation.
Indeed, it is known that weakly binding catalysts for thermal-
catalytic CO hydrogenation, like Cu, favor CH3OH production, while
more strongly binding catalysts, like Ni, Rh, Ru, and Ir, are selective
towards CH4 [90–92]. This is because the weakly binding catalysts
are unable to break the CAO bond and therefore cannot form CH4,



Fig. 13. Conversion and product selectivity for CO2 hydrogenation with different
configurations of plasma-only, post-plasma, in-plasma, and thermal catalysis, with
10% Ni/Al2O3, at different reaction temperatures: (a) plasma without catalyst at
150 �C, (b) post-plasma catalysis at 150 �C, (c) thermal catalysis at 150 �C, (d) in-
plasma catalysis at 150 �C, (e) thermal catalysis at 400 �C, and (f) in-plasma
catalysis at 400 �C. Reproduced with permission from ref. [89]. Copyright 2020,
American Chemical Society.
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thus forming CH3OH instead. The more strongly binding catalysts,
on the other hand, can more easily break bonds and thus form CH4

and H2O [90–92].
In conclusion, the choice of catalyst can be used to steer the pro-

duct selectivity of plasma-catalytic CO2 hydrogenation, with a Cu-
based catalyst enabling CH3OH formation, while Ni preferentially
forms CH4. These observations correspond well with insights from
thermal-catalytic CO hydrogenation, for which weakly binding cat-
alysts (e.g., Cu) selectively produce CH3OH, as these are unable to
break the strong CAO bond, while strongly binding catalysts (e.g.,
Ni) can break the CAO bond and form CH4. However, other factors,
like temperature, also play a role in tuning the selectivity, as illus-
trated by ref [88].
4.5.2. Hydrogenation of plasma-produced CO as a mechanism for
plasma-catalytic CO2 hydrogenation

In both works on plasma-catalytic CO2 hydrogenation discussed
in Section 4.5.1, CO is observed as the main C-based product for
plasma-only conditions [88,89]. As such, it is likely that part of
the CH3OH and CH4 produced by plasma catalysis can be attributed
to CO2 dissociation in the plasma, followed by CO hydrogenation
reactions on the catalyst surface. This conclusion is also supported
by experimental [83,87,93] and modelling studies [75].

For example, Parastaev et al. [93] used isotopic labelling in com-
bination with temperature programmed reaction and found that
pre-adsorbed 13CO2 did not form 13CH4 at temperatures below
100 �C, while formation of 12CH4 from 12CO2 in the gas phase did
happen at lower temperatures. However, CH4 formation only
occurred when a Co/CeZrO4 or Cu/CeZrO4 catalyst was present in
the DBD and not for the empty or CeZrO4-packed reactor. Hence,
this study shows that at temperatures below 100 �C, gas-phase
CO2 was converted into CO, which adsorbed and formed CH4 on
the catalyst. In a follow-up study [87], the same authors provided
further support for this hypothesis, based on the presence of sur-
face carbonyl (CO*) groups observed with in situ diffuse reflectance
infrared Fourier transform spectroscopy (DRIFTS). In addition, Xu
et al. [83] also found that CO was a key intermediate in plasma-
catalytic CO2 hydrogenation over Ru/MgAl-LDH catalysts, based
on combined in situ DRIFTS and mass spectrometry (MS) analysis.
These authors proposed a mechanism in which CO2 dissociates
partly in the gas phase and partly on the surface, followed by reac-
tion of the formed CO on the surface to produce CH4 via CHO*,
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COH*, and CHxO* intermediates. Furthermore, in a microkinetic
modelling study by Michiels et al. [75], hydrogenation of plasma-
produced CO on Cu (111) was found to be one of the pathways that
lead to enhanced CH3OH production for plasma catalysis, relative
to thermal catalysis. Hence, these studies illustrate that CO, which
can be formed from dissociation of CO2 in the plasma, is an impor-
tant intermediate in plasma-catalytic CO2 hydrogenation to CH3OH
and CH4.

The high selectivity towards CH4 observed for strongly binding
catalysts, like Ni [89], Co [87,93], and Ru [83], and the formation of
CH3OH on weakly binding catalysts, like Cu [88], are also consis-
tent with the trends in selectivity for CO hydrogenation. However,
in ref. [88] CH4 became favored over CH3OH at higher tempera-
tures, while in ref. [93] Cu/CeZrO4 formed CH4 and CO as the main
products. Yet, CH4 formation on Cu/CeZrO4 happened with lower
selectivity and required higher temperatures (>350 �C) compared
to the more strongly binding Co/CeZrO4 catalyst, consistent with
the trends in catalyst reactivity for CO2 methanation [93]. Addi-
tionally, the plasma-catalytic CO hydrogenation to CH4 on Co/
CeZrO4 observed in refs. [87,93] is also not possible at ambient
temperature in thermal catalysis. Moreover, thermal-catalytic CO
hydrogenation to CH3OH also requires high temperatures and
pressures to kinetically activate the reaction and drive the equilib-
rium composition towards CH3OH, respectively [10,90]. Hence, this
illustrates that plasma does not only facilitate CO2 hydrogenation
by dissociating CO2 in the gas phase, but also enhances subsequent
hydrogenation of the formed CO by adsorbed H* radicals on the
catalyst surface. As such, plasma enables the formation of CH4 on
both weakly and strongly binding catalysts, as well as the forma-
tion of CH3OH on weakly binding catalysts under conditions for
which the catalysts are inactive for thermal-catalytic CO/CO2

hydrogenation.
In the case of CH4 formation, the plasma-enhancement may be

attributed to vibrational excitation or electron impact dissociation
of CO, which facilitates breaking of the C–O bond. Notably, in ref.
[87] it is suggested that adsorbed CO* dissociates on the catalyst
due to electrons impacting the surface. Additionally, the plasma
might also enable any formed CH3OH to undergo consecutive reac-
tions, e.g., due to reaction with radicals or by electron impact pro-
cesses, which may limit the CH3OH yield and lead to CH4

formation. We suggest that CH3OH formation could be enhanced
by the adsorption of plasma-produced H* radicals, as we will illus-
trate in Section 4.6. Indeed, a challenge in thermal-catalytic CO
hydrogenation exists in varying the energies of transition states
for the CO* and CH3O* hydrogenation steps independently from
the binding energy of CO*, as this is prohibited by scaling relations
[90]. However, it may instead be possible to improve these hydro-
genation steps by increasing the H* coverage via adsorption of H
radicals or by vibrationally exciting H2.

To summarize, plasma can dissociate CO, which can subse-
quently be hydrogenated on the catalyst to either CH3OH or CH4.
Moreover, this catalytic CO hydrogenation pathway is also facili-
tated by plasma-catalyst synergy. This allows us to understand
how the choice of catalyst affects the selectivity in plasma-
catalytic CO2 hydrogenation. While weakly binding catalysts form
CH3OH in thermal catalysis, plasma catalysis can enhance both the
surface hydrogenation steps, and to some extent the dissociation of
the CAO bond, thus enabling both CH3OH and CH4 production on
these catalysts at ambient conditions. The more strongly binding
catalysts, on the other hand, remain selective to CH4, while
plasma-catalyst synergy only enhances the production rates.

4.5.3. Other pathways for plasma-catalytic CO2 hydrogenation
Finally, other pathways for plasma-catalytic CO2 hydrogenation

have also been reported. For example, in ref. [83] the calcination
temperature of the catalyst was found to affect the mechanism
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of plasma-catalytic CO2 hydrogenation. Next to the CO hydrogena-
tion pathway, an additional surface pathway was reported for the
catalyst calcined at high temperature (600 �C). In this pathway, CO2

reacts with surface OH groups to form carbonate and bicarbonate
species that subsequently react to HCOO* (formate), which forms
CH4 after multiple hydrogenation steps [83]. The modelling results
presented in ref. [75] also showed additional pathways, through
which plasma-catalytic CH3OH production could occur, next to
CO hydrogenation. The HCOO* pathway, starting from CO2 and
adsorbed H*, was found to be the most important route for CH3OH
formation. This pathway was enhanced due to higher H* coverages,
resulting from the presence of H radicals formed by the plasma. In
addition, the model also predicted some surface HCOO* formation
to occur through reaction between adsorbed O* radicals and CHO*.
Note that CHO* is the first intermediate in the CO* hydrogenation
route. Additionally, vibrational excitation of CO2 was found to rein-
force the impact of plasma-generated radicals, by lowering the
activation barrier of the reaction between gas-phase CO2 and sur-
face H* to HCOO* [75]. The lower activation barriers for HCOO*
production from vibrationally excited CO2 were implemented
based on the observations by Quan et al. [94]. These authors found
that vibrational excitation of the CO2 bending mode facilitates the
Eley-Rideal (E-R) type reaction between CO2 and adsorbed H* to
produce surface HCOO* on Cu (111) and Cu (100) surfaces. Their
findings were based on both molecular beam experiments and
density functional theory (DFT) calculations. Interestingly, these
results illustrate that vibrational excitation can also enhance asso-
ciative reactions to activate gas molecules on the surface and not
only dissociative adsorption [94]. Furthermore, Kim et al. [95]
demonstrated both experimentally and computationally that CO2

hydrogenation on a Pd2Ga/SiO2 catalyst happens via reaction
between vibrationally excited CO2 and adsorbed H* to form HCOO*,
which subsequently decomposes to CO*. In addition to the gas-
phase dissociation of CO2, followed by subsequent hydrogenation
of adsorbed CO* and conversion of CO2 on the surface via the
HCOO* route, the surface-catalyzed reverse water–gas shift
(RWGS) reaction via a carboxyl intermediate (COOH*) has also
been proposed as a possible pathway in plasma-catalytic CO2

hydrogenation [96].
Hence, next to hydrogenation of plasma-produced CO (dis-

cussed in Section 4.5.2) there exist several other pathways,
through which plasma-catalytic CO2 hydrogenation can occur,
such as the RWGS reaction and variations on the CHOO* route.
These pathways may benefit from enhanced H* coverages due to
adsorption of plasma-produced radicals. In addition, vibrationally
excited CO2 can also improve the E-R reaction between gas-
phase CO2 and adsorbed H*.

4.6. The role of CO hydrogenation in plasma-catalytic DRM: Insights
from modelling

In Section 4.5 we suggested that plasma can facilitate CH3OH
formation by dissociating CO2 in the gas phase, followed by
plasma-catalytic CO hydrogenation on the surface of weakly-
binding metals. Since CO and H2 are typically the main products
of DRM, also in DBD plasmas [12–17,48,50], this pathway could
potentially play a role in CH3OH production via plasma-catalytic
DRM. Therefore, we here provide insights from our own modelling
results to illustrate potential pathways and trends between cata-
lysts for CH3OH production via plasma-catalytic DRM. We per-
formed simulations using the descriptor-based microkinetic
model CatMAP [97]. The CatMAP code calculates steady-state frac-
tional coverages and reaction rates on a catalyst surface exposed to
a fixed gas mixture. As such, we would like to emphasize that this
model exclusively provides information on the catalyst surface
chemistry, but does not consider any gas-phase reactions or
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changes to the gas composition that may occur due to surface reac-
tions. However, we recently have developed a coupled plasma-
surface model that does consider these effects, and the results will
be presented in Section 5 below. Nevertheless, the present catalyst
surface model is also of interest, as it enables visualization of
trends in reactivity between different catalysts, based on scaling
relations that describe the activation barriers of the reactions on
different transition metals. These scaling relations are derived from
DFT energies that were taken from the work of Schumann et al.
[91] on CO hydrogenation. To include additional reactions for
DRM, we extended this set with our own DFT results, using settings
that match those of Schumann et al. as much as possible for consis-
tency reasons. More information on the methodology of the DFT
calculation can be found in the Supporting Information (SI), Sec-
tion S1. In the surface kinetics simulations with CatMAP, we
employed a two-site model, in which H* adsorbs on a separate
reservoir site, in accordance with ref. [91]. This is based on the
assumption that H* shows negligible interaction with other adsor-
bates due to its small size. As such, H* can still co-adsorb if the sur-
face is covered by other adsorbates. Inclusion of lateral adsorbate–
adsorbate interactions is outside the scope of this study, and thus
not considered here. However, such interaction might destabilize
adsorbates that have high fractional coverages, thus improving
their reactivity and desorption. Nevertheless, while this might
potentially expand the maximum in the volcano plot towards more
strongly binding catalysts, the overall trends are expected to
remain the same. A detailed description of the methodology for
the CatMAP simulations can be found in Section S2 of the SI.

We focus on the reaction pathways and kinetics that occur due
to the presence of plasma-produced syngas (CO/H2) and small par-
tial pressures of radicals (CH3, H, and O) in the CH4/CO2 gas mix-
ture. Specifically, CH3, H, and O radicals were considered as they
can be directly formed from the reactants, i.e., CH4 and CO2, by
electron impact dissociation. Unless noted otherwise, we used a
1:1 CO2/CH4 gas mixture, which also contains 1.4 � 1017 cm�3

(0.01 bar) CO and H2, as well as 1.4 � 1011 cm�3 (10�8 bar) CH3,
H, and O radicals. For CO and H2, we chose a number density of
1.4 � 1017 cm�3 as a representative value at low conversion,
because the possibility of attaining high conversions will be more
strongly dependent on the reaction conditions and catalyst. In
addition, we chose a value of 1.4 � 1011 cm�3 as a typical radical
density in a DBD plasma, based on ref. [98] in which radical densi-
ties between 1010–1014 cm�3 were reported for CH3, H, and O. The
simulations were performed for a total pressure of 1 bar and a tem-
perature of 500 K, as these conditions are representative for a DBD
plasma, commonly used for plasma catalysis.

4.6.1. Effect of plasma species on the catalytic formation of CH3OH
To illustrate how the plasma-catalytic formation of CH3OH is

affected by different plasma species, i.e. radicals as well as H2

and CO formed in the plasma, we calculated the CH3OH formation
rates for different gas mixtures. By removing certain species from
the gas mixture, we can observe their effect on the CH3OH produc-
tion pathways. We would like to emphasize that for pure CH4/CO2

gas mixtures, no reaction occurs at 500 K as the process is strongly
equilibrium-limited by the high thermodynamic stability of CH4

and CO2 at this temperature [10]. This case is therefore not consid-
ered. Our results are displayed in Fig. 14, which shows the CH3OH
production rates as function of the O* and CH* binding energies for
four different gas mixtures. The binding energies of O* and CH* are
correlated to the energies of all others surface species (including
transition states) via scaling relations, and thus serve as descriptors
that determine the activation barriers and rate coefficients. These
binding energies are defined as the formation energies of the
adsorbed species relative to the empty slab and CO, H2O, and H2

in the gas phase. As such, lower (i.e., negative, more exothermic)



Fig. 14. Activity plots of the CH3OH production rates in s�1 on transition metal (111) surfaces exposed to a 1:1 CH4/CO2 gas mixture, which also contains (a) 1.4 � 1011 cm�3

(10�8 bar) of CH3, H, and O radicals and 1.4 � 1017 cm�3 (10�2 bar) of H2 and CO; (b) 1.4 � 1011 cm�3 (10�8 bar) of CH3, H, and O radicals and 1.4 � 1017 cm�3 (10�2 bar) of H2,
but no CO; (c) 1.4 � 1011 cm�3 (10�8 bar) of CH3 and H radicals and 1.4 � 1017 cm�3 (10�2 bar) of H2 and CO, but no O radicals; (d) 1.4 � 1017 cm�3 (10�2 bar) of H2 and CO, but
no radicals. The total pressure is 1 bar and the temperature is 500 K for all cases. The binding energies of O* and CH* are the formation energies of the adsorbed species
relative to the empty slab and CO, H2O, and H2 in the gas phase. Low (negative) values of these binding energies represent strongly binding catalysts, while high (positive)
values correspond to weakly binding catalysts.
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binding energies correspond to more stable and thus more strongly
bound adsorbates, while higher (or positive) binding energies cor-
respond to more weakly bound adsorbates.

Fig. 14(a) displays the CH3OH production rates for a gas mixture
that contains plasma-produced CH3, H, and O radicals as well as
syngas (CO and H2), next to the feed gas (CH4 and CO2). For this
gas mixture, CH3OH is formed through hydrogenation of CO by H
radicals, which are both directly adsorbed from the plasma. The
CO* hydrogenation pathway goes through CHO*, CH2O*, and
CH3O* via subsequent hydrogenation steps to eventually form CH3-
OH. The best performing catalysts for this gas mixture are Cu and
Ag, which can be attributed to the facile bond formation steps on
these weakly binding catalysts. In addition, the rates remain negli-
gible at strong CH* and O* binding, due to surface poisoning by CO*
(which binds through carbon and thus scales with CH*) or O*,
respectively.

When CO is removed from the gas mixture, the CH3OH forma-
tion rate is much lower (see Fig. 14b). Indeed, CH3OH formation
cannot proceed through CO hydrogenation anymore, but instead
happens from adsorbed CH3*, H*, and O* radicals. In the broad
region at weak CH* binding, this occurs via the CH3O* intermediate
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through: O* + H* ?OH*, CH3* + OH* ?CH3O* + H*, and CH3O* + H*
?CH3OH. In the second, narrower region at stronger CH* binding,
adsorbed CH3* is first partly dehydrogenated to CH*, followed by
coupling with OH* to form CHOH*. This species is then subse-
quently hydrogenated to form CH3OH. The best catalysts for CH3-
OH production via these pathways are Ag and Pt, respectively.
However, a comparison between Fig. 14(a and b) clearly shows
that formation of CH3OH directly from adsorbed CH3*, O*, and H*
radicals is much more difficult than CO* hydrogenation by
adsorbed H* radicals on the catalyst surface.

When O radicals are removed from the gas mixture (without
removing CO), the CH3OH formation rate drastically increases,
and Cu becomes the best catalyst, followed by Ag (see Fig. 14c).
Indeed, O* poisoning becomes (quasi) negligible in this case, as
direct adsorption of O radicals is no longer possible. As such, a
high density of O radicals in the plasma is not beneficial for the
surface reactions as it limits the rates on the catalyst due to
poisoning. Note that also removing CH3 radicals from the gas
mixture of Fig. 14(c) results in essentially the same CH3OH
production rates, as CH3* does not participate in the CO* hydro-
genation pathway.
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Finally, as illustrated in Fig. 14(d), removing all radicals from
the gas mixture results in a strong reduction of the CH3OH produc-
tion rates overall. In this case, CH3OH is formed from the small
fraction of syngas that is present through thermal catalytic CO
hydrogenation. Comparing Fig. 14(c and d) illustrates how the
presence of H radicals strongly increases the rate of CH3OH pro-
duction on the metals that bind CH* weakly. This is because these
catalysts have more difficulty in breaking the HAH bond in H2.
However, if H radicals are present in the gas phase, this HAH bond
has already been broken by the plasma. In this way, H2 dissociation
on the catalyst surface can be circumvented. Consequently, it
improves the H* coverages on the weakly binding catalysts, which
in turn enhances the CO* hydrogenation steps.

In conclusion, these results again demonstrate how plasma can
overcome the scaling relations for bond dissociation that are nor-
mally present in thermal catalysis, by breaking or weakening
bonds in the reactant molecules, as was also discussed in Sec-
tion 4.2.2. However, as we will illustrate in the next section, CH3-
OH formation from plasma-produced radicals and syngas (CO/H2)
is negligible compared to the production rates of other molecules
(CH4, CO2, H2O, and H2), at least for gas mixtures that are represen-
tative for CH4/CO2 plasmas.

4.6.2. Surface reactions that compete with CO hydrogenation in
plasma-catalytic DRM

In Section 4.6.1, we illustrated that plasma-produced CO and H
radicals can enhance the formation of CH3OH on the surface of
weakly binding metals, like Cu and Ag. However, we find that
CH4, CO2, H2O, and H2 have significantly higher production rates,
at least for a gas mixture representative of CH4/CO2 plasma, which
contains CH3, H, and O radicals as well as syngas (CO and H2), next
to the feed gas (CH4 and CO2). Fig. 15 illustrates the production
rates of CH4, CO2, H2O, and H2 for such a gas mixture, i.e., the same
gas mixture used for Fig. 14(a). As can be observed by comparing
Fig. 14(a) and Fig. 15, the CH3OH production rates are indeed neg-
ligible compared to the high production rates of CH4, CO2, H2O, and
H2. A high production rate for CH4 or CO2 in this context means
that the catalysts can efficiently recombine H and CH3 radicals,
formed in the plasma, back to CH4, or CO and O back to CO2. This
is of course an unwanted effect and indicates that the catalyst will
lower the effective plasma conversion and thus acts as an inhibitor
for the overall reaction. Note that CO is oxidized to CO2, and thus
destroyed, on all catalysts for the conditions in Fig. 15. Since the
CO destruction rate matches the CO2 production rate, it is not
included in Fig. 15.

Fig. 15(a) displays the rate for CH4 production due to recombi-
nation of CH3 and H radicals on the catalyst. This occurs most
easily on catalysts that bind CH* relatively weakly or intermedi-
ately and O* weakly. i.e., specifically Cu, followed by Ag and to a
lesser extent Pd. At strong CH* or O* binding, the rates are limited
due to surface poisoning, as is also the case for CH3OH production
(discussed in Section 4.6.1). This is also observed in the production
rates of CO2 and H2O (Fig. 15b and c). The maximum of the CH4

production rate at intermediate CH* binding strength results from
lower barriers for recombination on more weakly binding metals,
while some CH* binding is required to have sufficiently high
CH3* coverage. Indeed, CH3* binds the surface relatively weakly
for a radical (e.g., DHCH3(g)?CH3* = �0.99 eV on Ag (111) in this
chemistry set [79,91]).

The rate for CO2 production via oxidation of plasma-produced
CO by adsorbed O* radicals is shown in Fig. 15(b). The rate exhibits
a similar trend to that for CH4 formation, but it declines more
rapidly upon going to weaker CH* or stronger O* binding. This sim-
ilar trend is due to the requirement for sufficiently strong CH*
binding to have a high enough coverage of CO* (which binds to
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the surface via the carbon atom), while bond formation is easier
on the more weakly binding metals. The highest CO2 formation
rate is observed for Pd, which is in line with thermal catalytic CO
oxidation, for which Pd is widely known to be a good catalyst, as
it is used for this purpose in automobile exhaust catalysts [99,100].

H2O is formed by recombination of H* and O* radicals on the
surface, with OH* as intermediate adsorbate. As presented in
Fig. 15(c), the H2O formation rate is the highest on Ag and (to a les-
ser extent) on Cu. Since both the O and H radicals bind to the sur-
face strongly, sufficient coverages can be attained on even the most
weakly binding metals. Consequently, the highest rates are
observed for the most weakly binding catalysts. It is important to
realize that H2O formation competes with CO2 formation for O*,
while it competes with CH4 and H2 formation for H*. Similarly,
CH3OH also competes with the formation of CH4, H2O, and H2 for
H*, and with the formation of CO2 for CO*. Yet, CH3OH formation
is disadvantaged compared to these other reactions on all catalysts.
Consequently, the adsorption of CH3 and O on the surface is unde-
sirable as these species can scavenge surface H* and CO* to form
thermodynamically (very) stable CH4, H2O, and CO2 molecules.
Moreover, these recombination reactions occur much more easily
than CO* hydrogenation to CH3OH.

Lastly, H2 is formed upon recombination of two H* radicals, and
this reaction occurs with the highest rate on most catalysts (except
Ag), as illustrated in Fig. 15(d). The slight decrease of the H2 pro-
duction rate in the region around Ag is due to competition for H*
with H2O production. Note that the uniformly high H2 production
rates are partly attributed to the assumption that H can still co-
adsorb onto sites that are already occupied by another species.
As a result, H radicals in the model can still adsorb and recombine
to H2, even if the surface is poisoned by another larger species. For
more information see Section S2 of the SI. Note that the recombi-
nation of H radicals to H2 on the surface will always compete for
H* with CO* hydrogenation to CH3OH. This will inevitably result
in a loss of energy efficiency as a large fraction of the energy used
to form H radicals in the plasma will not be directed into the for-
mation of CH3OH.

To summarize, while plasma-produced CO and H can enhance
the formation of CH3OH on the catalyst surface, the CH3OH forma-
tion rate is negligible compared to the production rates of CH4, CO2,
H2O, and H2. Indeed, these molecules can easily be formed through
recombination reactions of adsorbed radicals and CO on the cata-
lyst. Moreover, these processes direct CO* and H*, needed for CH3-
OH production, into other molecules, meaning that these plasma
species will not be used efficiently. To avoid the competing forma-
tion of CH4, H2O, and CO2, adsorption of CH3 and O radicals should
be limited. This may be achieved by reducing their formation in the
plasma. However, these radicals may be important for the gas-
phase production of CH3OH [98]. Nevertheless, if chemical effects
play a dominant role in plasma catalysis, it would be more benefi-
cial to maximize the reaction rates on the catalyst surface at the
cost of those in the bulk plasma. Of course, this would only be
applicable to conditions where the chemical effects positively
affect the formation of the desired products.

Finally, we would briefly like to mention that although we did
not consider the RWGS and HCOO* (formate) pathways in the sim-
ulation, our general conclusion would remain largely the same.
Indeed, these pathways could possibly result in more facile CO*
and CH3OH formation. However, both the RWGS and HCOO* path-
ways depend on the presence of H* radicals on the surface. Conse-
quently, the presence of CH3* and O* on the surface is still
undesired, as these radicals react easily with H* to form CH4 and
H2O, respectively. Moreover, O radicals would still oxidize
surface-bound CO*, back to CO2 and inhibit the overall DRM
reaction.



Fig. 15. Activity plots of the production rates in s�1 for (a) CH4, (b) CO2, (c) H2O, and (d) H2 on (111) transition metal surfaces exposed to a gas mixture containing 7.1 � 1018

cm�3 (0.49 bar) CO2 and CH4, 1.4 � 1017 cm�3 (0.01 bar) H2 and CO, and 1.4 � 1011 cm�3 (10�8 bar) CH3, H, and O radicals at a temperature of 500 K. We do not plot the CO
production rate, as CO is oxidized into CO2 and thus destroyed at the catalyst surface; the CO destruction rate matches the CO2 production rate. The binding energies of O* and
CH* are the formation energies of the adsorbed species relative to the empty slab and CO, H2O, and H2 in the gas phase. Low (negative) values of these binding energies
represent strongly binding catalysts, while high (positive) values correspond to weakly binding catalysts.
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4.7. A proposed solution for CH3OH production in DRM

As illustrated in Sections 4.5 and 4.6.1, plasma-produced H rad-
icals and CO are likely to play an important role in plasma-catalytic
CH3OH formation for CO2 hydrogenation and DRM. Based on the
trends in catalyst selectivity for CO/CO2 hydrogenation, weakly
binding catalysts (like Cu) are expected to be more suitable for
CH3OH production. As discussed in Section 4.5, this can be attrib-
uted to the lower activity of these weakly binding catalysts for
C–O bond scission, which would result in CH4 instead of CH3OH
[90–92]. Indeed, Cu-based catalysts have been observed to form
CH3OH in plasma-catalytic CO2 hydrogenation experiments
[88,96]. Moreover, the hydrogenation of CO* to CH3OH also bene-
fits most from plasma-produced H radicals on the weakly binding
Cu and Ag surfaces, as illustrated in our modelling results (Sec-
tion 4.6.1). However, this does require that high densities of CO
and H radicals can be obtained in the gas phase. On the other hand,
the additional presence of CH3 and O radicals negatively affects
surface pathways for plasma-catalytic CH3OH formation, as these
radicals easily recombine with H* and CO* to produce CH4, H2O,
and CO2, as illustrated by our modelling results in Section 4.6.2.
Yet, since CH3 and O can be formed directly from the dissociation
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of CH4 and CO2, these radicals are important plasma species in
DRM.

Relatively strongly binding catalysts (e.g., Ni, Ru, Co) can hydro-
genate CO2/CO to CH4 (as discussed in Section 4.5) and should thus
be avoided at the relatively low temperatures where CH4 is ther-
modynamically favored. Indeed, plasma enables CH4 formation
on these catalysts even at low temperature, as was experimentally
observed for plasma-catalytic CO2 hydrogenation with catalysts
based on Ni [89], Ru [83], and Co [87,93]. On the other hand,
strongly binding metals (e.g., Ni) are still expected to be good cat-
alysts for DRM to syngas at high temperatures, as they can also
more easily break the C–H bonds in CH4 (as illustrated in Fig. 8).
Indeed, plasma-catalyst synergy for DRM to syngas (CO/H2) has
experimentally been observed on Ni catalysts at high temperatures
[59]. Moreover, the combination of a relatively strongly binding
catalyst, like Ni, with high temperatures would also enable plasma
catalysis via vibrational excitation, rather than radicals (see Sec-
tion 4.3), which is more energy efficient. The addition of specific
promotors may further improve the reaction, as was illustrated
by Sheng et al. [101], who reported that adding a La-promotor to
a Ni/Al2O3 catalyst enhanced the production of syngas in plasma-
catalytic DRM. The La-promotor was found to enable the formation
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of surface carbonates from vibrationally excited CO2, which facili-
tated the oxidation of CHx* on the Ni catalyst.

Hence, we could propose a plausible solution based on a two-
stage plasma reactor setup, in which the first reactor operates at
high temperature, combined with a strongly binding catalyst
(e.g., Ni) to enrich the gas mixture with syngas, and reduce the
amount of CH4 and CO2. The second reactor can then be placed
in series that operates at low temperature, with a more weakly
binding catalyst (e.g., Cu) to form CH3OH.

4.8. Complex mixtures of radicals

As already discussed in Section 4.3, plasma can enhance cat-
alytic reactions by lowering the barrier for reactant activation on
the surface (e.g., due to vibrational excitation) or by dissociating
the molecules in the plasma to form radicals. However, radicals
produced via electron impact dissociation will also participate in
further gas-phase reactions, resulting in a wide distribution of rad-
icals and stable intermediates that is characteristic of a plasma. In
principle, all these species can adsorb and participate in the cata-
lyst surface chemistry. This might allow to bypass several difficult
surface reactions or enable new surface pathways that are not
active in thermal catalysis. The optimal catalyst then becomes
dependent on the plasma composition.

Using microkinetic modelling, Engelmann et al. [74] demon-
strated that for catalysts exposed to radical densities representa-
tive of a CH4 DBD plasma, the highest production rates can be
achieved on the most weakly binding metals (such as Ag, Au, and
Cu). This is illustrated in Fig. 16, which shows the TOFs for different
products on transition metal catalysts exposed to radical densities
that are characteristic of CH4 DBD plasma. By comparing Figs. 16
and 9(a and b) from the same study, showing the TOFs for Fig. 9
(a) thermal catalysis and Fig. 9(b) plasma catalysis with only vibra-
tionally excited CH4, we can observe the impact of the radicals. As
can be seen in Fig. 16, the volcano maximum shifts entirely to the
catalysts with the weakest binding strengths (like Ag), as the TOFs
(especially for C2H4 production) are strongly improved on these
catalysts. This is due to the rates on the surface being no longer
limited by bond-scission. Indeed, the radicals and intermediates
Fig. 16. Steady-state TOFs of CH4 non-oxidative coupling with reactive plasma
species, characteristic for a CH4 DBD plasma at 500 K. The values are plotted against
the binding energy (Eb) of CH3*. Low (negative) values of Eb correspond to strongly
binding catalysts, while high (positive) values of Eb correspond to weakly binding
catalysts. When comparing this figure to Fig. 9(a and b), where the same results
were shown, but for thermal catalysis and the effect of vibrational excitation,
respectively, it is clear that reactive plasma species enhance the TOF, especially for
C2H4 formation, on the weakly binding catalysts. Reproduced with permission from
ref. [74]. Copyright 2020, American Chemical Society.
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in the gas-phase (e.g., H2, CHx (x = 0–4), and C2Hx (x = 1–6)) can
simply adsorb onto the surface and undergo C–C coupling or
hydrogenation to form stable products. As such, a lower binding
strength results in higher rates, as it allows for facile recombina-
tion of the adsorbed radicals as well as easy desorption of the prod-
ucts [74]. However, we would like to emphasize that the most
weakly binding catalysts will only give the highest rates for radi-
cals on the surface, and not necessarily good selectivity for the
desired products. The selectivity on these weakly binding catalysts
will be strongly determined by the composition of the plasma as
well as the activation barriers for the different recombination pro-
cesses relative to each other. For some reactions, further bond-
scission in the radicals might be needed to attain the desired prod-
ucts. For example, CO formation from CH4 in DRM and SRM
requires that all four CAH bonds in CH4 are broken. For such cases,
a more strongly binding catalyst might be more desirable. Yet, this
would also require higher operating temperatures to thermally
activate the remaining bond scission steps on the surface, as well
as product desorption from the catalyst.

Nevertheless, as mentioned above, the plasma composition will
strongly affect the dominant reaction pathways on the surface.
Moreover, these surface reactions can in turn produce new mole-
cules and therefore alter the gas composition as well. Thus, to
obtain more insight in the combined plasma-catalyst chemistry,
models must be developed that couple the reactions on the catalyst
surface to those in the plasma, as is discussed in more detail in Sec-
tion 5. Such a coupled model was developed by Maitre et al. [102]
for plasma-catalytic CH4 non-oxidative coupling over a Ni (111)
surface. Interestingly, these authors found that plasma catalysis
could briefly achieve improved TOFs compared to plasma alone
and thermal catalysis. Yet, this synergy was only temporal, and
steady-state plasma without catalyst outperformed plasma cataly-
sis at all temperatures investigated (300–600 K). The model
showed that H radicals produced in the plasma absorbed and sat-
urated the surface, enabling quick hydrogenation of surface-bound
CH3* back to CH4 [102].

Similarly, adsorption and recombination of CH3 and H radicals
back to CH4 were also observed in the aforementioned study by
Engelmann et al. [74]. Like the other radical recombination reac-
tions on the catalyst surface, back-reaction to CH4 occurs more
easily on the most weakly-binding metals. This can also be under-
stood from Fig. 8, which shows that the barrier for recombination
of CH3* and H* to CH4 is lower on Cu (211) than on Ni (211). The
observations from abovementioned studies on non-oxidative cou-
pling of CH4 align well with the insights provided by our modelling
results for DRM presented in Section 4.6.2. Indeed, our modelling
results also show that CH4 is produced at high rates, especially
on weakly binding catalysts (Cu and Ag), due to adsorption and
recombination of CH3 and H radicals. The implications of these
results are important, as this means that a large fraction of
plasma-produced CH3 and H radicals that diffuse to the surface
may not contribute to product formation, but instead recombine
again into the reactants. In Section 5, we provide further support
for this conclusion based on results from our own, newly devel-
oped coupled plasma-surface model for DRM.

Lastly, by means of a microkinetic surface model, it is possible
to individually vary the radical partial pressures. Although they
will not yield self-consistent simulations, as they are not based
on a coupled plasma-surface model, this approach can provide use-
ful insight in the role of specific plasma species in the reaction
pathways. Loenders et al. [76] applied this method to study the
partial oxidation of CH4 on Pt (111). Their results showed that
highly dehydrogenated carbonaceous species (C, CH, and C2H2)
bind strongly to the surface, causing catalyst poisoning and coking.
On the other hand, high partial pressures of O radicals can counter-
act coking, yet also cause overoxidation to CO2. As such, these



B. Loenders, R. Michiels and A. Bogaerts Journal of Energy Chemistry 85 (2023) 501–533
authors recommended that a balanced CH4/O2 ratio and plasma
power should be identified to tailor the amount of hydrogen-
poor carbonaceous species vs. O radicals [76]. These observations
are also relevant for DRM, where coking is typically an important
issue. Moreover, attaining a good balance between carbon forma-
tion and overoxidation is especially difficult at the low tempera-
tures relevant for DBD, for which solid carbon and CO2 are highly
thermodynamically stable [66]. In addition, Loenders et al. also
demonstrated the importance of H radicals for the formation of
oxygenates (HCOOH and CH3OH) on the catalyst surface [76].
Moreover, they identified the CH3O and CH3OO radicals present
in CH4/O2 DBD plasmas as crucial species for plasma-catalytic CH3-
OH and CH2O production on the Pt (111) surface. This illustrates
that the formation of oxygenates through surface pathways in
plasma catalysis might require the formation of more complex rad-
icals via gas-phase reactions in the plasma prior to adsorption.
Finally, this study illustrated that higher radical partial pressures
near the surface are not necessarily more beneficial as these could
poison the catalyst [76].

In summary, plasmas are complex mixtures of different reactive
species and thus typically contain a wide variety of radicals. Conse-
quently, adsorption and subsequent reaction of these radicals on
the catalyst allow to circumvent additional surface reactions next
to the initial reactant activation step. As such, the surface reactions
strongly depend on the densities of the radicals in the plasma. This
is especially true for the most weakly binding catalysts (e.g., Cu, Ag,
and Au), which can recombine the radicals very efficiently. How-
ever, this does not mean that these weakly binding catalysts are
necessarily the most optimal catalysts, as they can also induce
back-reactions due to fast recombination of radicals to the reac-
tants. As such, a thorough understanding of the effect of different
radicals on the surface pathways is crucial, so that the gas mixture
and plasma conditions can be chosen to maximize the formation of
desired products and avoid unwanted back-reactions and coking.

4.9. Eley-Rideal (E-R) reactions involving radicals

In addition to adsorption of radicals from the plasma and subse-
quent surface reaction via a Langmuir-Hinshelwood (L-H) type
mechanism, the highly reactive radicals may directly react with
pre-adsorbed surface species via E-R type reactions. Engelmann
et al. [71] used a microkinetic model for NH3 synthesis to illustrate
the potential effect of E-R reactions involving radicals. Their model
showed that if plasma radicals can directly react with surface
adsorbates with no enthalpic activation barrier, the volcano behav-
ior of the catalyst activity disappears entirely. While weakly bind-
ing catalysts (e.g., Cu, Au, and Ag) can quickly adsorb radicals and
let them recombine via L-H reactions, coupling between surface
adsorbates this way is difficult on strongly binding catalysts (such
as Fe and Ru). This leads to high surface coverages on the more
strongly binding metals, poisoning the surface. However, facile E-
R reactions with radicals would allow for high reaction rates, even
on catalysts that are strongly covered by adsorbates. This was
found to result in similar reaction rates on weakly and strongly
binding metals exposed to radicals [71]. This prediction was sup-
ported by the experimental work of Gorbanev et al. [103], who
observed that different Al2O3-supported transition metal catalysts
gave a similar performance in plasma-catalytic NH3 synthesis, and
also demonstrated by other experiments [39,70,104,105], showing
the same behavior. Similarly, modelling work by Hong et al. [106]
and van ‘t Veer et al. [107] also indicated that E-R reactions may
play an important role in plasma-catalytic NH3 synthesis.

We expect that E-R reactions may also have a significant impact
on the plasma-catalytic conversion of CH4 and CO2. Indeed, E-R
reactions between H (or D) atoms and various C- or O-containing
adsorbates (e.g., CO*, CHO*, HCOO*, O*, OD*, CD3* and cyclo-
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hexane) have been observed experimentally by impinging H or D
radicals on pre-covered transition metal surfaces, although at tem-
peratures and pressures well below ambient conditions [108–110].
However, there is still much uncertainty around the kinetics and
products of most E-R reactions involving polyatomic radicals or
adsorbates, especially at conditions relevant for plasma catalysis.
Some studies have proposed that CH3OH formation in plasma
catalysis may be partly attributed to E-R reactions, like CH3(g) + O*
?CH3O* and CH3O* + H(g) ? CH3OH(g) [67,76,111]. Still, it is
important to consider that other products could result from the
same reactant species and may even be more important. For exam-
ple, radicals impinging on large poly-atomic adsorbates might be
more tended to react with the top part of the adsorbate, if the
surface-bound atom is difficult to reach due to steric effects.
Indeed, it has been experimentally shown that impinging D atoms
can abstract H atoms from cyclohexane adsorbed on Cu (111)
[108].

To conclude, E-R reactions between gas-phase radicals and
adsorbates are likely important in plasma catalysis, and they can
explain the similar reactivity for vastly different catalysts, as
observed experimentally [39,70,103–105]. Yet, currently not much
is known about these reactions. Therefore, more fundamental
research on the kinetics and product distribution of E-R reactions
involving radicals is required in order to more reliably implement
these into microkinetic models.

4.10. Radicals reaching the catalyst surface

Whether or not radicals and other plasma species can actually
partake in the catalyst surface chemistry of course depends on
the flux of these species to the surface. On the one hand, this
depends on the distance between the plasma and the catalyst,
which for a packed-bed DBD will depend on the discharge type,
i.e., localized microdischarges between the packing beads or sur-
face discharges spread over the surface of the beads. In addition,
the local electric field and electron density will determine the
occurrence of electron impact processes, and consequently also
the densities of different plasma species. As discussed in Sec-
tion 3.6, the discharge behavior can be strongly influenced by,
among others, the properties (e.g., dielectric constant [31,32,40–
42,48,58], pore diameter [49], bead size [40,42]) of the packing
material, the size of the discharge gap [41,42,58], the presence of
metal nanoparticles [31,36–38], and the amount of metal loading
[37,38]. On the other hand, the lifetime of the plasma species will
determine whether they can survive long enough to travel from the
bulk plasma to the surface, or inside the pores of the support where
catalyst nanoparticles may be deposited, as discussed in
Section 3.4.

This aspect was considered by Jiang et al. [85], who studied CH4

partial oxidation to oxygenates using an experimental setup with a
Fe/c-Al2O3 catalyst placed downstream of a plasma jet at either 5
or 30 mm distance. This allowed to distinguish the effect of
short-lived species, like radicals, and long-lived plasma–produced
species, respectively. Only at the shortest distance, enhanced CH3-
OH and CO2 production was observed. The authors postulated that
even for a plasma that is in direct contact with the catalyst,
plasma-species should have a sufficiently long lifetime to traverse
the plasma sheath and diffuse from the bulk of the plasma to the
catalyst surface. Based on measurements with molecular beam
mass spectroscopy and estimates of the lifetimes of different radi-
cal species, the authors subsequently proposed that CH3OO was
responsible for the synergistic effect of plasma catalysis on CH3OH
production [85].

Moreover, the situation is even more complex for a DBD plasma
due to the periodic occurrence of short-lived microdischarges. As
such, the operating conditions of the DBD should be tuned to opti-
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mize production and number densities of specific species in the
gas-phase. This was illustrated by Sheng et al. [81], who found that
applying a high-frequency (100 kHz) DBD plasma leads to a strong
plasma-catalyst interaction for high-temperature (400–700 �C)
plasma-catalytic DRM over a La-modified Ni/Al2O3 catalyst. On
the other hand, only a weak plasma-catalyst interaction was
observed when a low frequency (12 kHz) was used. The effect
was attributed to accumulation of vibrationally excited CH4 due
to the more frequent pulses for the 100 kHz DBD. Hence, this study
demonstrates the importance of tuning the operating conditions of
the power source to improve the formation of specific plasma spe-
cies [81].

However, in general more research is needed to identify which
plasma species can effectively reach the surface for different reac-
tions and conditions. Indeed, further development of plasma catal-
ysis not only requires a good understanding of the chemical
plasma-catalyst interactions, i.e., how the plasma species can alter
the surface kinetics and pathways. Thorough knowledge of the
physical effects, as discussed in Section 3, is also needed, as these
will govern the contact between the plasma and the catalyst and
thus determine which chemical interactions may occur.
5. Insight from coupled plasma-surface simulations: Effect of
catalyst on DRM

As illustrated in Section 2, plasma-catalytic DRM does not
always yield improved performance compared to plasma-only.
Therefore, in this section, we provide insights in the effect of tran-
sition metal catalysts on plasma-catalytic DRM, using our newly
developed coupled plasma-surface microkinetic model. We will
illustrate how the presence of a catalyst can also negatively affect
the conversion and selectivity of plasma-catalytic DRM by selec-
tively recombining CH3 and H radicals to CH4 as well as O radicals
and CO back to CO2. Indeed, it is also experimentally revealed that
the presence of transition metal catalysts not always enhances the
conversion, but can also have a negative impact (e.g., [11–15]).
However, direct comparison with experiments is often not possible
due to the complex interplay of various physical and chemical
interactions, as discussed in Sections 3 and 4, respectively.
Nonetheless, modelling allows to study these interactions sepa-
rately, and can thus aid in disentangle these effects. In this way,
we can point out potential drawbacks that exist in plasma cataly-
sis, but that are often not considered or are unknown.

In the following sections, we will first briefly cover other kinetic
models that combine the plasma and catalyst surface reactions and
the approximations made therein to provide further context to our
model. Subsequently, we will discuss the results and insights pro-
vided by our model. More specifically, we will illustrate how the
presence of a transition metal catalyst in the plasma affects the
destruction of CH4 and CO2, as well as the production of CO, H2,
H2O, and CH3OH. Note that the conclusions presented in this sec-
tion are applicable to DRM at typical DBD conditions but can differ
for other plasma-catalytic reactions, which might still benefit from
the presence of a catalyst.
5.1. Coupled plasma-surface kinetics models in literature

When a plasma is in contact with a catalyst, not only will reac-
tive plasma species adsorb and partake in the surface chemistry,
but the catalyst will also form new molecules that desorb into
the gas-phase and thus affect the plasma. Coupled plasma-
surface models that describe both the reaction kinetics in the
plasma and on the catalyst simultaneously are thus crucial in
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improving our understanding of the chemical interactions that
play a role in plasma-catalysis.

Yet only very few studies have attempted to combine the reac-
tion kinetics of discharge plasmas and catalyst surfaces in a single
microkinetic model. Hong et al. [106] developed a kinetic model
that contained both plasma and surface reactions for NH3 synthe-
sis. While the focus of the model was on the complex and elaborate
plasma chemistry, it also contained several surface reactions,
including both L-H and E-R reactions. Yet, the rate coefficients
for surface reactions were largely based on the kinetics for diffu-
sion of gas species to the surface and surface diffusion of adsor-
bates. This approach, however, required the estimation of various
parameters (e.g., sticking coefficients and activation barriers)
[106]. Based on the same surface chemistry, van‘t Veer et al.
[107,112] developed a coupled plasma-catalyst model for NH3 syn-
thesis to study the effect of filamentary microdischarges and their
afterglows that are typical for a DBD plasma. For this purpose, the
gas was periodically (i.e., as function of time) exposed to pulses in
power density. By correlating this time-dependency to the resi-
dence time in the reactor, the gas was treated as a volume-
element that traversed a (tubular) reactor [107,112]. Du et al.
[111] combined a plasma kinetics model for CO2 hydrogenation
with surface pathways for CH3OH formation on Cu (111) and CH4

formation on Ni (111). These authors also studied the effect of
microdischarges, in this case by applying a pulsed reduced electric
field (E/N). The surface kinetics was described using the same the-
ory as that in the works by Hong et al. and van ‘t Veer et al. The
authors compared two possible pathways for CH3OH formation
on the Cu (111) surface, while only a limited number of surface
intermediates were considered for CH4 production on Ni (111)
[111].

Ma et al. [72,73] developed a continuously stirred tank reactor
(CSTR) model for plasma-catalytic N2 oxidation and studied the
role of vibrational excitation and radicals in both the plasma and
the catalyst. The surface reactions were described using rate coef-
ficients calculated with transition state theory and activation ener-
gies calculated with DFT. The electron impact dissociation of N2

and O2 was not included in the model, but the dissociation degrees
of N2 and O2 were treated as variables instead [72,73]. The model
showed good agreement with experimental results, in which a Pt
catalyst was placed in the afterglow of a radio-frequency powered
N2/O2 plasma [73]. The same reaction setup for plasma-catalytic N2

oxidation was also studied by Eshtehardi et al. [113], who con-
structed a one-dimensional model with axial dispersion, which
could attain even better agreement with the experimental results.
In addition, these authors studied the effect of the gas composition
entering the catalyst-bed as well as various operating parameters
to illustrate opportunities for improving the process performance
[113].

Pourali et al. [114] constructed a CSTR model to study plasma-
catalytic non-oxidative coupling of CH4 over a Cu (211) catalyst. A
constant plasma power was deposited into the reactor volume,
rather than a pulsed power profile. Similarly, Maitre et al. [102]
developed a coupled plasma-surface model for CH4 non-oxidative
coupling, but in combination with a Ni (111) surface. These authors
also used a CSTR approach in combination with constant power
density input. Their model included an elaborate set of surface pro-
cess, including both E-R and L-H reactions, and incorporated the
effect of both vibrationally excited species and plasma radicals
[102].

To conclude, while some studies are available, coupled plasma-
surface models for plasma catalysis applications are generally still
in a pioneering phase, and further development of such models is
both promising and highly needed.
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5.2. Main equations governing the coupled plasma-surface model

In this section we provide a summary of the main equations
governing the coupled plasma-surface model; a detailed discussion
of the methodology of the model can be found in Section S3 of the
SI. The model uses a CSTR approach, meaning that perfect mixing is
assumed and thus the species densities and coverages are consid-
ered uniform throughout the reactor volume. The changes in num-
ber densities of gas-phase species with time are calculated using
the following balance equations.

@ns

@t
¼ Rreaction;s þ ns; inv in

VCSTR
þ ns;outvout

VCSTR
ð1Þ

In which ns is the number density of species s and t is the oper-
ating time. The first term on the right-hand side, Rreaction,s, repre-
sents the change in number density due to reactions. The second
and third terms correspond to the change in number density due
to reactants entering and products leaving the reactor, respec-
tively. Here ns,in and ns,out are the species densities in the feed
and in the outlet, respectively. Note that for a CSTR model, ns,out
matches the species density in the reactor ns. VCSTR is the volume
of the reactor occupied by gas, while vin and vout are the volumetric
flow rate entering and leaving the reactor, respectively.

The change in number density of gas-phase species due to reac-
tions is calculated as

Rreaction;s ¼
X
i; gas

ðcRs;i � cLs;iÞri
h i

þ nsitesf cat
X
i; cat

ðcRs;i � cLs;iÞri
h i

þ nsitesð1� f catÞ
X
i; wall

ðcRs;i � cLs;iÞri
h i

ð2Þ

The first term on the right-hand side corresponds to the reac-
tions occurring in the gas-phase; the second term is due to reac-
tions on the catalyst surface and the third term is due to
reactions happening on a ‘‘non-catalytic” surface, such as the reac-
tor walls or a support packing. In Eq. (2), cRs,i and cLs,i are the stoichio-
metric coefficients of species s in reaction i on the right-hand
(production) and left-hand (destruction) side of the reaction equa-
tion, respectively. The reaction rate ri is expressed in cm�3 s�1 for
gas-phase reactions or s�1 for surface reactions. The terms corre-
sponding to surface reactions are therefore multiplied by the total
volumetric density of surface sites nsites, which is expressed in
cm�3, and by a factor denoting the fraction of these sites that is cat-
alytic fcat or non-catalytic (1 � fcat).

The volumetric flow rate of the gas leaving the reactor vout used
in Eq. (1) is calculated in such a way that the total pressure in the
reactor remains constant. This is done according to the following
equation.

vout ¼ v in þ
VCSTR

P
s;gasRreaction;sP
s;gasns

¼ v in þ VCSTRkbT
ptot

X
s;gas

Rreaction;s ð3Þ

In which, ptot is the total pressure in the reactor; kb is the Boltz-
mann constant and T is the temperature. Hence, the volumetric
flow leaving the reactor equals the volumetric flow entering the
reactor plus the change in volume resulting from the reactions.
The values of the parameters used in Eqs. (1)–(3) are discussed
in the SI, Section S3.1.

Similar to Eq. (1) for the densities of gas-phase species, the
changes in surface coverages with time for catalytic and non-
catalytic surface sites are described using balance equations.

@hs;cat
@t

¼
X
i; cat

ðcRs;i � cLs;iÞri
h i

ð4Þ

@hs;wall

@t
¼

X
i; wall

ðcRs;i � cLs;iÞri
h i

ð5Þ
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However, in these equations there is only one term, which cor-
responds to the change in coverage due to reactions, as no sites can
enter or leave the reactor.

The reaction rate ri is expressed as

ri ¼ ki
Y
s

asð ÞcLs;i ð6Þ

In which ki is the reaction rate coefficient of reaction i and as is
the activity of species s, which is expressed as either a number den-
sity, a partial pressure, or a fractional coverage, depending on the
species and the reaction. For more information, see Section S3.2
of the SI.

The reaction rate coefficients for gas-phase reactions, electron
impact dissociation reactions, catalytic surface reactions, and reac-
tions occurring on the non-catalytic wall are discussed in Sections
S3.3–S3.6 of the SI, respectively. Additionally, the reactions
included in the model are listed in the SI.

5.3. Assumptions made in our coupled plasma-surface model

In our own model, we also apply the CSTR approach, similar to
refs. [72,73,102,114], meaning that the densities of the gas species
and the surface coverages are considered to be uniformly dis-
tributed over the reactor volume. However, rather than applying
a constant power density as was done in refs. [102,114], we calcu-
late the rate coefficients for electron impact dissociation at the
breakdown electric field and multiply these by the fraction of the
reactor volume that is occupied by microdischarges. This way,
we attain a volume-averaged rate coefficient for radical production
that is representative for a DBD plasma. These rate coefficients are
calculated using an electric field of 229 Td and an electron density
of 1014 cm�3 in the plasma. A plasma power of 65 W is chosen,
which is assumed to be completely deposited into the microdis-
charges (i.e., the so-called afterglows in between the microdis-
charges are characterized by zero power). A detailed description
of the calculation of the electron impact rate coefficients can be
found in Section S3.4 of the SI. If the applied plasma power would
be evenly distributed over volume and over time (as was done in
refs. [102,114]), the maximum power density would be much
lower compared to when the plasma power is concentrated in
the microdischarges. Consequently, much less electrons would
reach the energy threshold for electron impact dissociation, and
the associated rates would be clearly underestimated. On the other
hand, we also chose to not treat the microdischarges explicitly, i.e.,
as variations in power density as function of time. Indeed, such
approach would mean that the entire reactor volume experiences
the power density that would normally occur in the spatially lim-
ited microdischarges, which would lead to an unrealistically high
radical production. Note that this is the direct consequence of
the spatial uniformity of the reactions rates, gas species densities,
and surface coverages that is inherent to zero-dimensional models.
A possible alternative would be the approach presented in refs.
[107,112], in which a volume-element is simulated that travels
along a reactor (i.e. similar to a plug-flow reactor approach), rather
than the entire reactor volume. However, in that approach the
model becomes dependent on the time that the gas needs to reach
a certain position in the reactor, meaning that surface coverages
would only evolve as function of this definition of time. Yet, in real-
ity the catalyst typically remains stationary in the reactor and the
surface coverages on a specific position in the reactor evolve as
function of (operating) time. Thus, the latter approach is unphysi-
cal with respect to the evolution of the surface coverages. Hence,
we choose to use a CSTR approach, combined with spatially aver-
aged rate coefficients for electron impact dissociation, representa-
tive for a DBD plasma, as we believe this is the most realistic
approach for a zero-dimensional model.
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We can further motivate this approach as follows. In a CSTR
model, perfect mixing is assumed, meaning that there are no gra-
dients in e.g., species densities and coverages, throughout the
entire reactor. This is obviously an extreme case, as perfect mixing
is typically not achieved and it also implies that the catalyst sur-
face is in perfect contact with the plasma. The latter is of course
an approximation, as in reality the plasma species will need to dif-
fuse from the bulk plasma to the catalyst surface. As these species
diffuse to the surface, they will react, leading to a drop in their den-
sities, while new radicals and stable molecules are formed. While
the gas-phase reactions present in our model will partly compen-
sate for this effect, i.e., as unstable species will have higher loss
rates and thus lower densities, the effect of the catalyst surface will
still be overestimated to some extent. However, this is inherent to
the spatial uniformity that is assumed in all zero-dimensional
models (i.e., even plug-flow models assume spatial uniformity in
the radial direction). As such, this is also the case for almost all
models [72,73,102,106,107,111,112,114] discussed in Section 5.1,
with exception of ref. [113], which describes a model for post-
plasma catalysis. To circumvent this issue, higher dimensional
models are required. Yet, these models are significantly more com-
putationally demanding, resulting in limitations on the size of the
chemistry set that can be used.

Furthermore, as we discussed in Section 4.3, experimental
results show that radicals play an important role in enhancing
the surface pathways, and are even the dominant species for
plasma-catalyst synergy at the lower temperatures (i.e., around
500 K) that are relevant for DBD plasmas [60]. This demonstrates
that a significant number of radicals can indeed reach the surface
and will be affected by the catalyst, further justifying our CSTR
approach, in which the catalyst surface is in perfect contact with
the plasma. However, this might not necessarily be observed in
all experiments, as it will also depend on various physical effects.
Indeed, changes in the discharge type can alter the contact
between the plasma and the catalyst and thus affect the number
of radicals that reach the surface. Furthermore, in some conditions,
vibrationally excited molecules might play a role in plasma-
catalyst synergy, as discussed in Section 4, but they are not
included in this model here, as we consider them indeed to be of
minor importance at typical DBD conditions (see above). Anyway,
the experimental results in ref. [60] provide evidence that radical
adsorption on the catalyst surface can indeed happen at significant
rates, and are not simply a consequence of approximations made in
the model. This indicates that our model is indeed relevant for
experimental plasma catalysis applications.

Finally, with respect to the surface reactions, we use rate coef-
ficients based on transition state theory combined with activation
barriers calculated by DFT, as these are more accurate than rate
coefficients calculated from estimated sticking coefficients or reac-
tion barriers. We therefore use the same set of surface reactions as
for the CatMAP simulations, discussed in Section 4.6. In addition to
the reactions on the surface of the transition metal catalysts, we
also consider surface reactions on an inert surface, representative
for the reactor wall and the packing beads. As a reliable set of
DFT data is unavailable for these surface reactions, they are treated
more approximately using rate coefficients based on the kinetics of
gas species colliding with the surface and diffusion of adsorbates
on the surface [115–117]. More information on the calculation of
the rate constants can be found in Section S3 of the SI.

5.4. Coupled surface and plasma kinetics simulations: Results for DRM

Here we present the results of our coupled plasma-surface
kinetics model to explain why the presence of a transition metal
catalyst in plasma-catalytic DRM can also negatively affect the
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chemistry. The model uses a CSTR approach, as explained in previ-
ous section, with a 1:1 CH4/CO2 feed mixture entering the reactor.
During the simulations, the temperature and pressure are kept
constant at 500 K and 1 bar, respectively, as these are typical con-
ditions for a DBD plasma. While DRM is not possible in thermal
catalysis at these conditions, as the reaction is kinetically and
equilibrium-limited, the formation of reactive plasma species
(e.g., radicals) enables this reaction in plasma catalysis. Indeed,
these highly reactive plasma species react further in the gas-
phase, but can also adsorb and react on the catalyst surface, thus
bypassing the difficult reactant activation steps present in thermal
catalysis. For a detailed description of the model, we refer to Sec-
tion S3 in the SI.

The surface species energies in the coupled model are described
using the same scaling relations as those used in the simulations
with CatMAP (see Section S2 of the SI). This allows us to model
transition metal catalysts for which only limited reaction data is
available, or even hypothetical catalysts. However, for the purpose
of this study, we limit ourselves to Ag (111), Cu (111), and Rh (111)
surfaces. We perform simulations for four different cases: i.e.,
plasma without catalyst, as well as plasma combined with one of
the abovementioned catalysts. The corresponding values of CH*
and O* binding energies, used in the scaling relations, are ECH* =
1.66 eV, EO* = 1.98 eV for Ag, ECH* = 0.35 eV, EO* = 0.89 eV for Cu,
and ECH* = �1.72 eV, EO* = 0.42 eV for Rh, as acquired from ref.
[91] and our own DFT results (see Table S1 in the SI). As such,
we compare a set of metals for which both CH* and O* become
more strongly bound when going from Ag to Cu to Rh.

In the SI (Section S4, Fig. S1), we present the time-evolution of
the H, CH3, O, and OH radical densities in the plasma. Initially, the
radical densities increase with time, both with and without cata-
lysts, due to electron impact dissociation in the plasma. As radical
adsorption becomes significant, the radical densities for the differ-
ent transition metals and the plasma-only case start to deviate, as
the net adsorption rates vary with the catalyst material. This even-
tually causes the radical densities to stabilize at different values for
different transition metals. A more detailed analysis is given in the
SI, Section S4. This demonstrates how the catalysts affect the
plasma (radical) composition. In the following subsections, we will
describe how the catalysts affect the destruction of the reactants
(CO2 and CH4) and the formation of various stable molecules (CO,
H2, H2O, and CH3OH), as obtained by our coupled plasma-surface
kinetics model at steady state. We will compare the net production
or destruction rates for the plasma without catalyst and plasma
combined with the three different metals. To highlight the effect
of the catalyst, distinction will be made between the total net rate,
the net rate on the catalyst surface, and the net rate in the plasma.
Note that while C2H6 is included in the gas-phase as a species rep-
resentative for higher hydrocarbons, C2H6 formation on the cata-
lyst surface is not included in our model as these reactions are
not included in the reaction set by Schumann et al. [91], which
we use as input for our model. If we would take these reactions
and the corresponding thermodynamic data from other studies,
this would lead to an inconsistent reaction set. Therefore, an anal-
ysis of the effect of the catalyst on C2H6 production is outside the
scope of this work. However, it is worth mentioning that C2H6 is
still the second most important carbon-containing product in the
gas-phase (the main carbon-containing product is CO).

5.4.1. CO2 destruction at steady state
Fig. 17 shows the net rate of CO2 destruction for the different

cases at steady state. Note that hatched bars indicate net produc-
tion on the catalyst surface, instead of destruction. As can be seen
in Fig. 17, CO2 is indeed net produced on all catalyst surfaces due to
net recombination of CO* and O* on the catalyst. This is in line with



Fig. 17. Net rates of CO2 destruction at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Hatched bars indicate net production instead of destruction. The net (production)
rate on the Rh surface is indicated by its numerical value, as it is many orders of
magnitude lower compared to the other rates in the figure. Calculated for a 1:1 CH4/
CO2 feed mixture using a total pressure of 1 bar and a temperature of 500 K.

Fig. 18. Net rates of CH4 destruction at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Hatched bars indicate net production instead of destruction. The net (production)
rate on the Rh surface is indicated by its numerical value, as it is many orders of
magnitude lower compared to the other rates in the figure. Calculated for a 1:1 CH4/
CO2 feed mixture using a total pressure of 1 bar and a temperature of 500 K.
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our results of Section 4.6.2, where we also discussed the produc-
tion of CO2 on the catalyst surface (see Fig. 15). While CO2 produc-
tion on Rh happens at a rate that is many orders of magnitude
lower than the other rates in Fig. 17, CO2 production is non-
negligible on Cu, and even significant on Ag surfaces. The low rate
on Rh results from CO* poisoning of this catalyst at 500 K.

The rate of recombination to CO2 is indeed most notable for the
Ag surface, as it is large enough to cause a clear drop in the total net
destruction rate of CO2. As such, less CO2 is destroyed in total for
the case with Ag compared to plasma without catalyst, or com-
bined with Rh or Cu. As mentioned in previous paragraph, this is
due to the quick recombination of adsorbed CO* and O*, and it is
also partly responsible for the lower O (and OH) densities in the
plasma, which can be observed in Fig. S1(c and d). While Ag is
indeed among the better catalysts for CO2 formation in Fig. 15(b),
it is not the catalyst with the highest rate in this figure. However,
in the coupled plasma-surface simulations, the CO and O densities
in the gas phase are higher (9.7 � 1017 cm�3 and 2.6 � 1011 cm�3,
respectively, for plasma with Ag) compared to those used in the
simulations with the CatMAP code (see Section 4.6.2). This can
increase the CO2 formation rates on weaker binding catalysts, rel-
ative to the more strongly binding catalysts, as the latter are more
susceptible to poisoning.

The total (and plasma) CO2 destruction rates are slightly higher
for the cases with Cu and Rh relative to the plasma without cata-
lyst. This is due to a higher rate of CO2 + CH2 ? CO + CH2O in
the plasma, which is caused by a higher CH2 density in the plasma.
As can be seen in Fig. S1(a), the H density in the plasma is strongly
reduced when a transition metal is present, which results in less
CH2 recombining with H, and thus in higher CH2 densities. This
is also the case for Ag, and for this catalyst the net CO2 destruction
rate in the plasma is even higher, due to a reduction in the rate of
CO2 formation via CO + OH ? CO2 + H. The latter is caused by the
lower OH densities in the plasma when Ag is present, as illustrated
in Fig. S1(d).

Nevertheless, the high net CO2 destruction rate in the plasma in
case of the Ag catalyst is largely compensated by the net CO2 pro-
duction on the Ag catalyst surface, as mentioned above, so the total
net CO2 destruction rate in the case of the Ag catalyst is clearly
lower than that in the plasma-only case (see Fig. 17). Hence, our
model predicts that an Ag catalyst is detrimental for the overall
CO2 conversion, compared to plasma without catalyst.
527
5.4.2. CH4 destruction at steady state
Fig. 18 presents the net steady state CH4 destruction rates for

the plasma-only case and the plasma combined with the three dif-
ferent catalysts. Similar to CO2, CH4 is net produced on the catalyst
surfaces (as indicated by the hatched bars) through recombination
of adsorbed CH3* and H*. However, for Rh, the rate of CH4 forma-
tion on the catalyst is again extremely low due to surface poison-
ing, as is also the case for CO2 formation on this metal. Among
these three transition metals, the highest rate of CH4 formation
on the catalyst is now observed for Cu. In fact, the fast recombina-
tion of CH3* and H* on the Cu surface results in a clear drop in the
total net destruction rate of CH4 compared to the other cases.
Indeed, Cu was also identified as the best catalyst for radical
recombination to CH4 in the surface kinetics simulations with Cat-
MAP, as displayed in Fig. 15(a). Since the Cu catalyst gives the fast-
est recombination of H and CH3 radicals to CH4, it also causes the
strongest drop of the CH3 density in the plasma, as can be seen
in Fig. S1(b) in the SI. As a result, the net destruction of CH4 in
the plasma is faster for the case with Cu, compared to that with
Rh or without catalyst (see Fig. 18), exactly due to recombination
between CH3 and H happening now predominantly on the catalyst,
causing a lower rate of the corresponding reaction in the gas phase.

For plasma combined with Ag, the total net rate of CH4 destruc-
tion is also lowered compared to Rh and plasma-only. However, for
this case the lower total CH4 destruction results partly from recom-
bination reactions that form CH4 on the catalyst and partly from
lower CH4 destruction in the plasma. The latter is caused by lower
O and OH densities in the plasma when Ag is present as a catalyst,
as illustrated in Fig. S1(c and d) in the SI, respectively. As shown in
Fig. 17, significant CO2 formation occurs on the Ag surface due to
recombination of CO* and O* on this catalyst. Additionally, an even
higher amount of O radicals is used on the Ag surface to form H2O,
as will be discussed in Section 5.4.5 below. These processes in turn
reduce the density of O radicals in the plasma, as illustrated in
Fig. S1(c). Since O radicals are partly responsible for CH4 conver-
sion in the plasma via CH4 + O ? CH3 + OH, the drop in O density
also reduces the CH4 destruction in the plasma. Additionally, the
formed OH radicals can also convert CH4 via CH4 + OH? CH3 + H2O.
A drop in the O radical density also causes a drop in the OH density,
which is formed from O, and both effects result in less CH4 destruc-
tion in the plasma.
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To summarize, while Cu results in a high net CH4 destruction
rate inside the plasma, it also causes the strongest drop in the total
CH4 destruction rate compared to plasma-only, due to quick
recombination of CH3* and H* and thus CH4 production on the cat-
alyst surface. Ag, on the other hand, gives a less pronounced reduc-
tion of the CH4 destruction rate compared to plasma without
catalyst, but the effect of Ag is dual, i.e. due to both recombination
of CH3 and H on the catalyst, and less destruction of CH4 via reac-
tions with O and OH in the plasma (due to the lower densities of
the latter species). In general, however, both Ag and especially
Cu catalysts seem detrimental for the overall CH4 conversion, com-
pared to plasma-only, as predicted by our model.
5.4.3. CO production at steady state
The net rates of CO production are displayed in Fig. 19. Note

that hatched bars in the figure now indicate net destruction of
CO on the catalyst surface, instead of formation. CO is mainly pro-
duced directly from CO2 via electron impact dissociation in the
plasma. However, by comparing the rates of CO production in
Fig. 19 and of CO2 destruction in Fig. 17, it becomes clear that CO
production occurs faster and a significant fraction of CO is not pro-
duced directly from CO2, i.e. not in a single step. Indeed, CO is also
produced through decomposition of CH3CO and dehydrogenation
of CHO, which are formed by dehydrogenation of CH3CHO and
CH2O, respectively. These aldehydes (CH3CHO and CH2O) in turn
result from the oxidation of alkyl radicals (CH3 and C2H5) by O,
originating from CO2.

As is the case for CO2 destruction in Fig. 17, the CO production
rate rises in the presence of Rh or Cu, compared to the plasma-only
case. This can be partly attributed to the higher rate of CO2 + CH2 ?
CO + CH2O in the plasma, as the lower H radical density (Fig. S1a in
the SI) causes a rise in the density of CH2. Yet, the rise in CO pro-
duction (Fig. 19) is more significant compared to that of CO2

destruction. Indeed, the drop in H density in the presence of the
catalysts also suppresses hydrogenation and enhances dehydro-
genation reactions. This increases the CO produced through dehy-
drogenation of CH3CHO and CH2O, as discussed above.

The rise in (total and plasma) CO production is less expressed
for Cu compared to Rh. This is due to that Cu catalyzes recombina-
tion between CH3* and H*, reducing the densities of CH3 (Fig. S1b
in the SI) as well as C2H6 and thus C2H5 in the plasma. Indeed,
C2H6 is formed by recombination of CH3, and C2H5 is formed by
Fig. 19. Net rates of CO production at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Hatched bars indicate net destruction instead of production. The net (production)
rate on the Rh surface is indicated by its numerical value, as it is many orders of
magnitude lower compared to the other rates in the figure. Calculated for a 1:1 CH4/
CO2 feed mixture using a total pressure of 1 bar and a temperature of 500 K.
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dehydrogenation of C2H6. Since CH3 and C2H5 play an important
role in the formation of aldehydes (CH3CHO and CH2O) and also
in dehydrogenating CHO, Cu produces less CO in the plasma, and
also in total, compared to Rh. However, on the Cu surface some
dehydrogenation reactions of adsorbed CHO* takes place, forming
CO* which can desorb to form CO or become oxidized to CO2. As
a result of this CO formation on the catalyst, the total CO produc-
tion rate is slightly higher for Cu compared to the plasma-only
case. The rate of CHO* decomposition on Rh is negligible due to
surface poisoning.

For Ag the total CO production rate is lower relative to the
plasma only-case, due to adsorption and subsequent oxidation of
CO back to CO2, as discussed in Section 5.4.1. This is also clear from
CO being net destroyed instead of produced on the catalyst, as dis-
played in Fig. 19.

5.4.4. H2 production at steady state
The net rates of H2 production for the four different cases are

displayed in Fig. 20. The H2 production rate appears especially high
on the Rh surface, where recombination of adsorbed H* radicals to
H2 occurs the fastest. The fast destruction of H radicals on this cat-
alyst, however, results in a lower H density in the plasma (see
Fig. S1a in the SI), which in turn reduces the rates of H2 formation
in the gas phase and causes a net destruction of H2 in the plasma
(hatched bar in Fig. 20). However, H2 production on the Rh catalyst
is sufficiently fast to counter the net destruction of H2 by plasma
processes and leads to a total rate of H2 production, which sur-
passes that of the plasma-only case. This is of course a positive
effect, as H2 is a value-added product. As discussed in Section S2
in the SI, H adsorbs on a separate site type in our model, as it is
assumed to have negligible interactions with the larger adsorbates
on the surface. This allows H radicals to adsorb and recombine on
the surface, even though the catalyst is poisoned by CO*. Note that
H* can still react with other adsorbates on the surface, but H*
recombination to H2 is strongly favored over CO* hydrogenation.

For the Cu and Ag catalysts, the H2 production rate is positive in
the plasma, yet clearly lower compared to the plasma-only case.
This is due to the lower H densities in the plasma (see Fig. S1a in
the SI), due to H adsorption on these surfaces. However, on the
Cu and Ag surfaces, the adsorbed H* is mainly used to form CH4

and H2O, rather than recombining to H2. As such, the H2 production
rate is low on the Cu surface and negligible on the Ag surface.
Fig. 20. Net rates of H2 production at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Hatched bars indicate net destruction instead of production. The net (production)
rate on the Ag surface is indicated by its numerical value, as it is many orders of
magnitude lower compared to the other rates in the figure. Calculated for a 1:1 CH4/
CO2 feed mixture using a total pressure of 1 bar and a temperature of 500 K.
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Because of this, the total net H2 production rates are significantly
lower compared to the plasma without catalyst or with Rh catalyst.

5.4.5. H2O production at steady state
In this section we discuss the formation of H2O, which is an

undesired side-product of plasma-catalytic DRM. Fig. 21 shows
the net rates of H2O production for plasma-only and the case with
different catalysts. H2O is produced on all catalyst surfaces,
although the net rate on Rh is negligible due to surface poisoning.
Yet, on Cu and Ag surfaces, a non-negligible and even significant
amount of H2O is formed, respectively, via hydrogenation of
adsorbed O*, or to a lesser extent, OH* radicals. For the Cu catalyst,
the formation of H2O on the surface results in an additional
amount of H2O formed on top of the large production rate in the
plasma. This increases the total rate of H2O formation to a slightly
higher value compared to the plasma-only case. For the Ag catalyst,
on the other hand, the formation on the catalyst surface appears by
far the dominant mechanism of H2O production. The high H2O for-
mation rate on the Ag surface is in agreement with the trend pre-
dicted by the surface kinetics simulation with CatMAP, as
displayed in Fig. 15(c). The quick adsorption of O and OH radicals
from the plasma and their subsequent recombination with H on
the catalyst significantly reduce the O and OH densities in the
plasma, as shown in Fig. S1(c and d). This reduces the rates for
H2O formation in the gas phase and even causes net destruction
of H2O in the plasma.

To summarize, despite the clearly different pathways for H2O
formation for the different catalysts (i.e., Rh and Cu, vs. Ag), the
total net rates of H2O production do not vary much between the
different cases, and are also very similar to the plasma-only case.
Indeed, the H2O formation is largely determined by the production
of O radicals, which can either form H2O in the plasma by abstract-
ing H from H-containing species (e.g. CH4) (in case of Rh and Cu), or
adsorb and react with H on the catalyst surface (in case of Ag).
Whether or not the latter is favored depends on the supply of H
to the surface and the activation barriers for hydrogenation to
OH* and H2O on the catalyst.

5.4.6. CH3OH production at steady state
While typically not the main product, CH3OH is a highly desired

value-added chemical that could be formed in one step through
plasma-catalytic DRM [10]. Therefore, it is especially interesting
Fig. 21. Net rates of H2O production at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Hatched bars indicate net destruction instead of production. The net (production)
rate on the Rh surface is indicated by its numerical value, as it is many orders of
magnitude lower compared to the other rates in the figure. Calculated for a 1:1 CH4/
CO2 feed mixture using a total pressure of 1 bar and a temperature of 500 K.
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to investigate how CH3OH formation is affected by the presence
of the transition metal catalysts. Fig. 22 displays the net production
rates of CH3OH for plasma without catalyst, as well as with Rh, Cu,
and Ag. Note that the vertical axis is now logarithmically scaled to
better visualize the trends. As can be seen, most of the CH3OH is
formed in the plasma, rather than on the catalyst surface. The high-
est CH3OH formation rates on the surface are observed for Cu, fol-
lowed by Ag. This is in agreement with the surface kinetics
simulations performed with the CatMAP code, which predict Cu
and Ag as the best catalysts for CH3OH formation on the catalyst
surface (Fig. 14a). However, while weakly binding catalysts, like
Cu and Ag, produce more CH3OH on the catalyst, this is not
reflected in the total CH3OH production. The latter is mainly deter-
mined by the CH3OH production in the plasma (cf. the logarithmic
scale to accommodate the large difference in magnitudes). As such,
the highest total net CH3OH formation is observed for the plasma
without catalyst. Plasma combined with Rh, Cu, and Ag, on the
other hand, produces significantly less CH3OH compared to the
plasma-only case. The total net rate of CH3OH production for the
three catalysts is similar, although it is slightly reduced when going
from Rh to Cu to Ag.

The formation of CH3OH in the plasma-only case mainly occurs
through pathways in which O radicals oxidize alkyl radicals (CH3

and C2H5) to form CH2O, which subsequently reacts to form CH2OH
radicals. This species then recombines with H radicals into CH3OH.
Additionally, CH3OH is also formed through recombination of CH3

and OH, although to a lesser extent. When the plasma is in contact
with a catalyst, however, radical adsorption and recombination on
the surface causes a drop in the gas-phase densities of these spe-
cies, as displayed in Fig. S1(a, b and d) for H, CH3, and OH radicals,
respectively. The reduction of these radical densities thus lowers
the CH3OH formation rate in the plasma. As discussed above, (very)
small amounts of CH3OH can be formed on the catalyst surfaces.
For Rh and Cu, this occurs through adsorption of CH2O, followed
by hydrogenation to CH3O* and subsequently CH3OH. On Ag,
CHO is adsorbed from the gas phase and hydrogenated to CH2O*,
followed by the same reaction steps as on Rh and Cu. Hence, while
adsorbed radicals can also react on the surface to form CH3OH, this
process is not favored and instead these species rather recombine
to form CH4, CO2, H2O, or H2.

In summary, while CH3OH formation does take place on the cat-
alyst surfaces, the rate is much lower than the CH3OH formation
rate in the plasma and the latter is significantly reduced compared
Fig. 22. Net rates of CH3OH production at steady state (t = 106 s) for plasma without
catalyst and plasma combined with Rh, Cu, and Ag catalyst. Distinction is made
between the total rate, the rate on the catalyst surface, and the rate in the plasma.
Note that the rates are logarithmically scaled. Calculated for a 1:1 CH4/CO2 feed
mixture using a total pressure of 1 bar and a temperature of 500 K.
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to the plasma-only case, due to adsorption of radicals on the cata-
lyst surface, making them not available anymore for the plasma
reactions producing CH3OH.

Hence, our calculations suggest that transition metals would be
detrimental for CH3OH formation by plasma-catalytic DRM, at the
conditions under study, because they mainly recombine radicals to
undesired molecules (e.g., CH4, CO2, and H2O). As such, these rad-
icals are no longer available to form the desired end-compounds,
like CH3OH. Additionally, the plasma itself is already so reactive,
due to the presence of the many radicals, so that the CH3OH forma-
tion rate is largely dominated by plasma reactions. However, at the
same time, the high plasma reactivity also hinders the selective
production of the targeted compounds. Thus, careful analysis is
needed on how the role of the catalyst can be promoted in plasma
catalysis, but also on how the adsorbed radicals can be directed
into desired products, rather than unwanted products.

5.4.7. Summary of the insights provided by the model
Our coupled plasma-surface model allows us to study how the

chemistry of the plasma and catalyst affect each other, as illus-
trated by comparing four different cases, namely plasma without
catalyst and plasma combined with Rh, Cu, and Ag. Our model
reveals that the presence of transition metal catalysts in plasma-
catalytic DRM, for typical DBD conditions at which the radical
chemistry dominates, has mainly negative rather than positive
effects. Indeed, we find that Ag has a detrimental effect on the
net CO2 destruction rate, as the catalyst efficiently recombines
CO* and O* on the surface, and thus partly counteracts the dissoci-
ation of CO2 in the plasma. The net destruction of CH4, on the other
hand, is especially reduced by Cu, due to facile recombination of
CH3* and H* on this catalyst. Additionally, the presence of Ag also
slightly reduces the net CH4 destruction rate. On the one hand, this
is caused by the formation of CH4 on the surface. On the other
hand, many O and OH radicals are adsorbed and subsequently con-
verted to CO2 and H2O on the Ag surface, making these radicals
unavailable for CH4 destruction reactions in the gas-phase.

Our model also predicts that CO production mainly happens in
the plasma, either directly from CO2 or via various oxidation and
dehydrogenation reactions. As such, the net production of CO is
negatively affected by Ag due to CO oxidation on the surface to
form again CO2. The production of H2 is improved by Rh due to
adsorption of H radicals on hydrogen reservoir sites and facile sub-
sequent recombination to H2, while other catalytic sites are poi-
soned. However, on Cu and Ag, the adsorbed H* is primarily used
for the production of CH4 and H2O, respectively, resulting in a sig-
nificant drop of the net H2 production. On the other hand, H2O, as
an undesired side-product, is produced at similar net rates for all
cases, yet the pathways through which the H2O is formed depend
on the catalyst. For Ag, most H2O is formed on the catalyst, while
for Cu and Rh, the H2O production mainly happens in the plasma.

Most importantly, the CH3OH production seems to be nega-
tively affected by the presence of transition metal catalysts for
the conditions under study. While some net CH3OH formation
occurs on the surfaces of all catalysts, the total CH3OH production
is mostly determined by plasma reactions. However, radicals that
are lost from the plasma due to adsorption on the catalyst are pri-
marily directed towards the formation of other products (i.e., CO2,
CH4, CO, H2, or H2O) rather than CH3OH. Consequently, the CH3OH
formation rate drops due to the loss of radicals from the plasma.
This highlights the need to identify conditions and catalysts that
can selectively produce CH3OH from radicals and other plasma-
produced species, to fully use the potential of plasma catalysis
and avoid unwanted side-effects.

To conclude, our model illustrates that transition metal cata-
lysts are detrimental to the radical chemistry for plasma-catalytic
DRM due to efficient back-reactions of the radicals on the catalyst.
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This indicates that plasma-catalyst synergy in DRM is unlikely to
happen under conditions for which radicals are the dominant spe-
cies for plasma catalysis, i.e., at typical (low temperature) DBD con-
ditions. As such, plasma-catalytic DRM may benefit more from
higher reaction temperatures, at which vibrational excitation can
enhance the surface reactions (See section 4.3). This is in agree-
ment with the work by Kim et al. [59] (discussed in Section 4.1.1),
who showed that vibrationally excited CH4 could enhance plasma-
catalytic DRM at temperatures in excess of 600 K, and also with the
work of Sheng et al. [81,101], demonstrating the key role of vibra-
tionally excited CO2 and CH4 molecules in promoting plasma-
catalytic DRM. While high temperatures can also lead to increased
vibrational-translational (V-T) relaxation and thus less vibra-
tionally excited species, this effect is only relevant for warm plas-
mas (typically with T> 3000 K), for which in-plasma catalysis is not
possible [118]. Moreover, as we discussed in Section 4.7, limiting
the adsorption of CH3 and O radicals, which can otherwise recom-
bine with H* and CO* back into CH4 and CO2, respectively, can also
be beneficial for plasma-catalytic DRM. The formation of CH3 and O
may be limited if high conversion to CO and H2 (which are typically
the main products of plasma-catalytic DRM) can be achieved. This
can subsequently also enable plasma-catalytic hydrogenation of
CO and CO2 in tandem with DRM, which would open up additional
reaction pathways, like the HCOO* and RWGS pathways. Apart
from the adsorption of H radicals, these pathways can also benefit
from vibrational excitation of the CO2 bending mode (for suffi-
ciently high temperatures), as discussed in Section 4.5.3. Of course,
the presence of a transition metal catalyst in a DBD can also modify
the discharge characteristics (Section 3), which may (partly) coun-
ter the negative chemical interactions, but this would need further
investigation.

Finally, it is important to note that while our model shows that
the presence of a transition metal catalyst can negatively impact
plasma-catalytic DRM at typical DBD conditions, this conclusion
is not necessarily valid for all reactions. As such, a catalyst can still
have a beneficial role in other plasma-catalytic reactions. It is also
worth to mention that our model applies to transition metal cata-
lysts, for which input data are most readily available in literature.
The results might be different for non-metallic catalysts (e.g., oxi-
des, nitrides, etc.), although the problem of radicals being
quenched by the catalyst and used for the back-reactions might
still be present. This would however also require further
investigation.
6. Conclusions

Plasma catalysis is a promising technology to convert two
greenhouse gases, namely CO2 and CH4, into value-added chemi-
cals like CH3OH and other oxygenates, thus also providing an alter-
native for fossil resources to produce chemicals and fuels. Plasma-
catalytic DRM has already been investigated in many experimental
studies and with a broad range of catalysts. Yet the observations of
these studies often differ, and as such there is no consensus on the
mechanisms of plasma-catalytic DRM or even plasma catalysis in
general. As we illustrate in this perspective paper, this can be
attributed to the plethora of both physical and chemical interac-
tions that occur between the plasma and the catalysts. This makes
acquisition of fundamental insights very difficult, which is, in our
opinion, a major bottleneck for the further development and opti-
mization of plasma-catalytic applications for gas conversion, such
as DRM. In this perspective paper, we therefore provide insight
in the various physical and chemical effects that contribute to
the high complexity of plasma catalysis. Indeed, not only do inter-
actions of reactive plasma species with the catalyst play a role, but
the introduction of a catalyst or support packing also strongly
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affects the discharge behavior of the plasma. Various properties of
the packing material and reactor setup determine the discharge
type in the plasma, including the dielectric constant, the size of
the packing beads, and discharge gap, as well as the amount and
type of metal nanoparticles loaded on the support. By altering
the discharge type from localized microdischarges to surface dis-
charges along the packing beads, the above parameters determine
the contact between the plasma and the catalyst. Moreover, they
also affect the electric field and electron temperature and conse-
quently the electron impact reactions occurring in the plasma,
which define the plasma chemistry. In addition, other material
properties, like porosity, are also crucial in tuning the contact
between plasma and catalyst. Even more, the comparison of differ-
ent support packings in experimental studies is not straightfor-
ward, as different packings evolve to other partial chemical
equilibria at different rates and thus perform differently depending
on the gas residence time. Thus, the support packing can induce
various physical effects, which strongly affect the plasma. This
stresses the strong need for standardized experimental setups
and elaborate documentation of packing properties to disentangle
the various effects and make progress in this important research
field.

In addition to the already complex interplay of physical effects,
plasma catalysis encompasses many chemical interactions as well.
As we illustrate in this paper, there are many possible mechanisms
by which reactive plasma species, like radicals and vibrationally
excited molecules, can interact with the catalyst to alter the con-
version and product selectivity. For example, by weakening or
breaking bonds in the reactants, i.e., via vibration excitation and
radicals, respectively, plasma can facilitate the dissociation of the
reactant molecules on the catalyst. Additionally, other surface
reaction steps can be enhanced by radical adsorption or E-R reac-
tions, depending on which radicals can reach the surface. This
can improve the reaction rates and consequently the product con-
centrations in the gas-phase, which can even reach values beyond
the thermal equilibrium. As such, plasma catalysis enables to cir-
cumvent the scaling relation for bond dissociation that are nor-
mally present in thermal catalysis.

However, plasma-catalyst synergy is not always observed.
Indeed, while plasma catalysis can allow reactions to occur at
lower temperatures compared to thermal catalysis, a certain
light-off temperature is still necessary to activate surface reaction
steps that are not directly affected by the plasma species. Addition-
ally, plasma catalysis via vibrational excitation only becomes rele-
vant at high temperatures, as a significant part of the activation
barrier remains, while radical-based mechanisms can also occur
at lower temperatures that are typical of a DBD. Moreover, depend-
ing on the mechanisms responsible for the plasma-catalyst syn-
ergy, i.e., vibrational excitation, adsorption of radicals, and E-R
reactions with radicals, the optimal catalyst also changes. Further-
more, the dominant mechanism for plasma-catalyst synergy and
thus also the optimal catalyst is determined by the plasma species
that reach the catalyst surface, and thus depends on the plasma
chemistry, as well as the contact between plasma and catalyst. This
again illustrates that plasma catalysis is a complex puzzle of many
interactions that carefully need to be considered together.

Conversely, since the experimental results depend on many
parameters, there are also many windows of opportunity to tune
and optimize plasma-catalytic systems, which should be further
exploited, but in a controlled way. Hence more research is needed
to design optimal catalysts tailored to the plasma environment, as
well as to design plasma reactors with optimal transport of plasma
species towards the catalyst, and to tune the plasma conditions so
that they work in optimal synergy with the catalyst.

We want the emphasize that a thorough understanding of the
different physical and chemicals interactions is not only needed
531
to optimally tailor the interplay between these effects, but also
to avoid conditions under which they negatively affect the process.
Indeed, combining a plasma with a catalyst can also adversely
influence the conversions and product selectivity, as demonstrated
in several experiments. However, this effect is, in our opinion,
often still underestimated. Therefore, we provide insights from
our own and newly developed model to demonstrate how the
presence of a transition metal catalyst can have a detrimental
effect on the CH4 and CO2 conversion and CH3OH selectivity for
DRM at typical DBD conditions at which the radical chemistry
dominates. We illustrate that plasma-produced radicals, which
are indeed the dominant species for plasma catalysis at typical
DBD conditions, can easily recombine back to the reactants, CH4

and CO2, on the surfaces of weakly binding metals (Cu and Ag). This
back-reaction reduces the reactant conversions and also directs
radicals reaching the surface away from CH3OH production, result-
ing in a drop of the CH3OH formation compared to plasma without
catalyst. Nevertheless, CH3OH can still be created via plasma catal-
ysis, through surface-hydrogenation of plasma-produced CO* or
CHxO* by adsorbed H* radicals. Yet, CH3OH production from this
pathway is negligible in DRM, as CO* and H* are scavenged from
the surface by O* and CH3* to produce CO2 and CH4, respectively.

Hence, we propose that, in order to avoid back-reaction to CH4

and CO2, as well as to improve the plasma-catalytic CH3OH (or
other oxygenate) selectivity, the flux of CH3 and O radicals to the
catalyst should remain limited without impairing the adsorption
of CO and H radicals. We suggest that this might be achieved by
diluting the CH4/CO2 gas mixture with syngas (CO/H2) to avoid
the formation of CH3 and O radicals as much as possible, thus
enabling plasma-catalytic CO2/CO hydrogenation in tandem with
DRM. Enriching the reactant mixture with CO and H2 can also be
achieved by performing plasma-catalytic DRM at high tempera-
tures, for which CO and H2 become thermodynamically favored
over CH4 and CO2. We propose that strongly binding catalysts (like
Ni) are used for syngas production, as these can break the strong
CAH bonds in CH4. Moreover, this combination of high tempera-
ture and a relative strongly binding catalyst would also enable
plasma catalysis via vibrational excitation, which is more energy
efficient than a radical-driven mechanism. Subsequently, the CO/
H2-enriched gas mixture can be used for CH3OH formation in a
DBD at low temperature, for which the radical chemistry is domi-
nant. We suggest a weakly binding catalyst (e.g., Cu) to be used for
this reaction, as these are typically more selective towards CH3OH
due to the higher barrier for CAO bond dissociation, and less likely
to be hindered by surface poisoning. However, the plasma chem-
istry should be carefully tailored to avoid dissociation or weaken-
ing of the CAO bond, while H2 dissociation should be enhanced.

Thus, our model illustrates that the presence of a transition
metal catalyst has a negative effect on plasma-catalytic DRM if
the plasma-catalyst interactions are dominated by radicals, which
is typically the case in a DBD plasma at low temperature. However,
the radical chemistry may still be beneficial if back-reactions to
CH4 and CO2 can be omitted, by lowering the amount of CH3 and
O radicals that adsorb on the surface. We suggest that this can
be achieved by attaining high conversion to syngas first, leading
to a combination of plasma-catalytic DRM and CO2/CO hydrogena-
tion. Note that our model only applies to transition metal catalysts,
and the results might be different for non-metallic catalysts, but
this requires further investigation. Additionally, we would like to
emphasize that our model focusses on DRM and that the findings
of the model are thus not necessarily applicable to other plasma-
catalytic reactions, which might still benefit from transition metal
catalysts.

On the other hand, we expect that plasma-catalytic synergy can
be achieved for DRM at higher temperatures in combination with
vibrational excitation. It has indeed been demonstrated in litera-
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ture that vibrationally excited CH4 and CO2 molecules are key in
promoting plasma-catalyst synergy in DRM. Hence, plasma condi-
tions should be exploited where vibrationally excited CH4 and CO2

molecules are more important than radicals, although this is not so
evident in DBD plasmas.

We hope to have illustrated that detailed insight in the various
mechanisms of plasma catalysis is necessary to identify reaction
conditions, catalysts, and packing properties that stimulate the
occurrence of specific synergistic effects. Moreover, the plasma-
catalyst interactions should be tailored to optimally work together,
while special care should also be taken to avoid adverse effects.
Thus, more experimental and modelling studies are needed to fur-
ther elucidate the underlying mechanisms, but the complex inter-
play of both physical and chemical effects hampers a direct
comparison between different studies. Therefore, we want to again
emphasize the strong need to develop a standardized design for
experiments, to facilitate comparison of different catalysts and
reaction conditions between experimental studies.
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