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S1 Flow Field Simulations

This work features both 3-D (ambient CO2) and 2-D axisymmetric (fully coupled model) fluid
flow calculations. The former uses the standard Cartesian position vector r = [z;y; 2]T and
the corresponding Reynolds-averaged velocity field of u = [u,; 4y; @,|T. The latter expresses
velocity in cylindrical coordinates, i.e., referring to the radial (r), circumferential (¢), and
axial (z) direction. The conversion of one framework to another is provided by
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Both the 3-D and 2-D axisymmetric RANS simulations employ the Menter shear stress trans-
port (SST) model. The model is described below, with governing equations assuming 3-D
geometry. The formulation of SST equations in cylindrical coordinates is done in analogy to
Eq. (S1) and is automated in COMSOL.

S1.1 Menter Shear Stress Transport Model

SST conveniently combines the robustness of k- with the more precise performance of k—w
models [1|. Consequently, it has often been chosen for various industrial applications, including
plasma reactor engineering (e.g., [2, 3|).

Within SST, the auxiliary turbulence variables k and w are governed by the following equations,

pla-V)k =V - (1 + prox) VE) + Pim + 55 pwk (52)

and
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as repeated from the main text. oy, o, and 7 are scaling constants defined by formulae

ok = fo10k1 + (1 — 0p1)0k2, (54)
Oy = fvlawl + (1 - fvl)0w27 (85)

and
v = fun + (1 = fu)r (S6)

whose right-hand side parameters are listed in Tab. S1 below.
Table S1: Dimensionless scaling constants of the SST model.

Constant Canonical value ‘ Constant Canonical value

Okt 0.85 Oro 1
Out 0.5 o 0.856
" 0.5556 Y 0.44

B5 = 0.09 in Eq. (S2)—(S3) is a dimensionless model constant. Its value is also used to define
the inlet specific turbulent dissipation rate wy in Tab. 2, main text.
fu1 is a blending function of the form

. 40,0k
fu1 = tanh (mln {93, CDkiyz }) (S7)
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which is responsible for interpolating between k—¢ (for which f,; = 1 in the free stream) and
k—w transport equations. The CDy, and 6, placeholders are defined as

B _ 1 [(Ok\ [Ow _10
CDkw = Imax {Zpawg : a : (%) (%) ,10 } (88)

Oy = max{ 2/k 500#} (S9)

and

Bywl2” 32w

in which ¢,, is the wall distance. Finally, Py, in Eq. (S4)—(S5) is a product-limiting coefficient:

Pim = min { Py, 10p55kw} (S10)
in which ) )

(: is the Frobenius product). The above equations are used to formulate the turbulent viscosity

iy as
sark
v, = P (S12)

T max{aw,Sfpe}

S is the magnitude of the absolute shear rate, i.e.,
S=v2S:S§ (S13)

in which

S=Vu+ (Vu)T. (S14)
a = 0.31 is a dimensionless constant. Finally,

fu2 = tanh(63) (S15)

is another hyperbolic tangent blending function. p; is then used to calcuate the friction tensor
K,

K = (i + 1) (VL + (VQ)T) = = (1 + ) (V - @)L — 2 AL (S16)

which appears in Eq. (2), main text.



S1.2 3-D Ambient Flow Simulations

The modelling work begins with 3-D flow field simulations of ambient CO, (T' = 293.15 K;
p = 930 mbar) in a reactor geometry that copies Fig. 1(left), main text. The discussion below is
limited to the results of the SST model since, as mentioned in the main text, the complementary
laminar flow solution yields comparable (0.1) swirl numbers.

The flow geometry is replotted in Fig. S1 below, along with a colour identification of boundary
conditions introduced in Tab. S2. For simplicity, only 2 tangential inlets are marked in the
figure; the remaining inlets are placed symmetrically around the perimeter.

Figure S1: Sketch of the experimental geometry (excerpt from Fig. 1). The colouring identifies the
placement of the boundary conditions introduced below.

A fully developed velocity field is set at the red inlets, which mimics the inflow from (sufficiently
long) upstream pipelines. At the blue outflow, we apply a pressure constraint, and all remaining
boundaries are treated as no-slip walls. The boundary conditions are summarised in Tab. S2.

Table S2: List of boundary conditions involved in the 3-D simulations.

Boundary | Colour label | Boundary equation

inflow** | red =12 (ps); u-t=0
outflow blue p — 930 mbar =0

wall black u=0

** applied to all four disjoint surfaces separately

t in Tab. S2 is a unit vector in tangential direction, r;, = 2.15 mm is the inner radius of the
tangential inlets, and ¢ is the standard flow rate in SLM. Its conversion onto a volumetric flow
rate is done at T = T, and p, = 1 atm. This ensures that the mass flow rate through the
reactor equals

¢  0.00lm*L~' p.M
~1SLM  60smin " RT,’
as is the case for the experimental mass flow controller calibrated at 75, and p, [4].
M = 44.01 x 1073 kg mol~! is the molar mass of COs.

m

(S17)



S1.2.1 Mesh Independence Study

The mass flow rate in Eq. (S17) is used as a metric for a mesh independence study. In particular,
we verify the mesh convergence by defining a testing mass flow rate,

mtest = / ﬁl_l . dS = / ﬁl_l . dS, (818)

inflow outflow

across both the inflow and outflow boundary (dS = ndS is a surface increment in their normal
direction). In each simulation, we check that the left- and right-hand side of Eq. (S18) are
equal to each other and record the difference between myes; and m on a gradually refined mesh.
The meshes are created by downsizing the default COMSOL options for 3-D fluid dynamics
with tetrahedral element shapes [5].

The results of the test are indicated in Tab. S3. Besides the recorded mass flow rates, we make
note of the computational time required at the i9-13900k CPU (128 GB of DDR4 RAM). The
last row for each ¢ corresponds to its mass flow rate m in Eq. (S17), i.e., to the theoretical
value obtained in a continuous domain at infinite time.

All further data in this section are obtained with the finest tests in Tab. S3. For consistency,
its size partitioning is adopted in the 2-D axisymmetric models as well. This corresponds to
the size of 0.0075-0.65 mm for a domain element and 0.001-0.335 mm for a boundary element.
Creating the 2-D mesh using triangular elements then gives the final number of 137,626 domain
elements and 4,014 boundary elements mentioned in Sec. 2.4, main text.



Results of the mesh refining study involving the 3-D ambient flow simulations.

Table S3
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S1.2.2 Example Results

The refined 3-D simulations result in a well-converged velocity field which resolves the vortex
structure of swirl flows. For illustration, Fig. S2 plots the u, velocity (a) and the turbulent
kinetic energy (b) of a 20 SLM flow field in an 2 = 0 cut plane of the 3-D geometry.

(a) Gz (ms™) (b) k(m? 572)
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Figure S2: u, (a) and k (b) calculated for ambient COy at 20 SLM. The plot is drawn in an = 0
section of the 3-D geometry.

The plot shows a centrifugal gradient in u,, along with negative axial velocities reached in the
top centre part of the domain. This pattern is a typical feature of precessing vortices sustained
at ambient conditions [6]. The centrifugal gradient also generates the highest turbulence in the
system, which is demonstrated by the turbulent kinetic energies of & > 2 m? s=2 at the bottom
of the domain.

For 10 and 40 SLM, the flow pattern is qualitatively the same, whereas the magnitude of both
1 and £ is, as expected, lower in the 10 SLM case and higher in the 40 SLM case, respectively.



S1.2.3 Flow Field Averaging

Finally, the 3-D flow field is averaged using its swirl numbers and turbulent intensities, which
are used as an input to the 2-D axisymmetric model in the main text. The averaging is done 20
mm below the cylindrical resonator, where our 3-D results first show approximate axisymmetry.
An example of this symmetry is given in Fig. S3.
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Figure S3: An example of axial (a) and circumferential (b) velocity solved by the 3-D model at ¢ = 40
SLM. The data are plotted in an z—y plane 20 mm below the cylindrical resonator. See Eq. (S1) for
the definition of the velocity components.

The velocities shown in Fig. S3 are used to calculate the corresponding swirl numbers as

R
[ rpuyu,d(mr?)

o jcp _ r=7.5mm
Soi= i = — 6], (S19)
R [ pu2d(nr?)
r=7.5mm

in which 7 is a momentum flux, r = /22 + y?, R = 13 mm, and 7r? is a surface area at given
r. Solving Eq. (S19) for all flow rates gives the data in Tab. 3, main text.

The turbulent intensities are calculated likewise. Fig. S4 shows an example of velocity mag-
nitude and turbulent kinetic energy which are used in the following definition of turbulent

intensity
/2
2k
I ° 7). (S20)

T a

To get the I, data in Tab. 3, Eq. (S20) is averaged over the annulus Q2 (as coloured in Fig. S4),

which gives
[ I,d9
Iy = 2 321
T0 J‘J‘ dQ ( )
Q
Tab. 3 contains the solutions of Eq. (S21) for all flow rates, which completes the specifications

of the inlet boundary. The 2-D axisymmetric inlet is then centered 20 mm below the cylindrical
resonator, which corresponds to the position of our averaging cut planes.
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Figure S4: An example of velocity magnitude (a) and turbulent kinetic energy (b) solved by the 3-D
model at ¢ = 40 SLM. The data are plotted in an z—y plane 20 mm below the cylindrical resonator.



S2 Reactive Flow Simulations

The transport coefficients of the reactive gas, i.e., its heat capacity, thermal conductivity,
dynamic viscosity, and diffusivity, are defined by mixture averaging, as introduced in the main
text. NASA9 polynomials [8] are used to define the heat capacities of pure species, and the
Chapman—Enskog theory is used for the remaining molecular properties.

S2.1 Chapman—Enskog Transport Coefficients

The binary diffusion coefficients D;; (Eq. (8), main text) are defined as

T3 (M;+My,)

2X103M¢Mk

D, = 2.6628 x 10722 . Q! (S22)

POLIiOLI K
where T and p are the absolute temperature and pressure, M, are molar masses, and o5,
are characteristic lengths of a molecular potential. In our case, Lennard-Jones potentials are
used, with the characteristic parameters obtained from [8] (CO4, CO, Oq, C, O) and [9] (Cs).
Finally, Qp denotes the collision integral, calculated according to [10] as

&1 C3 Cs Cr
Qp = =~ + — + — + =—. S23
P Tre2d €xp (C4 Tred ) €xXp (C6 Tred ) €xp ( Cs Tred ) ( )
c1—cg are empirical constants, and
- kgT
Tred =V Tred,iTred,k = (824)

\/€ELI €Lk

is the geometric mean reduced temperature, obtained with the Lennard-Jones well depths er,j ; 5.
A truncated form of Qp, the collisional integral €2,

by bs bs

Q) = + + , S25
A Trl?d exXp (b4 Tred ) exp ( b6 Tred ) ( )
is used to define the thermal conductivity of a species. This property is equal to
VT M;-103 1.15C,; + 0.88R
A\ = 2.669 x 1079 - : pi T (S26)

2

in which C,,; is the heat capacity of ¢ interpolated from [8|. A; are used in Eq. (15), main text.
Finally, the dynamic viscosity pu is expressed as

_ Hi :
"= Z L+ =3 apdn

i=species

ki
1
¢ik = 15

4 M; |2

v (1 t Mk) (S27)

o VTM,; - 103
p; = 2.669 x 1070 ———"——;

ULJ,iQH

by b3 bs

Q

= ot + .
8 Tr?d exXp (b4 Tred ) exp (bG Tred )

o defines the friction tensor K used in Eq. (2), main text.
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S3 Global Electrical Properties

According to [11], microwave discharges should always be treated as two-temperature systems.
Namely, a distinction should be made between gas temperature and electron temperature,
and the electrical properties should be treated as a function of both. This, however, requires
multifluid modelling of extensive chemistries, which is beyond the capability of current com-
putational resources [12]. To maintain consistency with our computationally light, single-fluid
model (Sec. 2, main text), we therefore provide this description implicitly and calculate the
electrical properties by means of a global (0-D) model.

S3.1 0-D Model Description

A global model can be understood as a transport-free simplification of Eq. (5), main text.
Ignoring the effects of convection and diffusion makes the model easy to solve, which allows to
incorporate extensive chemistry sets. We specifically leverage this advantage to describe charge
particle kinetics in the system.

The governing equations of the model are of the form

dw;
* = M;R; 2
P R (S28)
and a(e)
€ .
GE = RE + €qyh- (829)

R; is the total volumetric reaction rate of i-th species and (¢) in is the electron energy density
whose source terms involve the electron energy exchange rate R. and the microwave power
density ¢.,.

R; is defined in analogy to Eq. (9), main text, and involves all reactions in the kinetic scheme.
R, is specific to electron reactions and is expressed as follows:

R. = > 7 Aé;. (S30)

j=electron reactions

r; are the rates of the electron reactions and Ag; is the change of electron energy that accom-
panies them.

Solving the governing equations (S28)—(529) requires both the gas temperature 7" and electron
temperature T,. 7T is an input parameter to the model and is varied in the range of T €
[1000 K; 8000 K]. T is calculated within the model as

2 {€)
c = 3N (S31)
(€) is solved by Eq. (S29) and the electron number density N, results from Eq. (S28) for ¢ =
electron. To close the model, we treat ¢, as another input parameter and vary its values in
the range of ¢, € [10° W m™2; 10" W m ™).

The global chemistry set involves 23 species given in Tab. S4(top). This list is extended over
the main text by including the two lowest electronic excitations and single-charged positive
ions corresponding to all neutral species. Only for C,, the electronic excitation is neglected, as
its total mole fraction is expected to be < 107° [4]. Any negative ions are neglected as well,
since at the operating pressure, their contribution to the chemical kinetics is marginal [13, 14].
Quasi-neutrality is therefore assumed between positive ions and electrons.

In addition to the above, electron-impact vibrational excitations of CO4, CO, and O electronic
ground states are included in the model, as described by vibrational quantum number config-
urations in Tab. S4(bottom). For CO and Og, we enumerate the vibrational quantum number

10



v; for COy, the notation describes its three vibrational quantum numbers of (Vsym 0 Vanti) [15].
Usym 18 the symmetric stretching mode, ¢ is the (double degenerate) bending mode, and vy is
the antisymmetric stretching mode. For completeness, also the fundamental wavenumbers are
noted in the table.

Table S4: List of chemical species and electronic states (top) and their vibrational states (bottom)
included in the global model.

Neutral species CO,, CO, C, O, Oy, Cy

CO4(A), CO4(B), CO(a’Il), CO(a®xT), C('D)
C<IS>? O(1D>a 0(18)7 02(1A9)7 OQ<IE;—)
Charged particles CO,", CO™, CT, 07, O,", Cy™, e

Electronic states

COg vibrational excitations (Jgym, = 1335.88 em™; U5 = 667.20 cm ™Y D = 2361.65 cm ™)
CO2(100), CO2(200), CO5(300), CO2(010), CO2(020), CO4(030), CO2(040), CO5(050)
CO2(001), CO2(002), CO5(003), CO2(004), CO2(005), CO2(110), CO5(120), CO4(130)
CO2(011), CO4(021), CO5(101), CO2(210), CO2(0604220+4140), CO5(0n0+n00, n = 3-21)

CO vibrational excitations (7 = 2169.81 cm™)
v =1-10

O, vibrational excitations (7 = 1580.19 cm™!)
v=1+4

The heavy particle kinetics copies Tab. 1, main text. Below, we describe the extensions to
the kinetic scheme, i.e., our treatment of electron kinetics, charged particle kinetics, and the
kinetics of vibrational states, respectively.

S3.1.1 Electron Kinetics

For the specified range of temperatures (< 8000 K), the electron kinetics consists of electron-
impact reactions with heavy particles (electron—electron collisions are neglected) [16]. Typically,
for an impact reaction j,

7 :M+e” — products,

r; is of the form r; = k;[M|N,, where [M] is the concentration of the heavy particle and the
rate coefficient k; depends on EEDF. k; is often calculated using the reaction cross section o
by the equation

- (mi) [ s (532

i.e., formally, as the mean value of the o;v product with respect to electron velocity distribution.
v is the electron drift velocity, expanded according to

b= (%) (S33)

and f(e) is the electron energy distribution function, normalised as [ f.(€)\/ede = 1. In this
0

work, as in [17-19], we assume that f,(e) is Maxwellian, which reflects the high collisionality of
atmospheric pressure discharges [16, 20].
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Finally, €, in Eq. (S32) is the threshold electron energy. This value can be retrieved from
databases, alongside with the cross sections o; of elastic (Ae; = 0) or inelastic (Ae; < 0)
collisions.

The cross sections of superelastic (Ae; > 0) collisions are calculated by the principle of detailed
balance:

Jlow € + AE'
O-j,inv(e) - g ’ € 2
upp

Here, o; is the inelastic cross section obtained from literature, 0}, = 0jinv(€) is the (unknown)
superelastic cross section, and g¢,pp, and g, are the statistical weights of the upper and the
lower energy level of the colliding heavy particle. For well-defined levels, i.e., those of CO, O,
and atomic species, the statistical weights are reported in the LXCat database (see Tab. S6).
Unfortunately, the two electronic excitations of CO, given in the database represent groups of
individual electronic levels, whose composition is not clearly stated by the original authors [21].
Hence, their statistical weights are unknown and the superelastic collisions from CO, electronic
states cannot be included [22]. However, in microwave plasmas, electronic excitation of COq
is anyway a minor channel, considerably less important than thermal chemistry or charged
particle kinetics [13, 23|.

-0j(e+ Agj). (S34)

S3.1.2 Charged Particle Kinetics

The charged heavy particle kinetics mostly follows the references in [13]. This includes elec-
tron—ion recombination reactions, although they formally belong to the electron kinetics as
well (see the reactions in Tab. S6). However, for these reactions, the rate coefficients are not
calculated from Eq. (S4) due to their weak dependence on the electron energy distribution.
Nevertheless, their dependence on the electron temperature is contained in the rate expressions.
As a result, the rates of their corresponding reverse processes, i.e., associative ionisation, can
be calculated through detailed balance as described below.

Associative ionisation reactions are the main electron source at elevated pressures [13]. Notwith-
standing that, the measurements of their rates are scarce. Consequently, the rates of similar
reactions are often taken instead, which increases the related uncertainty |13, 24].

Therefore, only the rate of O + O associative ionisation is taken from literature, as it is well
known from measurements in air systems [24]. The remaining rate coefficients are calculated
through the principle of detailed balance, i.e., as unknown reverse rates to the dissociative
recombination of molecular ions (CO", Oy", Cy" and CO,"). To perform the balancing, both
K; and kjforwara in Eq. (11) (main text) are evaluated at 7, = T, which is the case in local
equilibrium [25]. Therefore, the resultant associative ionisation rate coefficients are an exclusive
function of the gas temperature 7', which reflects the thermal nature of the process. The list
of the associative ionisation reactions involved is given in Tab. S5.

Table S5: List of the electron recombination and associative ionisation rate coefficients included in
the global model (excerpt from Tab. S6). T, is given in eV.

No. Reaction Etorwara (m?® s71) Freverse (m? s71)  Ref.

(ERI) O e =010  517x10 5T+ 186x10 7 [26] (forward),
+1.51 x 10717707 . exp(—80600/T) [24] (reverse)

CO"+e =C+0 1.57 x 107137794 detailed balance [27]

COy" +e = CO+0 394x107B77%  detailed balance [27]

CO" +e = C+0; 394x1078B779%  detailed balance [27]

Cyf+e =C+C 1.79 x 10717795 detailed balance [28]

NN TN TN
M~
SN N N
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S3.1.3 Vibrational Kinetics

Finally, the vibrational kinetics is based on the model by [22|. However, as in [29], the densities
of vibrational levels are retrieved from partition functions, assuming that the vibrational levels
are equilibrated at gas temperature. This strategy circumvents the more costly state-to-state
approach applied in [22].

The vibrational reactions in Tab. S6 describe the rate of an electron collision with a vibrational
level v of a heavy particle. Under our conditions, the kinetic concentration of that level, [M],,

is calculated as
Gov €XP <_ kEB%“>

QU,M (T)

[M] is the total concentration of M solved in the model and g, are the statistical weights of the
v-th vibrational level with energy E,. For diatomics, g, universally equals 1; for COs it is the
product of populated level degeneracies. FE, is calculated by the harmonic approximation as

1\, ..
E, = > (Um + 5) héoDm. (S36)

m=vibrational modes

[M],, = [M] (535)

h = 6.626 x 1073* J s is the Planck constant, & is the vacuum light velocity in cm s, and 7
are the fundamental wavenumbers noted in Tab. S4.

Finally, @, in Eq. (S35) is the vibrational partition function. Taking the harmonic approxi-
mation results in

| ! | (837)

hégv
m=vibrational modes 1 — CXp <_ kOBTm>

Eventually, therefore, the electron-impact excitation of the vibrational level M,, (M = COs,

CO, Oy) is described by a rate r,, of

Go €XP (— ,f;T)
Qu(T)

kj, is the rate coefficient computed by Eq. (S32) for the cross section associated to the v-th
vibrational level. The cross section data are referenced in Tab. S6, together with all reactions
mentioned above. For completeness, the neutral heavy particle reactions are copied from Tab. 1,

main text.

Ty = kije[M] ) (SSS)
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Table S6: List of chemical reactions involved in the global model.

Reaction

Elastic electron collisions

k (m?® s71)

Ref.

COQ +e — COQ +e

CO+e — CO+e
OQ+67 —>02+67
O+e — O+e
Ct+e —CHe

integrated cross section
integrated cross section
integrated cross section
integrated cross section

integrated cross section

130]
[31]
[31]
[32]
[32]

Electron-impact (de-)excitation

Reaction

kforward (m3 Sil)

kreverse (mg Sil)

Ref.

= = = O 00 ~J O
=W N O

ool olololololole
— =

P S

—_

COQ +e — COQ(A) +e
B) +e

COy +e — COyf

CO +e +— CO(%M) +e”
CO +e +— CO*E") +e
Oy +e +— 09('A,) +e
Oy +e +— 0y('2, ") +e

O+te +—0O('D) +e
O+e +—0('S) +e
Cte «—C('D)+e
Cte +—C(('S) +e"

integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section

not available

not available

detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance

[21]
[21]
[32]
[32]
[30]
[30]
3]
[33]
[34]
[34]

Reaction

Electron-impact dissociation
kE (m3 st

)

Ref.

COy +e —= CO(°) +O e
COy+e —= CO+0O('D) +e

COy +e —= CO+0O('S) +e

CO+e — C+0O+e”

Oy +e —O0+0+e

integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section

[35]
[35]
[35]
[36]
137]

Reaction

Electron-impact ionisation
k (m3 st

)

Ref.

COy+e —COy" +e +e
COy4+e — CO+0"+e +e
COy " +e — COT"+0+e +e
COy+e — 0y +Ch e +e
CO+e — CO" e +e
CO+e — O+Cr+e +e
CO+te —C+O +e +e
Oy +e — 0Oy +e +e
Oy+e —O0+0" +e

Ote — O e +e

Cte —Ch+e +e

integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section

[38]
138]
[38]
[38]
[31]
[31]
[31]
[31]
[31]
[33]
[34]

Charged heavy particle kinetics

Reaction

kE(m™3s™1

)

Ref.

OHONORONONORON®)
N N

COQ -+ OJr — CO + 02Jr
COy, + 0" —5 0+ COy"
COy+CT — CO+CO™
COy + CO" —= CO +CO, "

CO+0"— 0 +CO"
CO+C"— C+CO"
C+CO" — CO+CT
C+0y" — O+ CO™

4.5 % 10716
4.5 x 10716
1.1 x 1071°
1.0 x 10715

2.83 x 10719795 exp(—4580/T)

5.0 x 10719
1.1 x 10716
5.2 x 10717

27]
27]
27]
27]
[39]
[39]
[40]
140]
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Charged heavy particle kinetics (continued)

No. Reaction kx* Ref.
<C9> C+ O2+ — 02 + C’ 5.2 x 10717 [40]
(C10) O+ COy" — CO +0O," 1.64 x 10716 [40]
(C11) O+ COy" —= COy + 07 9.62 x 10717 [40]
(C12) Og+ COy" — COy + Oy " 6.4 x 10717 [27]
(C13) O+CO" — CO+ 0" 1.4 x 10716 [27]
(C14) Og+ CO" — CO + 05" 1.2 x 10716 [27]
(C15) Oy, +C" — CO+ 0" 6.14 x 10716 [27]
(C16) Oy +C" — O +CO" 3.8 x 10716 [27]
(C17) O3+ 0" — 0+ 05" 3.29 x 10716705 [27]
(C18) O+0"+M — Oy +M* 1.0 x 1073 [41]
(C19) O+0y" — 0, + 0" 6.64 x 1071877009 exp(—18000/T) [24]
(C20) Oy +C" — C+ 05" 1.66 x 10717 exp(—9400/7) [24]
(C21) COg+e — C+ 0y +e” 7.0 x 107972°(1 + 1.3 x 107°T,)- [27]
-exp(—150000/T)
(C22) Oy +e +M—0+0+M 1.61x 10733705 [27]
(C23) O"+e +M—O0+M 2.49 x 1073715 [41]
* M = any neutral ~** m? 7! (22d order) 6 571 (3* order)
T is given in K. T, is given in eV, except for reaction (021) where T, is in K.
Electron-ion recombination and associative ionisation

No. Reaction Etorwara (m?® s71) Freverse (mM? s71)  Ref.

(ERI) O, +e =—0+0 517 x 10T, '+ 1.86 x 10 - 26] (forward),

+1.51 x 10717707 . exp(—80600/T) [24] (reverse)

(ER2) CO" +e ==C+0O 1.57 x 107137794 detailed balance [27]

(ER3) COy" +e- == CO+0 3.94 x 10718704 detailed balance [27]

(ER4) COs" +e == C+ 0O, 3.94 x 107137794 detailed balance [27]

(ER5) Cy'+e = C+C 1.79 x 10717795 detailed balance [28]

T, is given in eV.
Neutral heavy particle kinetics

No. Reaction Etorward ™ ¥ Ereverse ¥ Ref.

(NI) CO+0O+M==COy+M* Lindemann falloff  detailed balance [42]

(N2) C+O0O+M==CO+M 9.12 x 10734739 detailed balance [43]

-exp(—2114.0/T)
(N3) Co+M==C+C+M 2.49 x 10714 detailed balance  [44]
-exp(—71562.1/T)

(N4)  O+0+COy =0, +CO, 1.19 x 10~47-1 detailed balance [42]
O+0+CO==0,+CO 5.79 x 1078371 detailed balance [42]
O+0+M=—0,+M 3.31 x 107871 detailed balance [42]
M # CO, COq

(N5) CO+0y=C0;+0 4.15 x 10~18. detailed balance [42]

-exp(—24070.0/T)
(N6) C+0Oy=CO+0 9.63 x 10717 detailed balance [42]

* M = any neutral

exp( 290.05/T)
m? s (2" order);
T is given in K.

m® s~ (3*¢ order)
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Reaction

Vibrational kinetics

kforward (Hl3 Sil)

kreverse <m3 Sil)

Ref.

= O —

== O 00 ~J O Ui W DN -
NSNS N AN A SN AN A AN AN AN NN

<< <<<<<<<s<<

C02 +e — COQ 010
COQ +e +— COQ 020
CO3 +e +— CO5(030
COy +e +— CO5(040
CO3 + e +— CO45(050
C02 +e +— COQ 100
C02 +e +— COQ 200
COQ +e +— COQ 300
CO; +e +— COy(001
CO3 + e +— CO,(002
COy +e +— CO,(003

COQ +e +— COQ 005
CO;3 +e +— COy(110
COy +e +— COy(120
C02 +e +— COQ 130
COy + e +— COy(011
COg +e +—— CO4y(021
CO; +e +— COy(101
CO; +e +— COy(110
COy +e +— COy(120
COy + e +—— COy(210
CO+e «—CO(v=1
CO+e «— CO(v=2
CO+e «+—CO(v=3
CO +e +— CO(
CO +e +— CO(
CO +e +— CO(

(

(

(

(

SENSANS
i

CO+e «— CO
CO+e «—— CO
CO+e «—— CO
CO+e «—— CO
02+e7<___>02(
Oz+€7 <—>OQ
Oy +e +— 0Oy
Oy +e +— Oy

S
I

IS S
[

c
I

T
I
I N

(010) + e
( )+e
(030) + e
(040) + e
(050) + e
(100) + e
( )+e
( )+e
(001) + e
(002) + e
(003) + e
COg +e «— COo(004) + e~
( )+e
(110) + e
(120) + e
(130) + e
(011) +e
( )+e
(101) + e
(110) + e
(120) + e
(210) + e

O —

~—

integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section
integrated cross section

detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance
detailed balance

[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[30]
[45]
|45]
[45]
[45]
[45]
[45]
[45]
[45]
[45]
[45]
[30]
[30]
[30]
[30]
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S3.2 Electrical Conductivity

Solving the global model in steady state yields the electron density and electron momentum
frequency as functions of T" and ¢, for the constant pressure of 930 mbar. Their values are
illustrated in Fig. S5.
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Figure S5: Electron density (a) and electron momentum frequency (b) plotted as functions of gas
temperature and microwave heat rate.

The electron density increases with both T and ¢,,, which is a logical observation. Above
~3000 K, N, is in good order-of-magnitude agreement with the values obtained in [13] by
Thomson scattering of contracted discharges. Below 3000 K, experimental data are scarcer and
more difficult to interpret [46], and the Maxwellian approximation is more prone to inaccuracies
as well [11]. In contracted discharges, however, microwave power absorption in this temperature
region is insignificant [11, 47, 48]. For T € [2000 K; 3000 K], most N, values in Fig. S5(a) are
close to, or lower than the collisionless critical density of a 2.45 GHz discharge (~10'" m™3).
At atmospheric conditions, moreover, the discharge is highly collisional (v, > ws; [49]) and
yet higher electron densities are therefore required for efficient power coupling [48|. In our case,
this corresponds to the temperatures of = 4000 K observed at the edge of the plasma (e.g.,
Fig. 12, main text). Regions on the farther periphery (7' = 2000-3000 K or lower) are therefore
unlikely to sustain a sufficient power absorption and influence our multidimensional model. We
believe that this assumption holds despite some enhancement of the N, values below 2000 K
seen in Fig. S5(a).

Finally, at constant pressure, increasing N, introduces a decrease in the number density of
heavy particles and consequently also in the electron—neutral collision frequency. As a result,
Vm in Fig. S5(b) generally decreases with increased temperature. Conversely, v, increases with
increasing ¢, ¢.e., with higher energy delivered to the electrons. These effects combine into
a maximum observed for ¢; ~ 10° W m™3 and T' € [1000 K; 4000 K]. Above 10° W m™3, the
trend in v, changes and another maximum is observed at ~10'® W m~3. We currently do not
have a full explanation for this kinetic phenomenon. However, it is possible that the Maxwellian
approximation is insufficient for the region of [1000 K;4000 K] x [10° W m™?; 10'® W m™] and
the local minimum observed there is an artifact. In the future, this can be confirmed by solving
the global model with a non-Maxwellian EEDF. However, as discussed above, the region in
question does not sustain microwave power in multidimension, and therefore does not introduce
an uncertainty of concern.

Formally, the results in Fig. S5 correspond to a non-isothermal system. This is illustrated in
Fig. S6 by plotting the ratio of electron and gas temperature (7./T).
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Figure S6: T./T ratio plotted as a function of gas temperature and the microwave heat rate.

As shown in the figure, T, is generally higher than 7', and the two temperatures limit to each
other at T" 2 5000 K. These observations are consistent with the fundamental description
of microwave plasma [50]. The values of T, > 10T at ~10°-10' W m~3 might be an artifact
coming from the Maxwellian EEDF [46] and are likely linked to the varying trend in v, discussed
above. However, as indicated, microwave power deposition in this region is unlikely [47|. For
the remaining conditions, both the trend and values of T, are reasonable.

The non-isothermality of the system confirms the importance of the two-temperature approach
to calculating the reaction rates in Tab. S6. In the future, enhanced computational resources
can further improve our approach by including Tab. S6 in a multidimensional model and
calculating T, self-consistently. At this stage, T, influences the fluid model implicitly via N,
and v,,, which already seems to be a reasonable description of atmospheric pressure experiments.
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S4 Electromagnetics

S4.1 Mesh Independence Study

The electromagnetic field simulations start with testing the mesh partitioning of the resonator
cavity. Asin Sec. S1.2.1, the mesh sizes are gradually refined within the test, starting with the
default COMSOL settings for a frequency domain electromagnetic simulation. The simulation
outcomes are evaluated by recording the port scattering parameter, as listed in Tab. S7. The
test is conducted without plasma.

Table S7: Results of the mesh independence study involving the electromagnetic calculations.

Mesh size (mm) —log;(S) (dB) CPU time

1.4-6 —0.03955 60 s
14 —0.03954 60 s
0.8-3 —0.03954 60 s
0.2-2.4 —0.03954 60 s

As anticipated by [51] and references therein, the calculation is practically insensitive to refining
the mesh elements smaller than % = 12 mm for the vacuum wavelength of 5 =T-. For
subsequent calculations, the second entry in Tab. S7 is arbitrarily chosen, which makes the

mesh one level finer than the one used in COMSOL tutorial textbooks [52].

S4.2 Electric Field Without Plasma

The mesh independence study results in calculating the E field profile without the plasma
discharge, as exemplified in Fig. S7.
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Figure S7: Electric field amplitude calculated without plasma.

The field sustains a standing wave in the cavity and is significantly enhanced at the tip of the
coaxial resonator, as expected according to [53]. Due to the geometry of the cavity, |E| = |E.|.
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S4.3 Minimisation of the Scattering Parameter

Next, the microwave field is coupled to heat transfer in the reactor (Sec. 2.4, main text),
for which we explore the resonance conditions in our geometry. The resonant frequency of a
cylindrical cavity is generally written as

1 Co

21w \/URER

g(r) [54] (S39)

where ¢ is a function of geometry, i.e., in our case, of radius. Since ug = 1 and the geometry
is fixed by our description of the experiment, we mimic the resonance tuning by altering the
dielectric constant € inside the resonator. Resonance is then taken as the state that minimises
the port scattering parameter and hence the reflected power. The test is done while solving
the microwave field on top of a background heat source (see Sec. 2.4, main text) but its results

remain the same throughout the whole model coupling. The minimisation of S is illustrated in
Fig. S8.

x X
XXXXXXxxX

Figure S8: The magnitude of the port scattering parameter plotted as a function of the relative
permittivity in the resonator.

The figure shows a sharp minimum whose shape resembles an output of a real port network

analyser [51]. Maintaining ep = 4.5 then provides sufficient coupling efficiency throughout all
condition scans in the main text.
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S4.4 Electric Field With Plasma

The fluid—electromagnetic coupling defines the discharge and changes the properties of the
propagating wave, as discussed in Sec. 3.1.4, main text. For completeness, we complement
the F field analysis in Fig. 10 (main text) in the remaining cut lines, i.e., E,(r) and E,.(z),
respectively. The cut-line plots for 900 W and 2700 W of deposited power at 10 SLM are shown
in Fig. S9.
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Figure S9: Axial (a) and radial (b) components of the F field calculated for 900 W (blue) and 2700 W
(green) of deposited power at 10 SLM. The choice of cut lines corresponds to Fig. 10, main text, and
the end of the microwave resonator in panel (b) is marked by a dotted line.

E.(r) features sharp local maxima at the discharge edges, beyond which the field is again
lowered. The position of the maxima coincides with the cusps in Fig. 10(a), main text.
However, the interpretation of this plot might be more complicated than in the main text,
because additional local minima appear in E,(r) due to its nodal structure.

E,(z) in Fig. S9(b), moreover, is not practical for further interpretation. Although the figure
shows certain enhancement at the axial edges of the discharge, its peak values, if compared
to Fig. 10 (main text) or Fig. S9(a), are barely discernible. This happens due to the near-
complete depletion of E, in the centre of the discharge as discussed in the main text. Because
of that, the choice of E,(r) and E,(z) for the field analysis in Sec. 3.1.4, main text, is the most
convenient combination.

Besides the temperature profiles shown in the main text, the FE field is also related to the electron
density distribution in the system. This is illustrated in Fig. S10 which superimposes the FE
field profiles from Fig. 12 (main text) over the corresponding electron density distributions.
As in Fig. 12, main text, the F field peaks in Fig. S10 are aligned with the inflection points in
both N.(r) (Fig. S10(a)) and N.(z) (Fig. S10(b)). In [46], the inflection point in N,(r) is used
as an indication of discharge contraction, which we capture even at elevated power where the
electron density exhibits a very flat core.

Hence, according to our simulations, 7" and N, can be interchangeably used to define the size
of the contracted discharge in a clear relation to the microwave field that sustains it. Due to
this relation, we recommend measuring the discharge size using its temperature or electron
density, as opposed to the light emission profiles that have been found uncertain [55]. This
recommendation is further justified by estimating the skin depth of the modelled discharges.
The skin depth of a conductor is defined as

1
b = e P (S40)
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Figure S10: Radial (a) and axial (b) profiles of electron density (solid) and electric fields (dash-
dotted; secondary axes). P =900 W (blue) and 2700 W (green), ¢ = 10 SLM.

in which o is the electrical conductivity, defined under our approximations by Eq. (19), main
text.

In Fig. S11, two example radial profiles of d5 are superimposed over E,.(r) taken from Fig. 10(a),
main text.
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Figure S11: Radial profiles of skin depth (solid) and |E,| (dash-dotted; secondary axes) for 900 W
(blue; a) and 2700 W (green; b) of deposited power at 10 SLM. A different scale of the x axes is chosen
for graphical clarity.

As indicated, the | E,| cusps (i.e., discharge edges) correspond to the regions where d, increases
above 10 mm, i.e., one order of magnitude above the near-constant value found around r = 0.
The near-constant ds region can therefore be understood as the core of the discharge.

In the core region, d, reaches ~1.1 mm for 900 W and ~1.3 mm for 2700 W. These values are
close to each other, which signifies similar conductivities of the discharge medium. However,
at 900 W, the discharge core is seen up to rq =~ 1.2 mm, whereas at 2700 W, it extends up
to rq &~ 4.0 mm. At 900 W, therefore, rq ~ d,, and E field penetrates into the discharge core
with significant magnitudes (~ 10* V. m~! in Fig. 9(a), main text). At comparable SEI, similar

E fields in the discharge core were found by a heat source-based electromagnetic simulation
in [56].
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However, when the discharge broadens with increased power, this observation no longer holds.
In Fig. S11(b), r4 > 305, which corresponds to a near-complete (> 95%; [54|) screening of
the incident field (see Fig. 9(b), main text). This behaviour can be used as an alternative
explanation of the hollow heat source profile found in Fig. 11(b), main text.

Therefore, the discharge size and its skin depth do not seem a prior: related as was assumed
in [57]. Instead, this section attempts to frame the skin depth profile with the discharge size
inferred from its electric field, temperature (Fig. 12, main text), or electron density distribution.
It is recognised, however, that the current results are simplified and that a self-consistent
treatment of the electrical properties would provide more accurate conclusions.
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S5 Plasma Size Estimation

As justified above, our simulations use electron density to define the discharge size, as opposed
to light emission imaging used in the experiment [4]. Nevertheless, to make both approaches
as comparable as possible, the 2-D axisymmetric N, profiles are appropriately preprocessed to
mimic the experimental data collection. This is described as follows below.

The experimental iCCD signal is collected along two separate lines of sight (LOS), which allows
a separate measurement of the plasma diameter and length, respectively. The lines of sight are
sketched in Fig. S12.

Figure S12: Sketch of the lines of sight (LOS) used for plasma size estimation. The LOS are shown
as dotted lines and the different coordinate systems are described further in the text.

In the figure, the plasma is shown as a 3-D object in the Cartesian system (xyz). To measure
the plasma diameter, its light emission is axially integrated along the red LOS. This gives a
2-D image (xy) shown on top of the figure. For the length measurement, the 3-D discharge
is viewed from side, i.e., along the dark green LOS. This projects the 3-D image onto a 2-D
plane (pz). Finally, the signal is integrated along the p-axis in that plane, which [4] denotes
by radial integration. A 15% signal threshold is used to define the experimental size in both
cases [4].

We simulate the diameter measurement by integrating N. over the z axis, which gives the
following r-dependent integral:

400 mm

/ Ndz | () = / N,(r, 2)dz. (841)

z=0

f N.dz is the plotted in the xy plane, with its coordinates defined as
z

x = r(cosv); y = rsin(d); v € [0;27). (542)

Fig. S13 shows an example of such plots, obtained for 900 W (a) and 2700 W (b) at 10 SLM.
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Figure S13: An example of plasma diameter estimation, shown for 900 W (a) and 2700 W (b) of
absorbed power at 10 SLM. The diameter at which fz Ncdz reaches 15% of its maximum is marked
with a black circle.

The procedure is repeated for all powers in the scanned range, and the resulting diameters are
shown in Fig. 8(a), main text.

For the length estimation, the projection in Fig. S12 is provided by a forward Abel transform
(A(-)) of our simulated N, data. The transform is done using the Hansenlaw numerical algo-
rithm [58] implemented in python-pyabel [59]. The 15% offset is taken at the p-integrated
values of the transform, i.e., in shorthand notation, at

13 mm o)
N(r, z)rdr
/A(Ne)dp (2) = / 2dp/%. (S43)
ré —
p p=0 p P
—_———
Hansenlaw
An example of the final results is shown in Fig. S14.
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Figure S14: An example of the plasma length estimation, shown for 900 W (blue) and 2700 W (green)
of absorbed power at 10 SLM. The 15% offset is marked by dashed lines.

The plasma length is then taken as the position difference of the 2 axial coordinates that
correspond to the 15% offset. Its values across the power scan are shown in Fig. 8(b).
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S6 Supplementary Mass and Energy Balance Data

Additional mass and energy balance examples in this section complement those in the main
text.

First, in Fig. S15, we plot the radial and axial velocities that correspond to the convective
transport analysis in Fig. 15, main text (¢ = 20 SLM; P = 2900 W).
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Figure S15: Radial and axial velocities plotted in a radial cut line for ¢ = 20 SLM and P = 2900 W.
The secondary axis shows the corresponding gas temperature (black lines). SST data are plotted as
solid lines and laminar flow simulations are indicated by dashed lines.

As discussed in the main text, the radial velocities are negative throughout the cut line, whereas
axial velocities show significant positive values. Consequently, radial convection transports CO
towards the centre of the reactor, while axial convection is directed towards the reactor exhaust.
Another complementary analysis further explores the reactivity of CO molecules along the
reactor axis. First, in Fig. S16, we split the reactive source term Rco from Fig. 16 (main text)
into its forward (CO formation) and reverse (CO destruction) components.
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Figure S16: CO reaction rates on the axis of symmetry for ¢ = 20 SLM and P = 1100 W (a) and
2900 W (b). Secondary axes show the corresponding gas temperature (black lines). SST data are
plotted as solid lines and laminar flow simulations are indicated by dashed lines.
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The forward and reverse rates are defined according to

RCO = Vco,j,forward” j,forward + —VCO,jreversel jreverse (844)
J J J J
j=reactions j=reactions
=~ - N -~ s
Rco,forward Rco ,reverse

in which r; are the reaction rates taken from Tab. 1, main text. Their individual contributions
to Roo are detailed in [60]. Fig. S16 then indicates that both CO production and reoxidation
proceed with significant rates outside the plasma (T < 4500 K). CO only stops reacting after
the gas temperature drops below ~2500 K, which is only observed in Fig. S16(a). However,
due to the elevated temperatures on the reactor axis, the forward and reverse rates end up
compensating each other, and no net reactive source is sustained outside the discharge. CO
reactivity is thus more important at || > 0, which is confirmed by showing the 2-D distribution
of RCO in Flg S17.
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Figure S17: Net reactive rates of CO calculated for ¢ = 20 SLM and P = 1100 W (a) and 2900 W
(b) (note the different colour bar scales). In each panel, the results of the laminar flow and SST models
are shown in the left-hand side and right-hand side, respectively. The dotted lines indicate the end of
the microwave resonator.

The figure shows both the regions of significant CO production discussed in the main text and
the near-zero Rco outside the discharge at » = 0. Besides that, however, Rco reaches negative
values in the effluent gas (|r| > 0; z > 150-200 mm), which signifies further CO reoxidation in
the discharge-heated vortex flow. At elevated power, i.e., in Fig. S17(b), this reactive sink is
visible throughout the whole reactor up to the outflow boundary.

This reactive sink is responsible for CO losses outside the plasma, and its presence close to the
reactor exhaust further explains the concept of cooling capacity discussed in [61] and in the main
text. Furthermore, these results suggest that the radial diffusion of CO from the reactor axis
(see Fig. 16) ultimately leads to its reoxidation, which is an undesirable phenomenon. Without
additional quenching or cooling mechanisms, diffusion therefore contributes not only to CO,
conversion but also to product losses in the system. Unlike that, the convective transport at
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r = 0 is exclusively (> 98%) axial and carries the CO products towards the reactor outflow.
In modern CO, reactors, this effect is aided by additional flow constrictions, whose modelling
will be covered in our future work.

The following figures complete Sec. 3.3-3.4, main text, by showing the mass and energy balance
data for the remaining conditions or cut lines. Fig. S18 plots the mass balance data for 40
SLM at r = 0.
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Figure S18: Mass balance of CO solved on the axis of symmetry for ¢ = 40 SLM and P = 1100 W
(a) and 2900 W (b). Secondary axes show the corresponding gas temperature (black lines). SST data
are plotted as solid lines and laminar flow simulations are indicated by dashed lines. Compare this
figure to Fig. 16, main text.

The molar rates behave similarly to Fig. 16, and the difference between laminar and turbulent
flow is higher due to the elevated flow rate. The same trend is reflected in the transport
coefficients shown in Fig. S19-S20.

Fig. S19 confirms that the biggest difference between the two flow models occurs in the centre
of the plasma, i.e., in the region where molecular diffusion dominates [62]. Due to the lower
flow rate, moreover, the difference is smaller than for ¢ = 40 SLM in Fig. 18.

Conversely, the thermal conductivity predicted by the SST model in Fig. S20 is clearly higher
in the regions of elevated turbulent kinetic energy (see Fig. 23, main text). As in Fig. 19, this
corresponds to the turbulent edges of the discharge, rather than to the plasma itself.
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Figure S19: CO diffusivity calculated for ¢ = 20 SLM and P = 1100 W (a) and 2900 W (b). In each
panel, the results of the laminar flow and SST models are shown in the left-hand side and right-hand
side, respectively. The dotted lines indicate the end of the microwave resonator.
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Figure S20: Thermal conductivity calculated for ¢ = 20 SLM and P = 1100 W (a) and 2900 W
(b). In each panel, the results of the laminar flow and SST models are shown in the left-hand side and
right-hand side, respectively. The dotted lines indicate the end of the microwave resonator. Compare
these two figures to Fig. 18-19, main text.
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Finally, the figures below show our energy balance examples. First, in Fig. S21, the energy
balance equation is solved in radial cut lines for ¢ = 20 SLM.
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Figure S21: energy balance solved in radial cut lines for ¢ = 20 SLM and P = 1100 W (a) and
2900 W (b). SST data are plotted as solid lines and laminar flow simulations are indicated by dashed
lines. Compare this figure to Fig. 20, main text.

The heat rates copy the trends shown in Fig. 20, main text, and their magnitudes are overall
smaller due to the lesser extent of plasma contraction (see, e.g., Fig. 8, main text). These
observations clearly support the conclusions in the main text, as does the energy balance
plotted at r = 0 in Fig. S22.
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Figure S22: energy balance on the axis of symmetry for ¢ = 20 SLM and P = 1100 W (a) and
2900 W (b). SST data are plotted as solid lines and laminar flow simulations are indicated by dashed
lines. Compare this figure to Fig. 22, main text.
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Here again, despite the lower flow rate, turbulence shows similar effects as in Fig. 22, main text.
Namely, the turbulent flow develops two peaks in the Ohmic heat rate to balance the enhanced
conductive cooling, and the heat rate values around the first peak are order-of-magnitude higher
than in the laminar case. As in the main text, the differences are mitigated at elevated power.
Finally, in Fig. S23-S24, we analyse the contributions to the reactive heat rate in both radial
and axial cut lines.
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Figure S23: Heat sources of individual reactions contributing to the reactive heat rate in Fig. S21.
SST data are plotted as solid lines and laminar flow simulations are indicated by dashed lines. Compare
this figure to Fig. 21, main text.
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Figure S24: Heat sources of individual reactions contributing to the reactive heat rate in Fig. S22.
SST data are plotted as solid lines and laminar flow simulations are indicated by dashed lines. In panel
(a), the legend is dropped for graphical clarity; the colour code applies to both panels.

Fig. 523 mirrors the trends discussed in the main text (see Fig. 21, main text). In Fig. S24,
most chemical reactions develop a heat sink, which corresponds to the endothermal splitting of
molecular species inside the plasma. Interestingly, CO, splitting at the edges of the discharge
shows the strongest heat sink, although, as indicated in Fig. 16, it is constrained to much
smaller volumes than the discharge itself. In Fig. S25, this observation is confirmed for the 40
SLM case.
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Figure S25: Heat sources of individual reactions contributing to the reactive heat rate in Fig. 22,
main text. SST data are plotted as solid lines and laminar flow simulations are indicated by dashed
lines. In panel (a), the legend is dropped for graphical clarity; the colour code applies to both panels.

In this figure, besides the order-of-magnitude difference in reactivity, the two flow models again
show a visible discrepancy in axial positioning.
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S7 Lewis Numbers

For a given species i, the Lewis number Le; is defined as

A'Iﬂ

Om Cpp
Le; = — =2 S45
¢ D Dr (545)

and gauges the relevance of heat conduction relative to the mass diffusion of that species. «,,
is the molecular heat diffusivity and the rest of the variables is defined in Sec. 2. The choice
of molecular transport coefficients is justified because the corresponding ratio of turbulent
diffusivities is consistently close to unity (in our case, o /D] € [0.98;1.06] for all investigated
data).

Fig. S26 plots the Lewis numbers for i = CO, as solved by the SST model for both flow rates
and powers investigated in the main text. Note that the colour bar scale is offset to begin at
min{Leco} = 0.7.

(a) (b)
350 350
300 300
L1.2 L1.2
250 250
11 1.1
— 200 — 200
IS IS
E E
N N
150 1.0 7 150 1.0

100

100

50

o T
10 0 10 10 0 10

r (mm) r(mm)

Figure S26: Lewis numbers of CO solved by the SST model for 20 SLM (a) and 40 SLM (b). The
left- and right-hand sides of each panel correspond to 1100 W and 2900 W, respectively. The dotted
lines indicate the end of the microwave resonator.

The figure shows that Leco is a robust parameter; its distribution only varies in size but not in
the range of values. Furthermore, the indicated range is insensitive to the choice of fluid flow
model. We confirm this observation in Fig. S27 which shows the Leco values solved by the
laminar flow equations.

As in Fig. S26, the data show a spatial variation with the varying plasma shape, but the
minimal and maximal values are the same for all tested conditions.

Le acts as an important scaling parameter in high-level turbulence models that describe the
transport of chemically reactive species (see [63, 64| and the references therein). Notably, in
the Le; range indicated by Fig. S26-S27, it is found that turbulence is not the dominant mass
transfer mechanism [63]. For this trend to change, Le; should be limited to values below ~ 0.4
|63, 64], which is almost 2-times lower than the minimum of our data.
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Figure S27: Lewis numbers of CO solved by the laminar flow model for 20 SLM (a) and 40 SLM
(b). The left- and right-hand sides of each panel correspond to 1100 W and 2900 W, respectively. The
dotted lines indicate the end of the microwave resonator.

In fact, such a decrease would require a considerable enhancement of the molecular diffusivity,
which only happens at significantly lower molar masses. According to [64], this might be
compatible with hydrogen species only.

Hence, our reactor performance results in Fig. 2 and 25 (main text) appear well justified. The
main novelty of our work then lies in capturing the effects of turbulence on the plasma contrac-
tion dynamics, and hence on the distribution of reactive gas in the system. In another reactor
geometry, turbulent heat transfer might be stronger, which might invoke a more significant
difference in plasma size and COs conversion. We recommend taking note of such effects in
reactor design and in the future, we will revisit the conclusions of this study with a higher-level
turbulence model.
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