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Abstract

Plasma catalysis is promising for greenhouse gas conversion into value-added chemicals,
yet this technology is still poorly understood due to the complexity of the underlying
mechanisms. Therefore, we study the chemical kinetic effects of the interaction between
plasma species and glass or transition metal (Ag, Cu, Pd and Rh) surfaces placed in the
afterglow of a low-pressure CO, plasma. We developed a coupled plasma-surface model
to study how different catalyst surfaces and reaction conditions (i.e., temperature, pressure
and flow rate) affect the spatial evolution of the O, and CO mole fractions for plasma-
catalytic CO, splitting. Moreover, we used density functional theory (DFT) to determine
the reaction barriers on the metal surfaces and used these as input for our kinetic model.
Although our model could not yet be validated against experimental data, it can provide
qualitative trends, insights and comparisons on the influence of the different catalysts and
reactions conditions. Firstly, our results indicate that Eley-Rideal (E-R), or more correctly
Langmuir-Rideal (L-R), reactions play an essential role in the recombination of O atoms
into O,. Secondly, we find that the optimal catalyst depends strongly on the reactions
conditions. For example, Cu performs very well at low and intermediate temperatures
(500-1000 K) for which Ag performs poorly, while Ag yields the highest maximum O,
fractions at higher temperatures (>1000 K), and thus the least recombination between O
and CO back to CO,. Pd was found to be detrimental to CO, splitting, as it catalyzes the
oxidation of CO, while Rh is relatively inactive for both O, formation and thermal cata-
Iytic CO oxidation under most conditions. Thus, the optimal catalyst depends both on its
activity for O atom recombination into O,, as well as for thermal catalytic CO oxidation
to form CO,. Moreover, if the catalyst is active for thermal catalytic CO oxidation, this
back-reaction should be avoided by optimizing the flow rate or the length of the catalytic
bed. Hence, this study illustrates how trends between different catalysts for plasma cataly-
sis can change depending on the reaction conditions, which is important to consider when
comparing different catalysts experimentally.
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Introduction

In the last decades there is a growing awareness for the need to lower the amount of anthro-
pogenic greenhouse gas (GHG) emissions, as global warming and the resulting climate
change are an increasing problem [1]. One way of reducing GHG emissions into the atmo-
sphere is through carbon capture and utilization (CCU), in which CO, is captured and used
as a feedstock for the production of value-added carbon-containing products [2]. Plasma
technology is a promising method for the conversion of CO, into value-added chemicals
and fuels [3]. This method involves the creation of electrical discharges in which energy is
transferred to the gas molecules by highly energetic electrons, rather than by conventional
heating. As such, plasma technology enables the activation of highly thermodynamically
stable molecules, such as CO,, at relatively mild temperatures. Moreover, as this process is
powered by electricity and can rapidly be switched on and off, it can make use of renewable
energy, such as from wind or solar power [3].

However, collisions between electrons and gas molecules result in various reactive
plasma species, which can form a broad range of products. Plasma catalysis therefore com-
bines plasma with a catalyst to improve the reactant conversion and selectivity towards
targeted products. Ideally, synergy between the plasma and catalyst is attained, meaning that
the conversion or product yield of plasma catalysis surpasses the sum of the conversions or
yields of the plasma and catalyst alone [4]. Yet, the conditions that lead to plasma-catalyst
synergy are usually not known a priori, and experimentally they have to be identified in
practice through trial-and-error. Indeed, a thorough and fundamental understanding of the
mechanisms responsible for synergy is still lacking, due to the highly complex nature of
plasma catalysis [5, 6].

Plasma catalysis is most often executed by directly placing a catalyst material inside the
plasma reactor, typically in a packed-bed (so-called in-plasma catalysis). This is only pos-
sible in non-thermal plasmas, such as dielectric barrier discharges (DBDs), as these oper-
ate at sufficiently low temperatures (300—-1000 K). Indeed, warm plasmas, like microwave
(MW) and gliding arc (GA) discharges, cannot be used in this configuration as their high
temperatures (typically multiple 1000 K)) would result in destruction of the catalyst [4, 6].

The use of a packed-bed DBD configuration results in a variety of physical and chemi-
cal interactions between the plasma and the catalyst (or packing material). For example,
introduction of a packing in the discharge gap can alter the discharge type (i.e., localized
vs. surface discharges) by locally enhancing the electric field due to the presence of (cata-
lyst) nanostructures or polarization of the dielectric packing material. While the plasma
properties are affected by the catalyst, this is also true the other way around, e.g., reactive
plasma species, such as electrons, ions, radicals, and vibrationally and electronically excited
molecules, can alter the catalyst surface chemistry if they reach its surface [5, 7, 8]. As the
various plasma-catalyst interactions can occur simultaneously, it is difficult to study the con-
tribution of each individual effect to the global reaction. Hence, the underlying mechanisms
responsible for synergy between plasma and catalyst are still not well understood and more
fundamental research on this topic is highly needed [5-7].

This fundamental research can be performed by carefully designed experiments, which
should ideally be executed using standardized experiment setups, or by computational mod-
els, which can be developed to focus on specific interactions. This way, plasma-catalyst
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interactions can be isolated as much as possible to study their individual effects and identify
whether they contribute to plasma-catalyst synergy, and if so, under what circumstances [5].

In this regard, various authors have employed microkinetic modelling to study how reac-
tive plasma species can affect the catalyst surface chemistry. Metha et al. [9] postulated that
vibrational excitation of N, lowers its barrier for dissociative adsorption, and illustrated
how this affects plasma-catalytic NH; synthesis using microkinetic modelling. The authors
found that N, vibrational excitation enhances the turnover frequency of NH; on catalysts
that bind N moderately to weakly, as N, dissociation is the rate-limiting step on these sur-
faces. Moreover, the optimal catalyst for NH; production was found to shift towards more
weakly binding metals [9]. In a follow-up study, Metha et al. [10] showed that N, vibra-
tional excitation can enhance the NH; concentration to values exceeding the thermody-
namical equilibrium for catalysts on which N, dissociation is rate-limiting. Moreover, the
departure from equilibrium was found to be larger for metals that bind N more weakly,
i.e., as these are more strongly limited by N, dissociation and thus result in more strongly
enhanced forward reaction rates. However, at high temperatures, the reverse reactions, that
cause NH; destruction, become thermally active, hence causing the NH; concentrations to
return to the equilibrium values [10].

Engelmann et al. [11] used microkinetic modelling to study the effects of both vibra-
tionally excited CH, and plasma-produced radicals on the non-oxidative coupling of CH,.
They found that vibrational excitation was most beneficial on intermediately binding cata-
lysts, which remained near the top of the volcano curve. Additionally, a shift in product
selectivity occurred, with C,H, becoming favored over C,H, on these catalysts. This was
due to vibrational excitation only enhancing CH, dissociation, but not the subsequent dehy-
drogenation steps. Contrary to vibrationally excited CH,, the presence of radicals resulted
in the highest turnover frequencies on the most weakly binding metals, as CH, dissociative
adsorption, which is strongly rate-limiting for these catalysts, was completely omitted [11].
In another study, Engelmann et al.[12] compared the effect of vibrationally excited N, and
plasma radicals on the surface chemistry for plasma-catalytic NH; synthesis, and investigated
the potential effect of Eley-Rideal (E-R) reactions, i.e., between impinging gas species and
adsorbates. Note that the correct name for this type of reaction should be Langmuir-Rideal
(L-R) reaction, as Langmuir was the first to describe this mechanism,[13] so we will use it
from now on. Engelmann et al. [12] found that the shift of the volcano maximum towards
more weakly binding metals and the rise of the turnover frequencies on these catalysts
were overshadowed by the effect of plasma radicals. When only Langmuir-Hinshelwood
(L-H) reactions between surface adsorbates were allowed, the presence of radicals strongly
enhanced the NH; turnover frequencies on the most weakly binding catalysts. However,
when L-R reactions between an incoming radical and an adsorbate were included, this led
to universally high turnover frequencies on all metals. Yet, this conclusion was found to be
only valid if the activation enthalpies of the L-R reactions were (close to) zero [12].

Michiels et al.[14] investigated how radicals, stable intermediates and vibrationally
excited CO, molecules produced by a CO,/H, plasma affect the surface pathways and
kinetics of CH;OH production on Cu(111). Although vibrationally excited CO, improved
the CH;OH turnover frequencies, the effect of radicals and stable intermediates was found
to be much larger. The presence of plasma-produced CO molecules, and H and O atoms,
enhanced the CH;OH production via the formate path, by circumventing the difficult
HCOO* formation directly from CO, [14]. In our earlier work,[15] we studied the effect of
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vibrationally excited CH, and O,, as well as radicals and stable intermediates, on the partial
oxidation of CH, over a Pt(111) surface. In agreement with other studies, we found that both
vibrational excitation and radicals enhance the turnover frequencies, but that the effect of
radicals clearly dominates. By varying the number densities of different species indepen-
dently, we could pinpoint their influence on the reaction pathways of the various products.
Our results showed that strongly dehydrogenated carbonaceous species resulted in surface
coking, while O atoms counteract coking but cause overoxidation to CO,. Hence, both types
of plasma species should be balanced against each other. H radicals, as well as CH;0 and
CH;00, were found to be essential for oxygenate production. However, we found that high
radical partial pressures in general cause surface poisoning, thus limiting the potential of the
plasma-catalyst interactions [15].

Ma et al.[16] developed a microkinetic model for plasma-catalytic N, oxidation on
Pt(211) and Au(211), and compared the performance of these catalysts against each other
and the plasma alone. Pt was found to benefit more from vibrationally excited molecules
than Au, while Au outperforms Pt at low temperatures if high amounts of radicals are pres-
ent. This is due to Pt being more strongly binding than Au. As such, Pt can break the reactant
bonds more easily than Au and does not require full dissociation in the plasma. On the other
hand, Au can desorb the NO molecules more easily, even at low temperature. Addition-
ally, while high radical densities were found to be beneficial in the presence of a catalyst,
this was not the case for the plasma alone, due to the reverse Zeldovich reactions between
the radicals and the formed NO.[16] In a follow-up study, Ma et al.[17] compared simula-
tions for a Pt catalyst to experimental results obtained by placing a Pt-film in the afterglow
of a radio-frequency (RF) plasma. This way, complex physical interactions, such as those
present in a DBD reactor, could be avoided to focus on the chemical effects. Using this
approach, the authors demonstrated various degrees of freedom for optimization, such as
the effect of the O, content in the gas mixture. The ideal O, content was found to be rela-
tively low (around 10~%), demonstrating the susceptibility of Pt for O* poisoning.[17] This
reaction setup was also studied by Eshtehardi et al.[18], who developed a one-dimensional
heterogeneous catalysis model with axial dispersion (i.e., back-mixing and diffusion in the
axial direction). The authors found that back-mixing causes a drop in NO concentration at
the reactor outlet and a rise in energy cost, and should thus be avoided. Changing the charac-
teristic length of the catalyst bed was found to have little effect on the NO concentration and
energy cost, except for very high values (around 2 m), for which a rise in NO concentration
and a drop in energy cost were observed. Increasing the catalyst bed porosity was also found
to enhance the NO concentration up to a porosity of 0.9, after which the NO concentration
drops quickly as the amount of catalyst relative to the gas volume becomes too low and the
contribution of surface reactions drops [18].

Maitre et al.[19] developed a coupled plasma-surface microkinetic model to study the
plasma-catalytic non-oxidative coupling of CH, on Ni(111). The authors observed that
plasma-catalyst synergy could initially be achieved, i.e., resulting in turnover frequencies
that exceeded those of the plasma-only and catalyst-only cases combined. However, this
synergy could only be achieved temporarily, as the surface became saturated with H*, due
to dissociative adsorption of H, formed in the plasma. These high H* coverages were found
to stimulate the back-reaction of adsorbed CH;* to CH,, hence inhibiting the overall reac-
tion [19].
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In our earlier work,[5] we also constructed a coupled plasma-surface microkinetic model
for dry reforming of CH,, and compared plasma catalysis with Ag, Cu or Rh (111) surfaces
to a plasma without catalyst. We found that for radical-rich conditions at low temperature,
such as in a DBD, the presence of weakly binding catalysts, like Ag and Cu, negatively
affect the overall conversion. Due to their weakly binding character, these catalysts can
easily recombine the radicals formed by dissociation of CH, and CO, in the plasma, even
at low temperature. Yet, these weakly binding metals cannot catalyze further dissociation
of the adsorbed plasma species, e.g., CO*, CH;*. As such, the plasma-produced radicals
and intermediates mainly recombine back to CH, or CO,, or form H,O, as these are highly
thermodynamically stable products that can be readily formed from the available plasma
species. The Rh catalyst, on the other hand, was largely poisoned by the radicals due to the
combination of its strongly binding nature and the low reaction temperature [5]. Hence,
the presence of a catalyst does not necessarily result in a beneficial effect on conversion or
selectivity, as predicted by these models [5, 19] but also reported experimentally [20-24].

To summarize, weakening reactant bonds through vibrational excitation or breaking these
bonds to form radicals can enhance the product turnover frequencies,[9—12, 14—17] and may
even result in product concentrations that exceed the thermal equilibrium [10, 16, 17]. How-
ever, only moderately to weakly binding catalysts, on which bond dissociation is rate limit-
ing, can benefit from this effect [9-11]. In general, the effect of plasma radicals is found to
be much stronger compared to vibrational excitation,[11, 12, 14, 15] especially on the most
weakly binding catalysts, as these have more difficulty with dissociating the reactants [11,
16, 17]. However, strongly binding catalysts may also benefit from the presence of plasma
radicals, if the barrier for L-R reactions between the impinging radicals and surface adsor-
bates is sufficiently low [12]. Yet, the presence of a catalyst in the plasma is not necessarily
beneficial, as the catalyst can also lower the conversion by promoting back-reactions [5, 19].

Hence, there is a need for studies that identify which combinations of reaction conditions
and catalysts can achieve plasma-catalyst synergy, and which cause detrimental effects on
the conversion. In this study, we therefore investigate how parameters like temperature,
pressure and flow rate affect plasma-catalytic CO, splitting (CO, — CO + %2 O,; AH® =
283 kJ/mol)* and we compare these effects for different transition metal catalysts, as well
as for glass, representing the wall surface for the plasma and afterglow (see below). For this
purpose, we developed a new coupled plasma-surface microkinetic model, with important
improvements compared to our previous work,[5] in the sense that it includes a Boltzmann
solver for calculating the rates of electron impact reactions in the gas (plasma) phase. This
way, we simulate the formation of plasma species in the gas phase, their subsequent inter-
action with the catalyst surface and the resulting change in the species densities of the gas
molecules.

The system under study consists of a transition metal (Ag, Cu, Pd or Rh) or glass wall
surface that surrounds the afterglow of a non-thermal plasma at low pressure (0.05-10
mbar), i.e., similar to a low-pressure RF plasma, as studied in refs. [16, 17]. This way, we
avoid the complexity of DBD plasmas, which are highly inhomogeneous in both space and
time and sensitive to various physical effects. Due to the absence of such physical interac-
tions in our system, we can focus purely on the chemical effects. Moreover, our interest goes
specifically towards the effect of plasma-produced radicals and ground-state molecules, as
previous microkinetic models [11, 12, 14, 15] indicate that the effect of vibrationally excited
molecules remains limited, when radicals are present. Note that the plasma drives CO,
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splitting into CO and O,, and the role of the catalyst is to maximize the recombination of O
atoms from the plasma into O, and avoid their recombination with CO back to CO,, which
would reduce the overall CO, conversion. Hence, the role of the plasma is to activate CO,
to form these O atoms, as well as CO. Indeed, the thermodynamic equilibrium of the CO,
splitting reaction is strongly shifted towards CO, at the conditions under study (0.5-10 mbar
and 500-1100 K), for which the maximum O, and CO mole fractions at the thermodynamic
equilibrium reach only 1x 107> and 2x 1075, respectively (calculated using the algorithm
described in ref. 26). Therefore, the system exceeds the thermodynamic equilibrium limit
for almost all cases investigated.

We do not only consider L-H reactions between adsorbed radicals, but also L-R reactions
involving impinging radicals, by postulating that a correlation exists between the activation
barrier of the L-R reaction and the binding strength of the involved adsorbate to the surface.
Indeed, our results suggest that L-R reactions should be important in order to explain the
high recombination coefficients for O atoms on transition metal surfaces that are reported in
literature [27]. Moreover, our results illustrate that the optimal catalyst for plasma-catalytic
CO, splitting is strongly dependent on the reaction conditions, especially temperature and
flow rate. As such there is no “single best catalyst”, and a single catalyst material can have
beneficial or detrimental effects depending on reaction conditions.

Methods
Density Functional Theory Calculations

Our microkinetic model requires rate coefficients to calculate the reaction rates. For reac-
tions on transition metal surfaces, we calculate these rate coefficients using transition state
theory (TST) as will be explained in Sect. "Rate coefficients for transition metals". Because
TST requires the activation barriers of the corresponding reactions, we use density func-
tional theory (DFT) to calculate the energies and frequencies of the involved species, which
are subsequently used to determine the activation barriers (see Sect. "Rate coefficients for
transition metals").

To compare DFT results for different reactions and transition metal surfaces, the calcula-
tions should be performed consistently, i.e., using the same density functional, simulation
settings, and ideally the same software. Some other works have studied CO oxidation with
DFT for a diverse set (i.e., strongly to weakly binding) of transition metals. For example,
Jiang et al.[28] used DFT to study trends between various transition metal catalysts and
different surface facets, yet their work is fairly old and the size of the unit cell used in their
calculations remained limited due to the computational cost at that time. More recently, Yan
et al.[29] studied CO oxidation for a broad range of transition metals and their alloys. How-
ever, their focus was on the CO oxidation step, and on the CO* and O* adsorption energies,
but the transition state for O, dissociation was not included in the DFT calculations.

To ensure a reaction set in which the DFT data for all reaction steps and transition metals
is calculated consistently, we perform our own DFT calculations. Moreover, we also com-
pute the DFT frequencies of the involved surface species, which we use to calculate their
corresponding entropy, as these frequencies are often not reported in literature. All DFT
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calculations are performed for the (111) facets, as the close-packed surfaces are typically
the most abundant facets [30].

Table 1 lists the reactions for which the activation barriers are calculated from our DFT
results. Note that dissociative adsorption is considered as a two-step reaction, i.e., adsorp-
tion of O, or CO,, followed by dissociation of the molecule on the surface. Also note that the
rate coefficients for L-R reactions involving gaseous O atoms are not calculated via DFT, as
the transition state found along the minimum energy path does not include any dynamical
effects, which are considered to be important for L-R reactions [31]. Instead, we use experi-
mentally determined barriers, which we postulate are correlated to the O binding energy
determined via DFT. Additionally, reactions on the glass surface are also described using an
empirical model from literature [32-34] (see Sect. "Rate coefficients for glass surfaces"),
due to the complexity associated with modelling glass surfaces via DFT.

Periodic plane-wave DFT calculations were carried out using the Vienna Ab-initio simu-
lation Package (VASP, version 6.2.1).[35-38] The Perdew-Burke-Ernzerhof [39] func-
tional in combination with a van der Waals functional [40] (PBE-vdW) was used. The core
electrons were described by the projector augmented wave method [41, 42]. A plane-wave
kinetic energy cutoff of 500 eV was used for the plane-wave basis set and the energy in
the self-consistent field was converged to within 1077 eV. Spin polarization was taken into
account for all calculations involving O,.

The lattice constants were optimized using a I'-centred 20 %20 x 20 k-point mesh. The
force on each atom was converged within 0.005 eV/A. The calculated lattice constants for
Ag, Cu, Pd and Rh were 4.20, 3.68, 3.99 and 3.87 A, respectively. This is in good agreement
with the experimental values of 4.08, 3.60, 3.86 and 3.83 A, respectively [43, 44].

All metal surfaces were modelled as a 3 x 3 periodic 6-layer slab with a 15 A vacuum
region placed between periodically repeated slabs. During geometry optimizations, the two
upper layers and adsorbates were fully relaxed, while the lower layers remained fixed at
equilibrium bulk positions. A I'-centered 8 x 8 x 1 k-point mesh was used for sampling the
Brillouin zone. The force on each atom was converged to within 0.01 eV/A. The inter-
layer distance was optimized with these settings, where the only difference from optimi-
zations with an adsorbate on the surface is that only the Z-coordinate is allowed to relax.
The interlayer distance between the top two layers decreased with 1.9 and 0.3% for Rh
and Cu, respectively. For Pd and Ag the interlayer distance increased with 0.7 and 0.5%,
respectively.

Microkinetic Model

We developed a new coupled plasma-surface kinetics model, that simultaneously calcu-
lates the reaction kinetics in the gas phase (plasma and afterglow) and on the surface of the

Table 1 Reactions on the transi- Adsorption Desorption
tion metal surfaces for which the

- ) O+%*—0* 0* >0 +*
activation barriers are calculated
using DFT O, +% — 0y 0y* = 0y + %
CO +* — CO* CO*—->CO+*
CO, +* — CO,* CO* —> CO, +*
Recombination Dissociation
CO* +0* - CO* + * CO,* +* — CO* + O*
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catalyst or reactor wall. This model is a significant improvement compared to our previous
model,[5] as it now includes a solver for the Boltzmann equation for electrons [45, 46].
Thus, it enables the calculation of the electron impact rate coefficients at a specified electric
field or power density. The code of our model is developed in-house using Python. For the
solver of the electron Boltzmann equation, we use BOLOS, an open-source Python library
developed by Luque et al.[45] The model simulates the reaction kinetics inside a cylindrical
reactor by treating it as multiple sequential continuously stirred tank reactor (CSTR) units,
that are placed in series to approach a plug flow reactor (PFR).

Reactor Geometry and Conditions

To study the effect of plasma-created radicals on the catalytic surface pathways, we simulate
a non-thermal plasma at low pressure, representative of, e.g., a low-pressure RF plasma
torch [17]. Although low-pressure plasmas are not so suitable for real plasma catalysis appli-
cations, as the extra cost of pumps makes it less interesting for industrial applications, these
conditions allow for relatively high radical fractions in the plasma and its afterglow, while
avoiding the high computational cost and complexity associated with simulating dielectric
barrier discharges (DBD’s), due to their inhomogeneous nature. Additionally, we can focus
on the fundamental chemical interactions between the radicals and the catalyst, without the
added complexity of physical interactions (e.g., alteration of the discharge behavior) that
would occur in DBD’s.[4, 5, 8]

The reactor is modelled as an initial “plasma” CSTR unit, in which power is applied, fol-
lowed by multiple other CSTR units in series, i.e., representing the afterglow, thus approxi-
mating a PFR. The reactor is assumed cylindrical in shape, with a radius R=2.0 cm. The
plasma region is modelled as a single CSTR, with a volume of 62.8 cm® (corresponding to a
length of 5.0 cm), in which a power density of 1.59 x 10° W/m? is applied (corresponding to
a plasma power of 100 W). The initial, “plasma” unit is followed by a region with a length
of 50.0 cm in which no power is applied, to simulate the afterglow and the rest of the reac-
tor. This zone is divided into 100 CSTR units, each with a length of 0.5 cm and a volume of
6.3 cm?. The surface reactions and rate coefficients in the plasma region are representative
for a borosilicate glass surface (see Sect. "Rate coefficients for glass surfaces"), while in the
rest of the reactor, either borosilicate glass or transition metal (Ag, Cu, Pd or Rh) surfaces
are used. Unless specified otherwise, the simulations are performed at a pressure of 5 mbar,
and with a flow rate of 100 sccm (USA definition) [47] for pure CO, feed gas. One of the
parameters varied is the gas (and wall) temperature, which are considered to be equal. This
assumption is justified considering that heat loss of the reactor to the environment (i.e.,
cooling of the reactor wall) can be avoided by isolating the reactor or by placing it inside
an oven. Varying the temperature between simulations allows us to study its effect on the
plasma-catalyst interaction. We use temperatures in the range of 500-1100 K, considering
that some heating by the plasma will be inevitable in experiments, while additional heating
can be applied (e.g., by placing the reactor in an oven or preheating the feed). The typical
simulation time required for the initial plasma CSTR unit is around 1-1.5 h, while the series
of subsequent afterglow CSTR units solves in a couple of hours for the 100 units combined.
Hence, the simulation time for the complete reactor is in the order of hours.

A schematic overview of the model is presented in Fig. 1. The model describes the reac-
tor as a series of CSTR units (Fig. 1 (a)) with an initial ‘plasma’ CSTR followed by 100

@ Springer



Plasma Chemistry and Plasma Processing (2025) 45:1849-1899 1857

smaller CSTR units describing the afterglow. The walls of the plasma CSTR are made of
glass, representing a low pressure RF plasma, while the afterglow CSTRs are surrounded
by a glass or catalytic metal surface. Inside a single CSTR unit, the balance of the species
densities and coverages (see Sect. "Species balance equations") is described by multiple
processes (Fig. 1 (b)), namely the flow of gas entering and leaving the CSTR, as well as the
reactions in the bulk gas and on the surface. The different types of surface reactions included
in the model are shown in Fig. 1 (c). We also provide an overview of the different reactor
and operating parameters in Table 2.

Note that at the low-pressure conditions studied in this work, the (recombination) reac-
tions in the gas phase are slow compared to the reactions on the surface. Hence, in the
afterglow where E/N=0, the change in density of the main gas species (CO,, CO, O and O,)
can mostly be described based on the surface chemistry alone. However, this is not the case
for the plasma stage, where electron impact reactions are important, while recombination
of O+0 and O+CO is still determined by the surface reactions on the glass wall. Hence,
coupling the gas and surface chemistry is certainly necessary for the plasma stage. Coupling
between the plasma and the post-plasma stages in the model is effectively achieved by
using the output of the plasma-stage as input for the afterglow. This does also mean that if
the densities in the plasma can be obtained from experiments, estimation, etc. they could in
principle also be used as input for the post-plasma sections instead of the calculated values.
Of course, it is still valuable to model the gas phase densities in the plasma rather than hav-
ing to estimate them, especially when comparing different reaction conditions (temperature,
pressure and flow rate) that affect the species densities in the plasma.

(a) Plasma CSTR
P =100W
ower Afterglow CSTR Glass or metal
Glass Walls Power=0W walls

100 CSTR units I Cco, 02
— N —, *+Unconverted

co,
coz Voue depends on
(or O,) gas expansion
Sem i<_> 50cm !
0,5cm
(b) CSTR unit (c) Langmuir-Rideal (L-R)
ST RS Adsorption Desorption ) (often called Eley-Rideal)
Langmuir-
P.ffus{on . . Hinshelwood Diffusion
limitation

Gas reactions
(incl. electron
impact)

l T (L-H) .\ between sites
TN * Y / (only for glass)

L

Fig. 1 Schematic representation of the model: (a) the reactor is modelled as a series of CSTR units, (b)
processes governing the species densities and coverages in a single CSTR unit, (¢) the types of surface
reactions in the model
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Table 2 List of the various
reactor and operating parameters
used in the model

Reactor radius 2 cm
Length of plasma zone 5cm
Length of afterglow zone 50 cm
Surface/Volume ratio 100 m™!
Surface site density 102 m™2
Sites per volume 102 m™
Plasma power 100 W

Power density
Flow rate feed
Pressure

Gas temperature

‘Wall temperature

1.59%10° W/m?
100 sccm (50-200 scem)
5 mbar (0.5-10 mbar)

500-1100 K
Constant during simulation

= Gas temperature

Species Balance Equations

As discussed in Sect. "Reactor geometry and conditions" the reactor is divided into multiple
consecutive units, which are modelled using a CSTR approach. This means that perfect
mixing is assumed within each individual unit, hence the species densities and coverages in
a single unit are uniform. However, we do consider mass transfer limitations due to diffu-
sion to the reactor wall (see Sect. "Correction for diffusion to the wall" below). Each CSTR
unit has a flow of gas entering and leaving the reactor (see Fig. 1 (b)). The gas composition
of the outflow equals the composition in the CSTR volume, while the mass flow rate and
composition of the feed entering the CSTR are equal to the outflow of the previous unit.
Thus, the time-evolution of the species densities in a single CSTR is described using the
following balance equation:

0ng g Ns,inVin N5, outVout
Bt — Mren, s + -

(M

Vestr Vestr

With n, the gas species number density of species s in the CSTR unit, ¢ the time and S,.,,,
the change in number density of species s due to reactions. The second and third terms on
the right-hand side correspond to the flow entering and leaving the CSTR unit, respectively.
Here, ng ;, and n, ,,, are the number densities of species in the in- and outflow, respectively,
while v;, and v,,, are the volumetric flow rates that enter and leave the CSTR, respectively.
Note that the species number density in the outflow equals that in the CSTR unit, i.e., n, =
1 our Vesrr 18 the volume of the CSTR unit.

The change in gas species number densities due to reactions is calculated as:

Sran,s = Z (cffi - cfl)n + Nsites Z (cﬁfi — cii)ri 2)

i, gas i, surf

The first term on the right-hand side represents the summation of the net reaction source
terms over the gas reactions, while the second term represents the sum of the net source
terms for surface reactions. Inside the sum, cRS, ;and ¢t ; are the stoichiometry coefficients
of species s in reaction i, at the right-hand (R) and left-hand (L) side of the reaction equa-
tion, respectively. Thus, cRs) ;and cLs’ ; are the number of molecules s that are formed or lost,
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respectively, in reaction i. Additionally, r; is the rate of the reaction and n;,, is the number of
surface sites relative to the gas volume. The value of n,, is set to 10%* sites m >, which cor-
responds to the surface over volume ratio of the tubular reactor (2/R=10? m™') multiplied
by a typical surface site density of 10 sites m2.3233

Similar to Eqs. (1) and (2), the time-evolution of the fractional coverages (6,) of the
surface species is described by:

Do (el ek 3)

i, surf

Since the adsorbates do not move along with the gas flow, the flow terms are omitted in
Eq. (3).

For the first CSTR unit, n, ;, and v,,, in Eq. (1) are the species densities and flow rate of
the feed. For the subsequent CSTR units, n, ;, and v;, match n, ,,, and v, of the previous
unit. For each CSTR unit, the volumetric flow rate leaving the reactor, v, in Eq. (1), is

calculated as the sum of volumetric flow rate entering the reactor and the change in volume
due to reactions:

. o VCSTRkagas
Vout Vin + Prot *]Zag S’r‘zn s (4)
With k;, the Boltzmann constant, 7,,, the gas temperature and p, the total pressure. The sum
of the reaction source terms S, ¢ (see Eq. (2)) is taken over all gas species.
The reactions rates 7; in Eqs. (2) and (3) are calculated from the rate coefficients k;, the
number densities 7, or fractional coverages 6, (for gas or surface species, respectively) of

the reactants, and their stoichiometry coefficients cLs’ i

ri=ti [T @ I 09 B

s, gas s, surf

A list of the reactions with their corresponding rate coefficients is included in Table S1 of
the supporting information (SI). Additionally, in Sect. "Solving the Boltzmann equation
for electrons" to "Correction for diffusion to the wall" we provide more information on the
calculation of the rate coefficients for electron impact and surface reactions. The gas phase
reactions, including electron impact processes, are taken from the CO, part of the chemistry
set presented by Slaets et al.[48, 49] for CO,/CH, plasma, to which we added reactions for
CO(A’P), O('D), CO, ™ and CO, . Likewise, the list of electron impact cross sections is also
taken from Slaets et al.[48, 49]

Solving the Boltzmann Equation for Electrons

To calculate the electron energy distribution function (EEDF) and the rate coefficients of
the electron impact reactions, our model requires a solver for the electron Boltzmann equa-
tion. For this purpose, we use BOLOS,[45] an open-source Python library containing a
Boltzmann solver, that is based on the work of Hagelaar and Pitchford [46]. This algorithm
calculates the EEDF, the rate coefficients for electron impact reactions and the electron
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mobilities u,, for a specified gas mixture and reduced electric field £/N (i.e., ratio of electric
field over gas number density, an important parameter to characterize the plasma condi-
tions). Additionally, BOLOS requires the cross sections of the relevant electron impact pro-
cesses. A list of these processes with the sources of the corresponding cross sections can be
found in Table S2 in the SI.

The reduced electric field E/N is related to the power density P in the plasma via:

1 P

E_1 (6)
N N\ neeu,

With E the electric field, N the total gas species number density, 7, the electron density, e the
elementary charge and u, the electron mobility. Hence, the model determines the value of
the E/N that corresponds to a specified power density, by combining Eq. (6) with BOLOS,
which relates u, to the E/N.

During the numerical integration (i.e., as the code solves the system of differential equa-
tions provided by Egs. (1) and (3)), the reaction rates of electron impact processes are cal-
culated with BOLOS by solving the EEDF for the corresponding E/N. The E/N itself is
calculated from Eq. (6) during the integration, while u, is kept constant. Hence, the E/N and
corresponding electron impact reaction rates (from BOLOS) are continuously (re)calculated
during the integration, while p, remains constant. This leads to a (small) drift of the power
density P during the integration. After each integration period, the value of u, is therefore
updated by iterating over Eq. (6) and BOLOS to acquire the values of E/N and g, that cor-
respond to the actual set power density. The model then calculates the length of the next
timestep over which is integrated, based on the deviation of the power density during the
previous step, so that the deviation of the set power density remains below 1% during each
integration period.

Rate Coefficients for Glass Surfaces

The reactor walls in our model are either catalytic transition metals or non-catalytic boro-
silicate glass surfaces. While the reactions on the former are described using TST combined
with DFT data (see Sect. "Density functional theory calculations"), the reactions on the
glass surface are treated with empirically determined expressions that are commonly used
in literature, a more in dept discussion of which can be found in refs. [32—-34]. We consider
the following reaction types in our model:

Physisorption.

Chemisorption.

Desorption (of chemisorbed and physisorbed species).

Surface diffusion from a physisorption to a chemisorption site.
Langmuir-Hinshelwood (L-H) reactions between a physisorbed and a chemisorbed spe-
cies.

e [angmuir-Rideal (L-R) reactions between a gas species and a chemisorbed or phys-
isorbed species.
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Note that some recent works consider additional reactions, such as the formation of meta-
stable chemisorption sites,[50] or O; formation on the surface [51]. However, we here limit
ourselves to the most general and commonly used reactions for glass surfaces, because we
aim to keep the chemistry on the glass surface relatively simple, as the focus of this work
is on the catalysts.

As is apparent from the glass surface reactions listed above, two types of surface sites are
considered, namely physisorption (*P) and chemisorption (*°) sites. Note that the distribu-
tion between chemisorption and physisorption sites varies widely in literature for different
Si0,-based surfaces (e.g., values between 2x 10> and 0.25 are mentioned in ref.[32] for
the fraction of chemisorption sites). In our model, we use a chemisorption site fraction
equal to 2 x 1073 in accordance with ref.[32], and the remaining site fraction (0.998) consists
of physisorption sites. Similarly, a large range of values are reported in literature for the
recombination coefficient y, i.e., the fraction of radicals that recombines at the wall surface
upon collision with the wall [27]. For example, Paul et al.[27] reviewed y values for O atom
recombination on various Materials and reported values between 10~ and 1072 for glass-
based surfaces around room temperature (r.t.). Possible explanations for this large deviation
include the possible role of impurities as chemisorption sites, or chemisorption sites being
created as a result of ion-bombardment on the surface [27, 32].

In this regard, Booth et al.[52] found that for an O, DC glow discharge inside a pyrex
tube the y values decreased with lowering the pressure until 0.75 Torr (1.0 mbar), below
which y increased with further lowering the pressure. The authors found that below approxi-
mately 0.3 Torr, ions and fast neutrals incident on the wall have sufficient energy to clean
or modify the surface, and hence attributed this effect to surface bombardment by energetic
species [52]. This was further expanded upon by, Afonso et al.,[SO] who developed a kinetic
model that includes surface modification by energetic plasma species to form metastable
chemisorption sites. The authors compared their modelling results to experiments to derive
the values of certain surface parameters used in their model, and were also able to reproduce
the experimental results [S0]. However, we did not include such effect in our own model,
as surface modification by the plasma is outside the scope of this study. Nevertheless, it is
worth noting that surface bombardment and modification by energetic plasma species, lead-
ing to, e.g., different site types, may also occur on transition metal catalysts [53].

Note that glass is included in our model as a non-catalytic reference surface, to compare
to the catalytic transition metals. Hence, only highly reactive radicals can adsorb (physi-
sorption or chemisorption) on glass, while dissociative adsorption of stable molecules is not
considered for this surface, because of its non-catalytic nature.

In the following subsections we describe the different surface reactions and their corre-
sponding rate coefficients. A list of the surface reactions that are included in our model for
the glass surface can be found in the SI, Table S3.

Physisorption and Chemisorption The rate coefficients for adsorption of radicals on both
physisorption and chemisorption sites are described using the Hertz-Knudsen equation (i.e.,
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the flux to the surface, because radicals have 100% adsorption probability, and they are the
only species considered for adsorption on the glass surface):

As

V2m mkyTyqs

With m the mass of the impinging gas species and A, the surface sites area, which is set to
102 m?, i.e., the inverse of the surface site density. The factor kyT 44 1s included to convert
the gas species number density, which is multiplied with the reaction coefficient in the cal-

culation of the rate in Eq. (5), to the corresponding partial pressure.

k= kagas

Desorption The rate coefficient for desorption from both physisorption and chemisorption
sites is given by:[32, 34, 52]

Eq
k=vgexp | —5—7— 8
4P ( Rgn.sT'wall) ( )

In this formula, v, is the vibrational frequency for the movement of the adsorbate perpen-
dicular to the surface, for which we use a typical value of 103 s7'.[32] Ry, s the ideal
gas constant, T, is the wall temperature, which we consider equal to the gas temperature
Tps (as explained above) and £, is the activation energy for desorption. We use a value of
0.302 eV as the activation energy for desorption of physisorbed O, based on ref. [52], and
2.90 eV for desorption of chemisorbed O, based on ref.[33]. Note that in ref.[52], a lower
value of 10'® s was used for v, as this led to better agreement with their experimental
values for the recombination coefficient y. However, in that study the recombination of
O atoms through L-H reactions was not considered in the surface chemistry. We found
that using the typical value of 10" s™! for v, and including L-H reactions in the chemistry
set, results in y values that are comparable to those measured in ref.[52], which was also
mentioned by Viegas et al.[51] Hence, this justifies combining the empirically determined
value for E; from ref.[52], with the more generally used value of 10 s7! for v, However,
it must be noted that Ibach et al.[54] pointed out that v, should be temperature dependent.
More recently, Viegas et al.[S1] developed a model for surface recombination on a Pyrex
surface in contact with an O, DC glow discharge and compared their results to experimental
measurements. The authors observed an exponential decrease of v, with the wall tempera-
ture (for 7,,,, between 253 and 323 K), which they mentioned could also be explained by
a variation of the activation barrier for desorption with coverage, i.e., since the coverage
rises as the temperature drops [51]. Moreover, Ibach et al.[54] find a quadratic rather than
an exponential dependency of v, on temperature for adsorbates that have lost all three trans-
lational degrees of freedom (as is the case for activated surface diffusion), yet also predict
that v, is proportional to exp(0,4/(1- 0,4,)) When lateral interactions between adsorbates
are present [54]. Hence, it is more likely that the exponential decrease of v, at lower wall
temperature observed experimentally by Viegas et al.[51] is the result from higher cover-
ages and lateral interactions between the adsorbates. Nevertheless, we choose to treat v,
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as a constant in our model for simplicity, and due to the uncertainties associated with the
temperature dependency.

Surface Diffusion The surface diffusion coefficient of a physisorbed species to a chemisorp-
tion site is calculated according to:[32, 33]

VYD (-2
b= 4 exp( Rgasﬂuall) (9)

With v, the frequency for vibration of the adsorbate in the direction parallel to the surface
and E, the activation barrier for diffusion to an adjacent site. We use a typical value of 10'3
s~! for vp,[32, 33, 55] while Ej, is approximated by E,/2.[32, 55]

Langmuir-Rideal Reactions The formula for the rate coefficients of L-R reactions takes a
similar form as Eq. (7), but contains an exponential factor with the activation energy of the
reactions, i.e., representing the probability of the reaction occurring upon collision with an
adsorbate:[32-34]

As —E,
k = kyTyqs = ex 10
b9 \/27'(' mkagas P <RgasTgas) ( )

The parameter E, in the exponential factor is the activation energy for recombination
between the adsorbate and the incoming gas species. As an approximation we use the same
activation energy for L-R reactions involving chemisorbed or physisorbed species as the
adsorbate. For recombination of two O atoms via L-R, we use £, = 0.13 eV, which was
experimentally determined for O, plasma in a Pyrex tube [52]. We also include an L-R reac-
tion between gaseous CO and an adsorbed O atom, for which we use an activation energy of
0.10 eV, as experimentally determined in ref.[56] for a borosilicate glass-based heatshield
coating.

Langmuir-Hinshelwood Reactions The rate coefficient for recombination between a phy-
sisorbed and a chemisorbed O atom takes a similar form as Eq. (9), but with an additional
exponential factor containing the activation energy for recombination:[32]

k= V—Dexp <_ED> exp <_ET> — V—Dexp (_M> (11)
4 Rga,sT‘wall Rga,sT’wall 4 RgasT‘wall

As such, the extra exponential factor takes into account the probability for recombination
to occur upon diffusion of a physisorbed O atom to an occupied O chemisorption site. The
values of E, for L-H in Eq. (11) and L-R in Eq. (10) are considered to be the same [32].
Note that some models [34, 50, 51] also consider L-H recombination between physi-
sorbed atoms, which is assumed to occur with E, = 0.0 eV, i.e. so that the reaction barrier
becomes E,. The assumption that the recombination between physisorbed atom is barrier-
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less (except for the barrier associated with diffusion) is based on the fact that physisorbed
atoms only weakly interact with the surface. This reaction was studied computationally by
Marinov et al.[34] who investigated the effect of varying its activation barrier, and com-
pared the contribution of the reaction to the total recombination coefficient y. Even at £ =
0.0 eV the contribution of L-H between two physisorbed O atoms only became important
below a wall temperature of 300 K, as the coverage of physisorbed atoms rises at lower
temperatures [34]. Since our simulations are performed at relatively high temperatures of
500-1100 K, we do not consider this reaction here as it is not expected to be important, and
because of the uncertainties associated with its recombination barrier.

Lastly, we would like to mention that there is a lot of variation in the values of the dif-
ferent parameters governing the glass surface kinetics reported in literature [32]. We have
therefore investigated how varying these parameters affects our results for a single set of
conditions, and we discuss these results in the SI, section S4.

Rate Coefficients for Transition Metals

We consider four reaction types on the transition metal surfaces: adsorption, desorption,
L-H reactions and L-R reactions. As we calculate DFT energies for pure metal (111) surface
facets, without lattice defects or impurities, we consider only one site type on which spe-
cies can adsorb. This is in contrast with the glass surface used in our model, for which both
weak (i.e., physisorption) and strong (i.e., chemisorption) binding sites are considered, in
accordance with the empirical models described in literature [32, 33]. As only one site type
is considered for transition metals, surface diffusion (i.e., between different site types) is not
included in the model for the metal surfaces.

For adsorption, desorption and L-H reactions, the corresponding rate coefficients are
based on the energies calculated with our DFT simulations. For the L-R reactions, how-
ever, the DFT energies were combined with recombination coefficients from literature to
estimate the values of the associated rate coefficients. In the following sections we describe
how these rate coefficients, and their corresponding activation and reaction energies, are
calculated.

Adsorption and Desorption The rate coefficients for molecular adsorption are not described
by TST, but instead by the Hertz-Knudsen equation multiplied by an enthalpy-based stick-
ing coefficient:

A, ~AH?,
aas (12)

exp
\/ 2w mkagas RgasTgas

kads = kagas

If adsorption is endothermic, AH°,, is set equal to the standard reaction enthalpy. How-
ever, in most cases adsorption is exothermic and AH°,, is set to zero, so that the sticking
coefficient becomes one and Eq. (12) becomes equal to the Hertz-Knudsen equation. The
rate coefficient for the corresponding reverse reaction, i.e., desorption, is calculated through

detailed balancing:
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kads po
— 13
Keq kagas ( )

kdes =

In Eq. (13), the factor p"(k,,Tgas)’I corresponds to the number density at the standard pres-
sure p°, which is 10° Pa (1 bar). This is required to have consistent units, and because the
equilibrium constant K, is determined from DFT data, which were calculated for a refer-
ence pressure of 1 bar. The equilibrium constant is described by:

A G A H? AS?
Koy=exp| ——=—22 | =exp | — TEIR ) exp rLn 14
a P < RgasTwall> P < RgasTwall> < Rgas ) ( )
In which AG®,,,, AH®,,, and AS®,, are the standard reaction Gibbs free energy, enthalpy

and entropy, respectively, of adsorption, obtained from our DFT calculations (see below,
and Table S4 in the SI).

Langmuir-Hinshelwood Reactions The rate coefficients for reactions happening on transi-
tion metal surfaces are calculated using TST:

K kyTwaur AGH kyTwau A HY A St (15)
= e — = exp | ——=—— | ex
h P RgasTwall h P RgasTwall P Rgas

With & the Planck constant, and AG*°, AH*® and AS’° the standard Gibbs free energy,
enthalpy and entropy, respectively, between the transition and initial state, again obtained
from our DFT calculations (see below, and Table S4 in the SI). Note again that in our model
T,qu 18 set equal to T, The entropy of the surface species (adsorbates and transition states)

is calculated using the harmonic oscillator approximation. Hence, all degrees of freedom in
the surface species are treated as vibrational modes.

Reaction and Activation Energies The Gibbs free reaction energy is defined as the differ-
ence between the standard Gibbs free energies of the products and the reactants:

A G?xn, = Z productng - Z reactantsG: (16)

Similarly, the Gibbs free activation energy is calculated as the difference between the Gibbs
free energies of the transition state (TS) and the reactants. However, we ensure that the acti-
vation energy is never negative or below the reaction energy:

AGH=max (3 7562 = Y reactantsG2) + A G 0) (17)

The standard Gibbs free energies G° of the individual species are calculated from the (cor-
rected) species enthalpies H° and entropies S°, which are acquired from DFT:

G, =H? - Ezpg+ Hs ox—»1 — TS (18)
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In which Ep is the zero-point energy correction, Hj 7 is the correction for the change
in enthalpy with temperature, T is the wall or gas temperature (both are the same in our
model) and S, is the temperature-dependent species entropy. For surface species, the entropy
and correction on the enthalpy are acquired via the harmonic oscillator approximation, as
described in ref.[57]. This requires the vibrational frequencies of the surface species, which
are acquired from our DFT calculations and are listed in Table S4 in the SI, together with
the species enthalpies. For gas species, the enthalpy correction and entropy are calculated
using the ideal gas approach, which is also described in ref.[57]. The values of the param-
eters used in the ideal gas approximation are listed in Table S5 in the SI along with their
corresponding sources.

Simplified Expression for the Rate Equations To simplify the expressions of the reaction rate
coefficients used for transition metal surfaces in the model, while also including the cor-
rection on the enthalpy and entropy, we calculate the values of the rate coefficients for the
temperature range 100—1200 K and fit these to a modified Arrhenius expression:

et (3
ax T exp T (19)

In which a, b and c are fitting parameters. Equation (19) is frequently used in literature
to describe rate coefficients that have a more complex dependence on temperature than
described by the simple Arrhenius equation (i.e., for which b=0).[58, 59] Note that we
only use this approach for the rate coefficients of adsorption, desorption, and L-H reactions
on the transition metal surfaces. The rate coefficients acquired by fitting to Eq. (19) can be
found in the SI, Table S6. By fitting our calculated rate coefficients to Eq. (19), we acquire
a simple expression that incorporates the effect of the temperature-dependent entropy and
correction on the enthalpy, without the requirement to recalculate these thermodynamic
quantities at each temperature. This facilitates the use of the rate coefficients calculated in
this work by other researchers, especially for simulations in which the temperature is not
constant.

Langmuir-Rideal Reactions There is still much uncertainty on the kinetics of various L-R
reactions and their importance in plasma catalysis [60]. In kinetic models for plasma cataly-
sis, the rate coefficients for L-R reactions are often calculated using collision theory com-
bined with (estimated) sticking coefficients,[19, 61-65] or by TST in which the enthalpy
barrier is varied or assumed zero [12, 15]. Using a microkinetic model for NH; synthesis,
Engelmann et al.[12] illustrated that if L-R reactions would occur without enthalpy bar-
rier, this should result in high reaction rates for all transition metal catalysts used, yielding
a flat volcano curve when viewed on a logarithmic scale, in agreement with experimental
data [66]. On the other hand, various experimental studies show that for O atom recom-
bination on transition metal surfaces, most metals have indeed a high catalytic activity,
although there exist clear (yet less extreme) differences between the different metals [27,
67-70]. Additionally, as we will explain in the Results and Discussion section, our simula-
tions show that the high recombination coefficients for O atoms on transition metals can-
not be explained based on L-H reactions alone. Instead, we propose that at relatively low
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temperatures (<600 K), recombination of O atoms on metal surfaces occurs through an L-R
reaction between an impinging and a pre-adsorbed O atom. Only at higher temperatures,
O, formation via L-H between adsorbed O atoms becomes relevant. Assuming that the rate
coefficients for adsorption and L-R can be described by Egs. (7) and (10), respectively, the
activation energy for L-R can be calculated from the recombination coefficient y (i.e., by
solving the species balance equations at steady state):

E, = —Ryq,Tln (27> (20)

May et al.[70] reported values of 0.22 and 0.063 for the recombination coefficient of O at
r.t. on Ag and Cu surfaces, respectively. Using Eq. (20), the corresponding values for the
activation energy are calculated as 5.2 and 8.5 kJ/mol (0.054 and 0.088 eV) for Ag and Cu,
respectively.

To the best of our knowledge, there are no experimentally measured y values for O
recombination on Pd or Rh surfaces available in literature. Nevertheless, experimental stud-
ies [67—70] show that the activity of a metal for O atom recombination can be linked to its
chemical character (i.e., noble metal or not). Hence, y is typically the highest on Ag (~107!
at r.t.), followed by Cu (~107'-1072 at r.t.) and non-noble metals, like Fe (~1072 at r.t.) and
Ni (~1072 at r.t.). Note that exceptions to this rule do exist, most notably for Au, which has a
relatively low y (~1072-1073 at .t.) [67, 69, 70]. The observed trend appears to be the result
of the formation of either bulk metal oxide or a thin oxidation layer on the surface of most
metals [67-70]. Consequently, more stable metal oxides result in a lower catalytic activity
(i.e., a lower y value) of the corresponding metal. Indeed, if O binds less strongly to the
metal, it will be easier to remove the O atom from the metal surface (or oxide layer) during
the L-R reaction with an impinging radical from the gas phase [69].

Hence, we assume a linear correlation between the O binding strength of the metal and
its barrier for O recombination via L-R. Using the activation energies that we calculated for
Ag and Cu, and the O atom adsorption energies calculated from DFT, we then estimate the
values of the activation energies on Pd and Rh to be 7.6 and 9.6 kJ/mol (0.079 and 0.10 eV),
respectively. At 300 K this corresponds to y values of 0.09 and 0.04, respectively, which is in
the same range as typical values for other transition metals reported in literature [27]. Note
that we do not consider the formation of a bulk oxide in our simulations, however the forma-
tion of a layer of adsorbed O atoms can be seen as an initial step in oxidation of the metal.

In some of our simulations we also study the potential influences of the L-R reactions
between an adsorbed CO* molecule and an incoming O atom (see Sect. "Effect of L-R reac-
tions in plasma-catalytic CO2 splitting"). Since this requires the O atom to attack the C atom
from CO* (which is directed towards the surface), the reaction must be highly entropically
constrained. Therefore, we describe the rate coefficient for this reaction using Eq. (15) and
assume an entropy barrier equal to the loss of (translational) entropy of the impinging O
atom. The enthalpic part of the activation barrier is assigned a value between 0 and 0.2 eV
to illustrate its effect on the reaction.
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Correction for Diffusion To the Wall

To consider that the loss of species at the reactor wall may be limited by their rate of diffu-
sion to the wall, we apply a correction factor to the rates of adsorption and L-R reactions.
The mean lifetime (inverse loss frequency) of a species due to wall recombination can be
expressed as the sum of the mean time required for diffusion to the wall and that for reaction
at the wall:[71, 72]

T :Td’iff—"_TTLEthSS (21)

The mean time for diffusion to the wall 7, is calculated from the characteristic diffusion
length of the reactor 4, and the diffusion coefficient D:[71, 72]

A2 R \*1
UL 1 2
Tar=p <2.405) D @2

In which 4,=R/2.405, with R the radius of the reactor. The diffusion coefficient of the gas
species is estimated using:[72]

1 1 kaas Skaas
D=2l == g g 23
oo = 3 () | [0 3)

With / the mean free path, v,, the thermal velocity of the gas species, p the pressure, m the
mass of the species and d the kinetic diameter of the molecule. The values of d for CO,,
CO and O, are equal to 330 ppm, 376 ppm and 346 ppm, respectively [73]. The value for O
atoms is assumed similar to that of O,.[72]

The mean lifetime 7,,,, ,,,, of gas species near the surface before consumption due to sur-
face reactions (i.e., adsorption, L-R) is typically described by the recombination coefficient
y and the thermal velocity of the gas species. However, in our model, the recombination
of gas species at the surface is not considered as a single reaction step. Instead, we use a
detailed reaction mechanism in which the different surface reactions (adsorption, desorp-
tion, L-H, L-R, etc.) are included as separate reactions steps. Moreover, as long as steady
state is not reached, atoms and molecules can accumulate on the surface. Hence, we calcu-
late the mean lifetime of a gas species before it is consumed by surface reactions (when the
reaction is not diffusion-limited) as:

s

Nsites Z %, surf(c

T net loss — i R 24
s, Cs,i)ri ( )

52

In which the numerator equals the species density, and the denominator is the source term
for the net loss of the gas species s due to surface reactions (e.g., adsorption, L-R). We use
the same notation for the overall lifetime (=inverse loss frequency), but here we also include
a correction factor f; to take the effect of diffusion into account. If the loss of a gas species
at the wall is limited by diffusion, the density of this species near the wall will decrease,
limiting the consumption rate at the wall surface. By combining Egs. (21) and (24) we get:
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Ng + Mg
=T diff
Nsites Z i, s’u?‘f(fscéi - Cﬁi)ri ' Nsites Z i, surf (C

L _ (k) (25)
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T

Which can be rearranged into:

-1
; T di 1 -1
fs= (( n:ff Nsites T S s (QL — CR{) Ti) + Z i, Surfcfi,ri> : (Z i, surszL.,ﬂ'i> (26)
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The rate equations for adsorption and L-R reactions are then multiplied by the correction
factor f; of the gaseous reactant. In this way the overall loss of a gas species due to surface
reactions cannot exceed the rate for diffusion of the species to the wall. Note that f; is set to
1if Z i, Sm.f(cii — cﬁi)n is negative, i.e., if the gas species is net produced at the wall
surface. Hence, £, can have values between 0 and 1. As such, f; becomes 1 if the effect of
diffusion is negligible and the loss of species at the surface is not diffusion-limited. If recom-
bination of species at the surface is fast, the rate becomes limited by diffusion to the surface
and the value of f; drops.

We find that for the conditions under study, f; = 1.0 for loss of O atoms on the glass
surface. Hence, due to the low y values for glass, the loss of O atoms to the surface is not
limited by diffusion and the O atom density can be considered uniform along the radial
direction. This agrees with the work by Viegas et al.[74] for low-pressure DC O, glow
discharges at 1-10 Torr (1.3-13.3 mbar), who found that the O(*P) density along the radial
direction has an almost flat profile, based on 1D fluid dynamics simulations. Nevertheless,
we find that the effect of diffusion to the wall is relevant for the transition metals at most of
the conditions under study. Indeed, transition metals typically have higher y values for O
atom recombination than glass [27]. Hence, the fast loss of O atoms to the transition metal
surfaces causes the rate to become limited by diffusion to the walls. For the conditions under
study, we find that the f; values vary between 9.9x 1072 and 5.1x 107> for Ag, 1.9x 10! and
1.3x107 for Cu, 1.0 and 7.6 x 10~ for Pd, and 1.0 and 1.5x 107 for Rh.

Results and Discussion

The purpose of this study is to investigate how different transition metal catalysts affect
the recombination of radicals in plasma catalysis, which can both positively or negatively
impact the conversion, depending on the catalyst and conditions, like temperature, pressure,
and flow rate. Our combined plasma-surface microkinetic model simulates the reaction
kinetics, both in the gas phase and at the catalyst surface, for a low-pressure CO, discharge
in a cylindrical reactor with either a glass wall or a transition metal wall that functions as
the catalyst. The reactor is modelled as an initial discharge region (with glass wall) with a
length of 5.0 cm, followed by a 50.0 cm long afterglow region, with a glass or transition
metal wall surface.

Regarding the plasma-catalyst interactions, we focus exclusively on the exchange of
radicals and ground-state molecules between the plasma and the surface. We do not consider
the effect of vibrationally excited species on the surface chemistry, because of the follow-
ing reasons. Multiple microkinetic models have already studied the effect of vibrational
excitation on various plasma-catalytic reactions, including NH; synthesis,[9, 10, 12] CH,
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non-oxidative coupling,[11, 19] CH, partial oxidation,[15] CO, hydrogenation [14] and N,
oxidation [16, 17]. In these studies, the Fridman-Macheret (FM) a model [75] is used to
describe the drop in activation barrier for surface reactions involving vibrationally excited
species. However, the FM model is originally intended for gas phase reactions,[75] and is a
rough approximation. Moreover, the aforementioned microkinetic models [11, 12, 14-17]
predict that the vibrationally excited species have only a minor effect compared to plasma-
produced radicals, while both result in more facile reactant activation. It should however
be noted that a recent study [76] shows that the FM model significantly underestimates the
effect of vibrational activation on dissociative adsorption, when compared to values cal-
culated using molecular dynamics simulations, which also illustrates the inaccuracy of the
FM model. Additionally, based on the Polanyi-rules,[77] dissociative adsorption of CO, is
expected to have high efficiencies for vibrational activation, due to its late transition state
[78]. Yet, as we aim to disentangle the contributions of radicals and vibrationally excited
species on the surface chemistry, and want to avoid the use of the inaccurate FM model,
we focus exclusively on the effect of radicals and ground-state molecules. The effect of
vibrational excitation on the surface kinetics will, however, be investigated in future work
by our research group.

Note that the model and the different components of the chemistry set could unfortu-
nately not yet be validated with experiments, since, to the best of our knowledge, only very
limited diagnostic experimental data is available for low pressure CO, RF discharges, on
which we based our model. Moreover, the focus of this work is primarily on the interaction
of the plasma species (CO, O, and O) with the transition metal catalysts, for which model
validation against plasma diagnostic data would not be sufficient. Indeed, validation should
be carried out by in-situ catalyst surface diagnostics, for which unfortunately also no experi-
mental data could be found in literature. Hence, the reader should be aware that our model
has no predictive character, but it can hopefully still provide qualitative trends, and useful
insights in the underlying mechanisms, and in suitable catalysts and operating conditions.
For validation of the model and chemistry set in possible future work, we suggest simulating
a low-pressure CO, DC glow discharge, for which more detailed experimental diagnostics
are available, such as the work by Morillo-Candas et al.[72] However, we believe it would
be beneficial to first optimize and validate the chemistry for recombination of O atoms on
the glass surface, by comparing simulation results of low-pressure O, DC glow discharges,
against diagnostic experimental data, which is readily available in literature [52, 79].

In the following subsections, we will first illustrate the importance of L-R reactions for O
atom recombination into O,, as well as the potential effect of L-R reactions for CO oxidation
back into CO,. Next, we will discuss the reaction mechanisms and kinetics of CO, splitting
in a low-pressure plasma and its afterglow exposed to a non-catalytic (glass) or catalytic
(Ag) surface, for a single set of representative conditions. This serves as a basis for the fol-
lowing sections in which we will discuss how different types of transition metals can both
positively and negatively affect plasma-catalytic CO, splitting. Moreover, we will show that
whether a catalyst has a positive effect on the conversion, does not only depend on the type
of transition metal, but also on conditions, like temperature, pressure and flow rate. Hence,
the same type of catalyst can differently affect CO, conversion, depending on the reaction
conditions. We will end with a discussion on the optimal catalyst properties, i.e., which tran-
sition metal catalyst would be beneficial for (post-)plasma catalysis, and at which reaction

@ Springer



Plasma Chemistry and Plasma Processing (2025) 45:1849-1899 1871

conditions. We base this discussion on material characteristics of the catalysts (weakly or
strongly binding) and the insights obtained by our model.

Importance of Langmuir-Rideal Reactions for O Atom Recombination

To illustrate the importance of L-R reactions for O atom recombination, we compare the
evolution of the calculated O atom fractions for chemistry sets with and without L-R reac-
tions, for a pure O, plasma. Note that our model does not distinguish between “true” L-R
reactions and “hot atom” reactions. In the former, a gas species collides and reacts directly
with an adsorbate, while in the latter, a gas species hits the surface but does not fully adsorb
and retains some of its energy, allowing it to move over the surface and react with a fully
adsorbed species. Hence, in the framework of our model, L-R reactions refer to all reactions
in which a gas species does not occupy a surface site prior to reaction with an adsorbate.
Figure 2 (a) illustrates the importance of L-R reactions for O recombination, by com-
paring the evolution of the mole fraction of O atoms in the afterglow of an O, plasma for
different surface chemistry sets. We consider three cases, namely an Ag surface with and
without the inclusion of L-R reactions, as well as a glass surface. Note that we do not show
the results for other transition metals, as their curves largely overlap with those of Ag. Right
after the plasma, i.e., the start of the afterglow, the O atom mole fraction is slightly below
0.5, with the remaining component being mainly O, molecules (slightly above 0.5), hence
representing a dissociation degree of 32%. As can be seen in Fig. 2, the Ag chemistry set
with L-R reactions results in the fastest drop in the fraction of O atoms, while Ag without
L-R reactions shows the slowest consumption of O atoms, even compared to a glass surface.
However, from literature it is clear that most transition metals, especially Ag, are highly
active for O atom recombination, while glass surfaces are typically relatively inert for O
atom recombination [27]. Indeed, most literature studies report y values above 0.1 for Ag,
while y values for glass surfaces are typically between 1072—107>.[27] As such, the fraction
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Fig. 2 Effect of the surface chemistry on the spatial evolution of the mole fraction of O atoms in the
afterglow of an O, plasma. In (a) three surface chemistry sets are considered: an Ag surface, both with
and without L-R reactions, as well as a glass surface. In (b) the effect of lowering the activation barrier of
O* + O* — O,* + * is illustrated, for the Ag surface without L-R reactions. Conditions: T=500 K, p=5
mbar and flow rate=100 sccm
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of O atoms in the afterglow should decline much faster for an Ag wall compared to a glass
wall. Hence, L-R reactions should play an important role in O atom recombination on transi-
tion metal surfaces. Indeed, we find that when only L-H reactions are considered for O atom
recombination on the Ag surface, this reaction occurs very slowly (Fig. 2 (a)), which is not
in agreement with the high recombination coefficients that are observed experimentally for
this metal. We therefore suggest that a second type of surface reactions, namely L-R reac-
tions, plays an important role in the recombination of O atoms on transition metal surfaces
at 500 K.

While not shown in Fig. 2 (a), the O* coverages on the Ag surface are very high: above
0.99 when only L-H reactions are accounted for, and between 0.77 and 0.89 when L-R
reactions are also considered. Hence the rate of the L-H reaction, which has a second order
dependency on the O* coverage, is not limited by the availability of adsorbed O*, but
instead by the low rate coefficient of this reaction at 500 K. Note that the O* coverages are
slightly lower if O atom recombination via L-R is included in the chemistry set, as this reac-
tion removes part of the adsorbed O*.

If we calculate the y values for the conditions used in Fig. 2 (a), we find values of 0.44,
0.13, 0.16 and 0.10 for Ag, Cu, Pd and Rh, respectively, when L-R reactions are accounted
for. When L-R are not included, however, the y values are unrealistically low, with values
in the order of Magnitude of 1071078 for Ag, 107'® for Cu, 107°~107'° for Pd, and 10°°
for Rh. For reference, the recombination coefficient y of the glass surface in Fig. 2 is equal
t02.0x107,

The effect of L-R reactions is two-fold: on one hand it enables more facile production
of O, compared to when only L-H reactions are considered, on the other hand it aids in the
removal of adsorbed O* atoms from the surface. The latter results in lower O* coverages
and thus less O* poisoning, which in turn improves adsorption of new O atoms from the
gas phase, due to the higher availability of free surface sites. Note that as temperature rises,
the contribution of L-H reactions may increase, as traversing the activation barrier becomes
easier. While not shown in Fig. 2 (a), we find that as the temperature rises above 600-650 K,
O atom recombination on transition metals via L-H reactions alone becomes sufficiently fast
to reach the high recombination coefficients reported in literature for O, plasma.

Nevertheless, we must note that the high experimental recombination coefficients for
O atoms on transition metals may also be caused by other effects than those of L-R reac-
tions. For example, our model does not consider the destabilization of adsorbed O* atoms
due to lateral adsorbate-adsorbate interactions, which may lower the barrier for O* atom
recombination to O,.[80-82] We therefore investigated how lowering the barrier for O*
atom recombination via L-H affects our results for the Ag surface without L-R reactions.
These results are displayed in Fig. 2 (b), which shows that lowering the activation barrier by
0.2 eV has only a small effect on the O, mole fraction in the afterglow, while reducing the
activation barrier by 0.3 eV gives O, mole fractions that are similar to the glass surface in
Fig. 2 (a). When the barrier is further decreased by 0.4 and 0.5 eV (Fig. 2 (b)), the O, mole
fraction becomes comparable to the case where L-R reactions are considered Fig. 2 (a).
Hence, if lateral adsorbate-adsorbate interactions between O* are sufficiently strong, so that
the activation barrier for L-H reactions is lowered by approximately 0.4 eV, this effect may
also explain the facile O* atom recombination on transition metal surfaces.

Lastly, a second effect that is not considered by our model is the formation of bulk oxides.
Indeed, high surface coverages of O* atoms, i.e., similar to a thin oxide film, can initiate
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the formation of bulk metal oxides [83]. Moreover, oxide formation is often reported in
literature for metal surfaces exposed to a flux of O atoms [67—70]. Hence, the kinetics for
adsorption and recombination of O atoms on bulk metal oxides, which do not necessarily
occur via the same reaction mechanisms as on the corresponding transition metals, are likely
to be important as well. This is, however, outside the scope of this work.

Effect of L-R Reactions in plasma-catalytic CO, Splitting

As discussed in Sect. "Importance of Langmuir-Rideal reactions for O atom recombina-
tion", we hypothesize that L-R reactions play an important role in the recombination of O
atoms on transition metal surfaces. As O atoms are present in large amounts in CO, plas-
mas, surface recombination of O atoms into O, can also play an important role in plasma-
catalytic CO, splitting. Importantly, if a catalyst surface can selectively recombine O atoms
into O,, thus avoiding that they recombine with CO back into CO,, this could improve the
overall CO, conversion.

To illustrate how L-R reactions can affect the recombination of O atoms in CO, split-
ting, we simulated a CO, plasma afterglow in contact with a Rh surface, again using dif-
ferent surface chemistry sets. These results are presented in Fig. 3, which shows the mole
fractions of O atoms (a), O, (b), and CO (c) as function of position in the afterglow. Right
after the plasma, i.e., the start of the afterglow, the O, O, and CO mole fractions are about
0.022, 0.0035 and 0.028, respectively, while the majority of the mixture is CO, with a mole
fraction of 0.95. This corresponds to a dissociation degree of 2.9% for CO,, and particle
densities of 1.6x10'%, 2.3x 10", 2.0x 10" and 6.9x10'® cm™ for O, O,, CO and CO,,
respectively. These mole fractions are calculated with our model for T=500 K, p=5 mbar,
a Mass flow rate of 100 sccm, and a plasma power of 100 W (corresponding to an SEI
of 13.8 eV/molecule). For comparison, Rond et al.[84] investigated CO, splitting in a RF
plasma torch for pressures ranging from 1 to 2 mbar, Mass flow rates between 100 and 300
sccm, plasma powers between 80 and 160 W, and SEI’s between 6.1 and 18.2 eV/molecule.
These authors report CO, dissociation degrees between 2% and 13%, and CO and O densi-
ties ranging from 2 x 10'* to 8 x 10'* cm>.[84] Note that the dissociation degree is naturally
larger at lower pressures. Hence, our calculated mole fractions are indeed representative for
a low-pressure CO, RF plasma.

The red curves in Fig. 3 represent the results for a chemistry set in which only adsorption,
desorption and L-H reactions are possible on the surface. For the blue curves, an additional
(L-R) reaction is included, namely O+0O* — O, + *, to which we refer as L-R1. As can
be seen in Fig. 3 (a), the possibility for O atoms to recombine into O, via L-R1 results in
a slight drop of the O mole fraction, yet the recombination of O atoms on the Rh surface
remains quite slow. Indeed, the O mole fraction near the outlet is still about 83% of the value
in the plasma for the blue curve. The slight drop in the O mole fraction is accompanied by a
small rise in the mole fraction of O,; see Fig. 3 (b), red and blue curves.

The reason that O recombination is slow on Rh for a CO, plasma, even if L-R1 is
accounted for, is because of the strong CO-binding on this transition metal. As L-R1 results
in the facile removal of O* from the surface, it lowers the O* coverage and thus enhances
the fraction of free sites. Yet, on Rh these free sites are rapidly occupied by CO* molecules,
as these bind strongly to the surface. This consequently leads to CO* poisoning of the
surface, which keeps the catalyst activity low. Note that this is mainly a problem for strong
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Fig. 3 Effect of L-R reactions on
the spatial evolution of the mole
fractions of O atoms (a), O, mol-
ecules (b), and CO molecules (c)
for a CO, plasma afterglow in
contact with a Rh surface. Two
L-R reactions are considered:
0+0* — 0,+* (L-R1) and
0+CO* — CO, + * (L-R2). The
base chemistry set, without L-R
reactions (red line), is expanded
with L-R1 (blue line), or both
L-R1 and L-R2 (green lines).
The activation enthalpy (E,)

of L-R2 is varied from 0.00 to
0.20 eV (light to dark green).
Conditions: T=500 K, p=5 mbar
and flow rate=100 sccm
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binding catalysts at relatively low temperature (500 K), as CO desorption will improve at
higher temperatures (see Sect. "Effect of temperature on plasma-catalytic CO2 splitting" for
the effect of temperature for different transition metals).

This effect raises the question whether adsorbed CO* molecules can also efficiently react
with incoming O atoms via an L-R reaction, as this would significantly improve the activ-
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ity of strong binding catalysts. Nevertheless, to the best of our knowledge, there are no
rate coefficients available for this reaction on transition metal surfaces. Yet, we can expect
that the L-R reaction of O with adsorbed CO* is more difficult than with O*, as the for-
mer requires the O atom to attack the C of CO*, which is directed to the surface and thus
shielded by the rest of the CO* molecule.

To illustrate the potential effect of the reaction O +CO* — CO, + *, we include it in the
simulations for Fig. 3 (green curves), in which this reaction is labeled as L-R2. As discussed
in the subsection on Langmuir-Rideal reactions in Sect. "Rate coefficients for transition
metals", we set the entropy barrier of this reaction equal to the loss of the translational
entropy of the incoming O atom, due to the high constraints associated with attacking the C
of CO*. The enthalpy of activation is varied from 0.00 to 0.20 eV (corresponding to the light
to dark green curves, respectively). In this way, we illustrate the potential effect of L-R2 on
the O and O, fractions, depending on how facile the reaction can occur.

As shown in Fig. 3 (a), the recombination of O atoms improves when L-R2 is allowed
to occur in addition to L-R1. As is evident from the green curves, a lower activation barrier
for L-R2 further enhances the recombination of O atoms on the surface and thus reduces
the O fraction in the afterglow. Interestingly, the faster drop of the O atom fraction in Fig. 3
(a) also corresponds to a faster rise of the O, fraction in Fig. 3 (b). This is caused by the
improved removal of CO* molecules from the surface as the barrier for L-R2 drops, and
thus the recombination of CO* with O becomes easier. As this reduces the CO* poisoning of
the surface, it leads to more free sites on which O atoms can adsorb, which in turn enhances
the recombination of O with O* to O, (i.e., L-R1). Hence, allowing O atoms to recombine
with adsorbed CO* can also improve the recombination between O and O*, by lowering
surface poisoning. Nevertheless, the maximum O, fraction in Fig. 3 (b) becomes slightly
lower upon lowering the activation energy for L-R2, due to more O atoms recombining with
CO%*, rather than with O*. This is also visible in Fig. 3 (c), as the curves that correspond to
the lowest barriers for L-R2 result in the lowest CO mole fractions. Note that the red and
blue curves in Fig. 3 (c) overlap, as no CO is consumed on the Rh surface when L-R2 is not
considered.

Additionally, the maxima in the O, curves (Fig. 3 (b)) are followed by a consistent drop
of the O, fraction. This is because thermal-catalytic CO oxidation (i.e., oxidation by O*
originating from the dissociative adsorption of O,), becomes the main surface reaction when
O atoms start to get depleted. Indeed, with less remaining plasma-produced O atoms or
other plasma species, thermal catalysis becomes the dominant reaction mechanism. This
can also be observed in Fig. 3 (c), as the CO mole fraction seems to briefly stabilize when
the O atoms in the gas drop, followed by a linear decline of the CO mole fraction once the O
atoms approach depletion and thermal catalysis becomes the dominant mechanism for CO
oxidation. Note, however, that thermal catalytic CO oxidation in Fig. 3 is only possible due
to a small amount of remaining O atoms in the gas phase, which avoids that the Rh surface
becomes fully poisoned by O* (from O,) or CO*. If the O atoms are fully depleted, the
Rh surface only becomes active for thermal catalytic CO oxidation at temperatures above
900 K, as we will discuss in Sect. "Rh and Pd surfaces".

As CO oxidation produces CO,, the mole fraction of CO, behaves opposite to that of
CO, i.e., the CO, mole fraction rises as that of CO drops and vice versa, and is therefore not
included in Fig. 3. Since CO, is thermodynamically favored over CO and O, at the condi-
tions of temperature and pressure under study (500 K, 5 mbar), the Rh surface will catalyze
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the oxidation of CO to CO, which consumes the O, formed in the first part of the reactor.
This illustrates that the presence of a catalyst material in plasma catalysis (either in- or post-
plasma) does not necessarily have a positive effect on the CO, conversion, but that the effect
of the catalyst can differ, depending on the reaction conditions and the stage of the reaction.

To gain a better understanding of whether a catalyst will have a positive or negative effect
on the global reaction, we will study how different transition metal catalysts (Ag, Cu, Pd
and Rh) perform relative to each other and a glass surface, for different conditions of tem-
perature, pressure and residence time in the next sections. Note that due to the uncertainty
(i.e., lack of a rate coefficient) for the L-R reaction between O and CO* (L-R2), we will
exclude this reaction from the chemistry sets of the transition metals in the rest of the paper.
This choice is justified, as this reaction is likely difficult because the O atom would have to
attack the C atom of CO*, which is directed towards the surface. Also, it will mainly have
an impact on conditions that are sensitive to CO* poisoning, namely for catalysts that bind
CO* strongly (i.e., Pd and Rh) at low temperature (500 K). However, we do include the
recombination of O atoms through L-R (L-R1) in all subsequent simulations, as we illus-
trated the importance of this reaction in Sect. "Importance of Langmuir-Rideal reactions for
O atom recombination".

The Mechanism of low-pressure plasma-catalytic CO, Splitting

In this section, we provide insight into the reaction kinetics of CO, splitting in a low-pres-
sure plasma and its afterglow exposed to a non-catalytic (glass) or catalytic (Ag) surface, for
a single set of (representative) conditions (namely 1100 K, 5 mbar and 100 sccm). Hence,
we first discuss the reaction mechanisms at play, providing a basis for the next sections
where we discuss how different reaction parameters (catalyst, temperature, pressure and
flow rate) affect the kinetics and thus the product yield.

Figure 4 shows the main loss and formation reactions of CO, (a), O atoms (b), CO (c)
and O, (d) in the plasma (first CSTR unit). Destruction of CO, happens predominantly
via electron impact dissociation into CO and O('D), and to a lesser extent via dissociative
attachment, as well as dissociation upon collision with CO(A’P). The main mechanism for
CO, formation (i.e., back-reactions) is via an L-R reaction between CO and a chemisorbed
O atom (O*) (Fig. 4(a)). Likewise, chemisorption is the main loss reaction for O atoms in
the plasma, next to electron impact excitation to O('D) and the L-R reaction with a chemi-
sorbed O* atom to form O, (Fig. 4(b)). Note, however, that most of the O('D) formed via
electron impact dissociation of CO, or excitation of ground-state O, undergoes de-excitation
by collisions with CO, to again form ground-state O atoms. This is also the main reaction
for the formation of ground-state O atoms. Other important O formation reactions are elec-
tron detachment from O~ and CO, dissociation upon collision with CO(A®P). The main
loss reactions of CO (Fig. 4(c)) are the back-reaction to CO, via L-R with a chemisorbed
O* atom, as well as electron impact excitation to CO(AP). The main formation process of
CO is electron impact dissociation of CO,, followed by dissociative attachment of CO,, de-
excitation of CO(A’P), as well as, CO, dissociation upon collision with CO(A’P). Lastly,
0, is formed via L-R between gaseous and chemisorbed O atoms, while a small amount of
the formed O, is destroyed via electron impact dissociation (Fig. 4(d)).

To summarize, CO, dissociates in the plasma, which occurs predominantly via electron
impact dissociation to CO and O('D). The latter species de-excites to form ground-state O
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Fig. 4 The main loss (hatched bars) and formation (full bars) reactions and their corresponding rates for
CO, (a), O atoms (b), CO (¢), and O, (d) in the plasma. Conditions: T=1100 K, p=5 mbar and flow
rate=100 sccm

atoms, which adsorb on the chemisorption sites of the glass surface that encloses the plasma.
The chemisorbed O* atoms are then either converted back to CO, via an L-R reaction with
an impinging CO molecule, or they form O, via L-R with an impinging O atom.

Figure 5 presents the calculated mole fractions of gas species (a), fractional surface cov-
erages (b), O atom loss rates (c) and net surface rates (d) for a CO, plasma afterglow in
contact with a (non-catalytic) glass surface. Figure 5 (a) displays the mole fractions of the
main gas species except for CO,, which makes up most of the gas phase. As can be seen, the
mole fraction of O drops in the afterglow, as O atoms chemisorb on the glass surface and
recombine with incoming CO molecules or other O atoms to form CO, or O,, respectively.
Consequently, the CO fraction drops as well, and the O, fraction rises, until the O atoms
are depleted.

While the chemisorption sites are initially mostly covered with O* atoms, the depletion of
O atoms in the gas phase causes a similar decline in the coverage of chemisorbed O* atoms
(O*,; Fig. 5 (b)). Note that the fraction of physisorbed O atoms (O*)) is extremely low and
the physisorption sites are almost empty. This is due to the high temperature (1100 K) con-
sidered here, as desorption of the weakly bound physisorbed O* atoms occurs very easily.
However, even at 500 K most of the physisorption sites are still empty.

Figure 5 (c) displays the total net loss rate of O atoms on the glass surface (red curve),
as well as the maximum rate for diffusion of O atoms from the bulk gas to the reactor walls
(dashed grey line). As can be seen, the net loss rate for O atoms on the surface is well below
the diffusion limit, hence the loss of O atoms is not limited by diffusion. Note that at the
low-pressure conditions used in this work (0.5—10 mbar) the loss of O atoms due to gas reac-
tions is negligible compared to recombination on the surface. To illustrate this, the rates of
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Fig.5 Mole fractions (a), fractional surface coverages (b), O atom loss rates (¢), and net surface rates (d)

of a CO, plasma afterglow in contact with a glass surface. *,, *,, 0%, and O*; in (b) and (d) represent

empty surface sites for physisorption/chemisorption, and physisorbed/chemisorbed O atoms, respective-
ly. Conditions: T=1100 K, p=5 mbar and flow rate=100 sccm

three-body recombination of O atoms, with either O or CO, to O, and CO, are also plotted
in Fig. 5 (c).

Finally, the net rates of the main surface reactions are plotted in Fig. 5 (d). The main
surface pathways on the glass surface involve chemisorption of O atoms, followed by their
recombination with either incoming CO or O atoms, via L-R reactions. Right after the
plasma, when a significant amount of O is still present in the gas phase, the rates of the L-R
reactions that form CO, and O, are similar (although the latter is slightly lower), but the
rate of the L-R reaction with O atoms drops faster as a function of position in the afterglow,
due to O atom depletion. In contrast, the rate of the L-H reaction between physisorbed and
chemisorbed O* atoms is about two orders of magnitude lower compared to that of the L-R
reactions, due to the low coverage of physisorbed O atoms. The rates of L-R reactions with
physisorbed O atoms are even lower and therefore not shown in Fig. 5 (d). The rates of all
surface reactions drop as the O atoms in the gas phase become depleted.
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In analogy with Figs. 5 and 6 illustrates the calculated mole fractions of gas species (a),
fractional surface coverages (b), O atom loss rates (c) and net surface rates (d) for a CO,
plasma afterglow in contact with a (catalytic) Ag surface. The mole fraction of O atoms
now drops much more rapidly at the start of the afterglow, as compared to the glass surface
(Fig. 5 (a)), which coincides with a rise of the O, fraction; see Fig. 6 (a). Following the
depletion of the O atoms, the fractions of both CO and O, decrease slowly when moving
along the afterglow, due to thermal catalytic CO oxidation.

The coverages on the Ag surface remain relatively stable throughout the afterglow,
although the O* coverage shows a drop near the start of the afterglow due to fast depletion
of the O atoms in the gas phase (Fig. 6 (b)). However, this drop of the coverage remains
limited, as adsorbed O* is formed via adsorption and subsequent dissociation of O,, once O
in the gas phase is depleted. Also note that the majority of the surface is empty, which is a
consequence of the high temperature and the weakly binding character of Ag. However, the
surface coverages for the other, more strongly binding metals considered in this work are
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Fig.6 Mole fractions (a), fractional surface coverages (b), O atom loss rates (¢), and net surface rates (d)
of a CO, plasma afterglow in contact with an Ag surface. The dashed line in (d) indicates a negative rate.
Conditions: T=1100 K, p=5 mbar and flow rate=100 sccm
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clearly higher. For reference, the O* coverages are between 0.39 and 0.98 for Cu, between
0.026 and 0.47 for Pd, and above 0.98 for Rh, when using the same reaction conditions as
those in Fig. 6.

As can be seen in Fig. 6 (¢), the net loss rate of O atoms on the surface becomes limited
by diffusion in this case, due to the fast recombination of O atoms on the Ag surface, i.e.
the red and the dashed grey curves overlap. Also note again that due to the low-pressure
conditions O atom recombination in the gas phase is substantially slower compared to on
the surface.

Finally, Fig. 6 (d) shows the net rates of the reactions on the Ag surface. Near the start of
the afterglow, when O atoms are still present in the gas phase, the main surface pathway is
O atom adsorption and recombination to O, via L-H (hence, between adsorbed O*). Recom-
bination between adsorbed O* and CO* into CO, is not favored, due to the low CO* cover-
age at 1100 K. However, as the temperature decreases, the contribution of CO, formation,
relative to O, formation will increase. Likewise, the contribution of O, formation via L-R
(hence, with incoming O atoms) is negligible for Ag at 1100 K, but will be more important
for more strongly binding catalysts and lower temperatures; see next sections. Hence, at
high temperatures, the rate of the L-H reaction exceeds that of the L-R reactions, despite the
lower O* coverages at high temperatures, as the rate coefficient of the L-H reaction rises
more strongly with temperature between 500 and 1100 K relative to that of the L-R reaction.
Importantly, following the depletion of the O atoms in the gas phase, the rate of O adsorp-
tion drops and O,* starts dissociating into O* instead. This is indicated by the dashed blue
line in Fig. 6 (d), which represents a negative value for this rate (i.e., the reaction proceeds
to the left). The O* formed by dissociation of O,* subsequently oxidizes adsorbed CO* into
CO, (green line). To summarize, O atoms adsorb on the Ag surface and recombine via a
L-H reaction to form O,. However, once the O atoms in the gas phase are depleted, thermal
catalytic CO oxidation will occur, which again forms CO,, thereby reducing the overall CO,
conversion.

Note that the enthalpy correction and entropy of the surface species are calculated using
the harmonic oscillator approximation, as discussed in Sect. "Rate coefficients for transition
metals". To investigate the impact of this assumption, we also simulated the conditions used
in Fig. 6 with the free translator approximation, in which surface species are assumed to
retain two translational degrees of freedom (i.e., free translation over the surface along two
dimensions). We find that if the free translator approximation is used, the rate of thermal-
catalytic CO oxidation rises, due to stronger increase in entropy upon dissociation of O,*
into O*, which enhances the dissociation rate. This results in a faster drop of the O, and CO
mole fractions in the plasma, compared to when the harmonic oscillator approximation is
used. A detailed discussion of these results is presented in section S8 of the SI.

Effect of Temperature on plasma-catalytic CO, Splitting

In this section we will demonstrate how the optimal catalyst for plasma-catalytic CO,
splitting is affected by the temperature. We consider L-H reactions, as well as O atom
recombination via L-R, which has been shown to be important (see Sect. "Importance of
Langmuir-Rideal reactions for O atom recombination"), but not the L-R reaction between O
atoms and adsorbed CO*, for the reasons explained above.
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Figure 7 shows the mole fractions of O, and CO in the afterglow of a CO, plasma at 500,
800 and 1100 K, and for different transition metal and glass walls. Note that the mole frac-
tion of O atoms in the gas phase is approximately equal to 7, — 21, (due to the stoichiom-
etry of CO, splitting into CO+O, with the O atoms partially recombining into }2 O,), while
the remaining part of the gas mixture consists mainly of CO,. Other plasma species, like
ions, electronically excited species, C atoms and Oj, occur only in small amounts and are
therefore not relevant for further discussion. The role of the catalyst is thus to reduce recom-
bination between CO and O back to CO,, by enhancing the recombination of O atoms to O,.

Note that we compare plasma catalysis with transition metal catalysts, to a plasma and
afterglow that are in contact with a glass surface (i.e., the walls of the glass tube surround-
ing the RF plasma). The latter serves as a reference case for the plasma (afterglow) without
catalyst. This is because at the low pressures under study (0.5—10 mbar) the recombination
of the plasma species occurs predominantly at the reactor walls, as recombination in the gas
phase is very slow. Hence, the formation of O, and CO, and consumption of O atoms in the
bulk gas of the afterglow is negligible compared to the reactions on the surface (except for
Pd and Rh at 500 K, which are strongly poisoned, see Sect. "Rh and Pd surfaces"). For ref-
erence, if we use the same conditions as in Fig. 7 and neglect surface reactions, the O atom
mole fraction drops only slightly: from 3.38 x 1072 in the plasma to 3.02 x 1072 at the end of
the afterglow at 500 K, and from 5.54 x 102 to 5.48 x 1072 at 1100 K. At 500 K, about 94%
of the O atoms that recombine in the bulk gas during their residence time form O,, while
at 1100 K this is about 50%. Hence, at the low-pressure conditions studied in this work,
recombination reactions in the gas phase are too slow and therefore not important.
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Fig. 7 Evolution of the mole fractions of O, (a, b, ¢) and CO (d, e, f) with position in the afterglow of a
CO, plasma. The results are plotted for different wall surfaces (transition metals and glass) and tempera-
tures, i.e., 500 K (a, d), 800 K (b, €) and 1100 K (¢, f). Other conditions: p=5 mbar and flow rate=100
sccm
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Cu Surface

As can be seen in Fig. 7 (a) and (b), for 500 and 800 K, respectively, Cu gives the highest O,
fraction of all studied Materials, while at 1100 K, Cu performs significantly worse compared
to most other materials (see Fig. 7 (c)). Indeed, at 1100 K the O, mole fraction quickly drops
in the afterglow, while at lower temperatures the O, fraction for the Cu surface initially rises
with position and then stays more or less constant (or declines only very slightly). Evidently,
the initial rise in O, fraction can be explained by the recombination of O atoms on the sur-
face to form O,. At 500 K (Fig. 7 (a)) the O, fraction for Cu remains stable after depletion
of the O atoms in the gas phase, as the surface is not thermally active yet. For 800 K (Fig. 7
(b)) the Cu surface starts to become slightly thermally active for CO oxidation, resulting in
a very slow decline, which is however difficult to notice in (Fig. 7 (b). As the temperature
increases further to 1100 K (Fig. 7 (c)), the Cu surface becomes fully thermally active,
resulting in a quick consumption of the O, molecules in the afterglow. These effects are also
visible in the mole fractions of CO. Figure 7 (d) and (e) show that the CO fraction at 500 and
800 K remains fairly stable, as almost no CO* is oxidized by adsorbed O* radicals or O,.
Note that the curves for Cu and Pd in Fig. 7 (d) overlap. At 1100 K, the higher temperature
causes the Cu surface to become fully active for thermal catalysis, resulting in a steep drop
of the CO* fraction directly after the plasma, as illustrated in Fig. 7 (f).

Glass Surface

The O, fraction for the glass surface at 500 and 800 K (Fig. 7 (a) and (b), respectively)
behaves similarly to that of Cu, i.e., the O, fraction initially rises due to O atom recombi-
nation and remains constant once the O atoms are depleted. However, the glass surface is
not active in thermal catalysis (i.e. in the absence of O atoms) and will thus not become
thermally active at higher temperatures. Hence, even at 1100 K the O, fraction in the gas
phase will initially increase and subsequently remain constant; see Fig. 7 (c). Contrary to
Cu, however, the glass surface also facilitates recombination between CO and adsorbed O*
radicals, even at low temperatures. This results in an initial drop of the CO fraction for the
glass surface at all temperatures studied (see Fig. 7 (d), (e) and (f)).

Ag Surface

While Cu is the best performing catalyst at 500 K for producing both O, and CO in the CO,
plasma afterglow, but one of the worst performing at 1100 K, this trend is reversed for Ag.
Indeed, Ag gives the lowest O, fractions at 500 K (Fig. 7 (a)), yet has the highest O, frac-
tions at 1100 K in most of the plasma afterglow (Fig. 7 (c)), compared to the other materi-
als. Only glass outperforms Ag at 1100 K near the end of the reactor. While Ag and Cu are
both relatively weakly binding catalysts, Ag is still more weakly binding compared to Cu.
Hence the breaking of bonds between adsorbates and the Ag surface and the formation of
new bonds between these adsorbates is easier on Ag. Consequently, the Ag surface can
more easily form bonds between adsorbed O* atoms and CO* molecules via L-H reactions,
which is favored over O atom recombination into O, at 500 K, as can be seen in Fig. 7 (a)
and (d). Almost no O atom recombination into O, occurs for Ag at 500 K, as the O, fraction
in Fig. 7 (a) remains constant throughout the entire afterglow. On the other hand, the CO
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fraction shows a steep decline for Ag, near the start of the afterglow, and remains constant
once the O atoms are depleted, as shown in Fig. 7 (d). Indeed, Ag is a weakly binding cata-
lyst and thus requires high temperatures to be able to break the bond in O,. Therefore, Ag
requires the presence of O atoms to be able to oxidize CO at low temperatures, just like it
needs high temperatures to become active for thermal-catalytic CO oxidation. However,
as the temperature increases, the Ag surface becomes more selective towards O,, and less
towards the back-reaction into CO,. Indeed, by comparing Fig. 7 (a), (b) and (c¢) it is clear
that the maximum in the curve of the O, mole fraction for Ag becomes strongly enhanced
at higher temperatures. This is due to the more facile desorption of CO molecules and thus
lower CO* coverages with rising temperature. Hence, less O* will recombine with CO* and
more will recombine with other O atoms, via either L-H or L-R reactions, as the temperature
increases. Moreover, since Ag is more weakly binding than Cu, Ag allows for easier CO*
desorption, and has more difficulty breaking the O, bond. Thus, at high temperature Ag will
be more selective towards O, formation and less active for thermal-catalytic CO oxidation
compared to other metals, as can be seen at 1100 K in Fig. 7 (c). At both 800 and 1100 K
(Fig. 7 (b) and (c)), the curve of the O, fraction for Ag shows a clear maximum due to the
initial recombination of O atoms into O,, followed by O, consumption via thermal-catalytic
CO oxidation. Based on the O, fraction at the Maximum, Ag is the best performing catalyst
at 1100 K, however thermal catalysis (oxidation of CO into CO,) causes the O, and CO
fractions to drop later in the reactor. This illustrates the importance of controlling thermal-
catalytic back-reactions that occur in combination with plasma-catalytic CO, splitting. This
may be possible by limiting the catalytic region in the reactor, or by changing the residence
time.

Rh and Pd Surfaces

The results for Rh and Pd at 500 K are similar to each other, i.e., the O, fractions for both
catalysts rise slowly throughout the reactor due to recombination of O atoms, as shown in
Fig. 7 (a). Likewise, the CO fractions of Rh and Pd remain quasi constant at 500 K and the
curves for both catalysts overlap, as illustrated in Fig. 7 (d). As we explained in Sect. "Effect
of L-R reactions in plasma-catalytic CO2 splitting", the low activity and slow O atom
recombination is due to CO* poisoning of these catalysts at 500 K. Whether these results
are accurate or not depends on the possibility for O atoms to recombine with adsorbed CO*
via an L-R reaction, as also discussed in Sect. "Effect of L-R reactions in plasma-catalytic
CO2 splitting". If that reaction is sufficiently easy, CO* poisoning would be avoided, and O
atom recombination would be much faster. Nevertheless, at higher temperatures CO* poi-
soning disappears, regardless of whether L-R between O atoms and CO* is considered, as
CO* gains sufficient energy to desorb. Indeed, Pd is highly active for thermal-catalytic CO
oxidation at 800 and 1100 K, causing an immediate drop of both the O, and CO fractions at
the start of the afterglow (Fig. 7 (b, ) and (c, f), respectively).

At 800 K, the Rh surface also catalyzes CO oxidation, causing a drop in the mole frac-
tions of O, and CO, see Fig. 7 (b) and (e). However, in contrast with the Pd surface, Rh is
not active for thermal catalysis at 800 K, and the consumption of O, and CO stops once the
O atoms in the gas phase are depleted. This can be explained by the removal of adsorbed O*
by incident O atoms via L-R, which opens up free sites on which CO can adsorb. Once the
O atoms are depleted, however, the surface is poisoned by adsorbed O*, formed by O, dis-
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sociative adsorption. This stops further CO oxidation. At 1100 K, Rh behaves similar to Ag,
i.e., initially the O, fraction rises due to O atom recombination, followed by O, consumption
through thermal-catalytic CO oxidation (Fig. 7 (c)). However, in contrast with Ag, the Rh
surface recombines less O atoms into O, and is more selective towards CO oxidation by O
atoms. Hence, the maximum in the O, fraction is lower and the initial drop in the CO frac-
tion is steeper for Rh compared to Ag (see Fig. 7 (¢) and (f) for O, and CO, respectively).

Summary

In summary, the optimal catalyst depends both on its activity for O atom recombination
into O,, as well as for thermal catalytic CO oxidation into CO,. Indeed, Cu performs well
at low to intermediate temperatures, as it selectively recombines O atoms into O, via L-R
reactions, and thus avoids recombination of O atoms with CO back to CO,. Yet, at high
temperatures Cu becomes active for thermal catalytic CO oxidation, causing a drop in the
CO and O, mole fractions. Conversely, Ag performs very bad at low temperatures, as its
weakly binding character enables facile recombination between adsorbed O* atoms and
CO* to form CO, via the L-H mechanism. Yet, at high temperatures Ag performs very well
compared to the other catalysts, as less CO* remains adsorbed on the surface to recombine
with O*, and the difficult dissociation of O, on Ag results in a relatively low rate for thermal
catalytic CO oxidation. Pd is very active for thermal catalytic CO oxidation, except at low
temperatures at which it is poisoned by CO¥*, and thus performs bad for plasma-catalytic
CO, splitting. Rh is fairly inactive for both O atom recombination into O,, as well as thermal
catalytic CO oxidation. Consequently, Rh generally performs moderately. Lastly, the glass
surface gives moderate to good results (especially at high temperatures) as it is not active
for thermal catalytic CO oxidation, and only aids in recombination of O atoms with other
O atoms or CO.

The Optimal Catalyst Depends on Temperature and Residence time

As discussed above, the best catalyst in terms of O, formation can change depending on the
position in the reactor. Hence, we can compare catalyst performance based on the O, and
CO fractions at the reactor outlet, but this is dependent on our choice of reaction conditions
and reactor dimensions. As such, the potential of the catalyst for plasma-catalytic CO, split-
ting can also be expressed by the maximum O, fraction attained in the reactor. Indeed, the
drop in the O, fraction due to thermal catalytic CO oxidation may be avoided by limiting
the catalytic bed length (or catalytically active region of the reactor wall) or altering the
residence time in the catalytic bed. To compare the performance of the different catalyst
materials (or glass surface) as a function of temperature, we therefore compare both the O,
mole fraction at the outlet, as well as the maximum O, fraction in the reactor, which are
displayed in Fig. 8 (a) and (b), respectively.

Cu Surface
By looking at the curves for Cu in Fig. 8, it becomes clear that Cu is the best performing

catalyst at low and intermediate temperatures (500—850 K), both based on the outlet and
maximum O, fractions. However, the outlet O, fraction (Fig. 8 (a)) rapidly drops above
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Fig. 8 Influence of temperature on the O, mole fraction at the reactor outlet (a) and at its maximum in
the reactor (b), for the different transition metals and the glass surface. Other conditions: p=5 mbar and
flow rate=100 sccm

900 K, as the Cu surface becomes active for thermal-catalytic CO oxidation, while the
decline of the maximum O, fraction (Fig. 8 (b)) occurs more slowly. Moreover, the high-
est O, fraction in Fig. 8 (b) occurs at a higher temperature (950 K) compared to Fig. 8 (a)
(800 K). This indicates that there is still potential for further optimization of the O, fraction,
and thus CO, conversion, at the reactor outlet, by shortening the catalytic region, or reduc-
ing the gas residence time (by a shorter catalyst bed or higher flow rates), when working at
temperatures above 800 K.

Glass Surface

As observed in Fig. 8, the outlet (a) and maximum (b) O, fractions for the glass surface are
the same, as glass is not active for thermal catalysis, and thus will not consume O, for CO
oxidation, regardless of temperature. As such, glass is the best performing surface for CO,
splitting at high temperatures (=900 K), when looking at the outlet O, fraction in Fig. 8 (a),
because the transition metal catalysts will all give rise to thermal-catalytic CO oxidation to
CO,, to some extent. However, when looking at the maximum achievable O, fractions in
Fig. 8 (b), the glass surface is outperformed by different transition metals at all tempera-
tures, most notably by Ag at high temperatures (=900 K).

Ag Surface

While Ag results in a high O, fraction at high temperature, it is one of the worst perform-
ing materials at low temperatures (<700 K), as it selectively recombines O atoms with CO
back to CO,. Above 700 K, O atom recombination into O, also becomes relevant for the
Ag surface, which can be observed from the increase in the maximum achievable O, frac-
tion in Fig. 8 (b). However, the O, fraction at the outlet (Fig. 8 (a)) remains more or less
constant for the Ag surface between 700 and 900 K, as O, formation by O atom recom-
bination is compensated for by subsequent thermal-catalytic CO oxidation. Note that Ag,
being a weakly binding catalyst, can readily catalyze the formation of new bonds (i.e., the
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formation of CO,* from adsorbed CO* and O*) at low temperatures, while it struggles with
breaking bonds in molecules, i.e., O,* dissociation. Hence, when Ag becomes active for
thermal catalysis around 700 K, this is the result of the O, dissociation step becoming active,
while recombination of CO* and O* already occurs at a lower temperature, as O atoms
are provided by the plasma. Above 900 K, the O, fraction at the reactor outlet also rises
(Fig. 8 (a)), as more O, is formed near the start of the afterglow than can be consumed by
thermal-catalytic back-reactions in the rest of the reactor. Note that this of course depends
on the reactor dimensions. Based on the maximum achievable O, fraction in Fig. 8 (b), Ag
becomes the best performing catalyst above 900 K, outperforming both Cu and glass. As
discussed previously, higher temperatures strongly reduce the amount of adsorbed CO* on
the weakly binding Ag catalyst, which results in less CO oxidation by adsorbed O atoms.
Consequently, more O atoms will recombine with each other into O,, through L-R or L-H
reactions, upon rising temperature.

Rh and Pd Surfaces

The Rh and Pd surfaces behave similarly at low temperatures, as also discussed in Sect. "Rh
and Pd surfaces" above. At 500 K, the reactions on both Rh and Pd are strongly limited
by CO* poisoning, making the recombination of O atoms into O, very slow, as was also
visible in Fig. 7 (a). Hence, Fig. 8 (a) and (b) show the same values at 500 K for both the
O, fraction at the maximum and at the reactor outlet, as the O, fraction in the afterglow is
still rising with the position in the reactor. At slightly higher temperature (550 K) the O,
fractions for both Rh and Pd show a peak in Fig. 8 (a) and (b). This is due to a drop in CO*
poisoning by the easier CO* desorption at higher temperature. Consequently, more O atoms
can adsorb and recombine into O, via L-R. However, as the temperature further rises, the O,
fraction drops as CO oxidation becomes feasible, which can be seen for both the outlet and
maximum O, fractions in Fig. 8 (a) and (b), respectively. Indeed, Rh and Pd are relatively
strongly binding catalysts that struggle with bond formation reactions between adsorbates
(L-H mechanism), as these catalysts themselves form strong bonds with the adsorbates. Yet
above 600 K the temperature is sufficiently high for CO* and O* to associate into CO,*,
meaning that CO oxidation by adsorbed O atoms or through thermal catalysis can occur. For
Pd, the outlet O, fraction (Fig. 8 (a)) is near zero for temperatures>600 K, as Pd is a very
good catalyst for CO oxidation and will thus quickly revert the gas composition to the ther-
mal equilibrium (= 100% CO,). Indeed, Pd is used as an exhaust catalyst for CO oxidation
in the automotive industry [85, 86]. For Rh, the outlet O, fractions at temperatures>600 K
are larger than for Pd. Indeed, at intermediate temperatures (600-950 K) the Rh surface can
only oxidize CO in the presence of O atoms, as shown in Fig. 7 (b). This is because the O
atoms free up a part of the surface by removing O* via an L-R reaction, thus allowing for
adsorption and oxidation of CO. As the temperature rises from 600 to 950 K, the outlet O,
fraction in Fig. 8 (a) increases, as CO* desorbs more easily, and thus less CO oxidation will
occur. Above 950 K, the outlet O, fraction drops as the rate of thermal-catalytic CO oxida-
tion by O, increases. When looking at the maximum achievable O, fractions (Fig. 8 (b)), the
results for Pd and Rh are almost identical in the temperature range between 650 and 900 K,
as the maximum O, fraction is at the start of the afterglow. Indeed, as the reaction proceeds,
0O, will be consumed by CO oxidation. However, at temperatures above 900 K, the maxi-
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mum O, fraction for Rh increases slightly relative to that of Pd, as the Rh surface becomes
more notably active for O atom recombination into O,.

Summary

There is still potential for improving the CO and O, yields at the outlet by avoiding thermal
catalytic CO oxidation, which could be achieved by tuning the residence time or limiting the
length of the catalyst bed. Especially for Ag above 600 K, there is a clear difference between
the maximum and outlet O, fractions, due to thermal catalytic CO oxidation (by O,) after
the O atoms in the gas phase are depleted. Based on the maximum O, fraction in the reac-
tor, Ag could become the best performing catalyst above 1000 K, while for our current set
of reaction parameters the glass surface gives the highest outlet O, fraction. Nevertheless,
below 950 K the best performing catalyst is always Cu, both based on the maximum and
outlet O, fractions. Pd is by far the worst performing catalyst at temperatures above 600 K,
both based on the maximum and outlet O, fractions, while Rh performs slightly better.
However, both Rh and Pd show a narrow spike in maximum and outlet O, fraction around
550 K.

Effect of Pressure on plasma-catalytic CO, Splitting

In this section, we illustrate how plasma-catalytic CO, splitting is affected by the gas pres-
sure. As we find that the effect of pressure is similar for all surfaces and temperatures under
study, we discuss the results of one transition metal as a general example. We choose the
Cu surface at 1100 K, as the evolution of the O, and CO mole fractions with position in
the afterglow is the clearest (i.c., steepest) for this catalyst. Figure 9 (a) and (b) therefore
display the evolution of the O, and CO mole fractions, respectively, with position in the
afterglow for the aforementioned conditions (Cu, 1100 K), and pressures varying from 0.5
to 10.0 mbar. Additionally, we list the mole fractions of the main gas species at the end of
the plasma (i.e., the first point in Fig. 9) in Table 3 for the different pressures.

As can be seen in Fig. 9, lower pressures result in higher maximum O, and CO fractions,
while their subsequent decline due to thermal-catalytic back-reactions is slower, thus result-
ing in higher O, and CO mole fractions in the entire afterglow.

The reason for this is twofold: first, higher pressures result in a different EEDF, because
there are more electron-neutral collisions, leading to lower electron energies and thus less
electron impact ionization. Indeed, we find that the electron density in the plasma region
is lower at 10.0 mbar (n, = 2.6 x 10'® cm™?), compared to 0.5 mbar (n, = 2.5x 10" cm™3).
Hence, the lower electron energy and density at higher pressure hinder the formation of O
atoms via electron impact dissociation of CO,. Consequently, the O and CO densities do
not rise proportionally with increasing pressure, resulting in lower O and CO fractions at
the end of the plasma for higher pressures, as can be seen in Table 3. Thus, due to the lower
mole fraction of O atoms available for recombination, a lower fraction of O, is formed.

In addition, less of the available O atoms will recombine into O, at higher pressures and
more will react back to CO,. Indeed, while the CO mole fraction in the plasma is lower at
higher pressures, i.e. 0.021 at 10 mbar vs. 0.15 at 0.5 mbar, this is not the case for the CO
number density, which equals 1.4x10'> cm™ at 10 mbar vs. 5.0x 10" cm™ at 0.5 mbar.
Hence, the CO density rises with pressure, albeit by a lower factor than the pressure itself.
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Fig.9 Effect of pressure on the
spatial evolution of the O, (a) — 0.5 mbar 5.0 mbar

and CO (b) mole fractions in the = 1.0 mbar = 10.0 mbar
afterglow for a Cu surface. Other
conditions: T=1100 K and flow 2.0 mbar
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Table 3 Mole fractions of the Pressure 0, Mole CO Mole O Mole Co,
Main gas species at the end of (mbar) fraction fraction fraction Mole
the plasma for different pressures fraction
at 1100 K and 100 Scem 05 1.9x107°  1.5x1070  1.5x1070  6.9x 107!
1.0 3.4%x107 1.2x107! 1.1x107! 7.7x107!
2.0 5.7%x1073 8.0x1072 6.9%x1072 8.5%x107"
5.0 7.0x1073  40x102  26x102%  93x107!
10.0 5.7x1073 2.1x1072 9.9x1073 9.6x107!

The higher CO density at higher pressures enhances the CO adsorption and oxidation on the
catalyst surface, which results in more O atoms reacting back to CO,. This is also visible
in Fig. 9 (a), in which the initial rise in O, fraction becomes smaller upon rising pressure.
In summary, our results show that plasma-catalytic CO, splitting would benefit from
operating at lower pressures, at least within the pressure range under study (0.5 to 10 mbar).
This effect is partly due to the physical changes in the plasma (lower electron energy and
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density at higher pressure) and partly due to catalytic effects (CO oxidation at the catalyst
surface). The use of lower gas pressures enhances the O, mole fraction and consequently
allows for more facile tuning of residence time and length of the catalyst bed, as higher O,
fractions will be available in a broader region of the reactor. Note, however, that for tem-
peratures at which the catalyst is not thermally active, the O, fraction will stop changing
when the O atoms in the afterglow are depleted, regardless of the pressure used. Also note
that for all pressures in Fig. 9, the simulations are performed with a flow rate of 100 sccm
and a plasma power of 100 W, and thus all correspond to the same specific energy input
(SEI), namely 13.8 eV/molecule. Finally, it should be kept in mind that in practice, plasma
catalysis is more feasible at atmospheric pressure. However, our results are useful to obtain
better insights in the current limitations, and how to overcome them, by tuning various
operating conditions.

Effect of Flow Rate on plasma-catalytic CO, Splitting

To illustrate the influence of the flow rate in plasma-catalytic CO, splitting, we plot the O,
and CO mole fractions in the afterglow, in Fig. 10 (a) and (b), respectively, at different flow
rates and for both Ag and glass surfaces. Hence, we show results for a (thermally active)
catalytic surface (Ag), and a non-catalytic surface (glass). Additionally, we list the mole
fractions of the main gas species at the end of the plasma in Table 4 for the different flow
rates. In case of the Ag surface, the effect of lowering the flow rate is two-fold: on one hand,
the maximum O, fraction (Fig. 10 (a)) increases, but on the other hand, the subsequent drop
in O, fraction occurs much faster. Indeed, by lowering the flow rate, the residence time
becomes longer, and the SEI rises. Consequently, more CO, molecules dissociate in the
plasma, resulting in more O atoms which recombine into O,, thus leading to higher maxi-
mum O, fractions, as can be seen in Table 4. However, the formed O, molecules also take
longer to travel through the reactor at lower flow rates, resulting in more O, consumption by
thermal-catalytic CO oxidation, and thus, a steeper decline of the O, fraction with the posi-
tion in the afterglow. Likewise, the CO mole fractions (Fig. 10 (b)) at the start of the after-
glow are higher for lower flow rates, but also drop more quickly with position in the reactor.
This second effect does not occur on the glass surface, because it is not catalytically active.
Hence, lower flow rates are always beneficial in the case of the non-catalytic glass surface,
while for the catalytic Ag surface the effect can be either positive or negative, depending on
the position in the reactor.

As such, the length of the post-plasma-catalytic bed should ideally be tuned against the
flow rate, if the transition metal is catalytic and thermally active at the operating tempera-
ture. Indeed, by limiting the catalytic region to the space in the reactor where O, formation
occurs, the subsequent destruction of O, (and CO) by thermal catalytic CO oxidation can
be avoided. In this case, the maximum O, fraction would also be the outlet O, fraction, and
the use of Ag and low flow rates would be favored over a glass surface and high flow rates.
As can be seen in Fig. 10, the maximum O, fraction for Ag exceeds that of glass at all flow
rates, and the highest maximum is attained for the lowest flow rate. However, when compar-
ing the O, and CO fractions at the outlet (50 cm) in Fig. 10 (a) and (b), the Ag surface only
outperforms the glass surface at the highest flow rate (200 sccm). At lower flow rates, the
0O, and CO fractions for the Ag surface drop below that for glass, due to the enhanced O,
and CO consumption. Hence, the best catalyst material for attaining high O, and CO frac-
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Fig. 10 Effect of the flow rate on
the spatial evolution of the O,
(a) and CO (b) mole fractions in
the afterglow, for Ag (full lines)
and glass (dashed lines) surfaces.
Other conditions: T=1100 K and
p=>5 mbar

Table 4 Mole fractions of the
Main gas species at the end of
the plasma for different flow
rates at 1100 K and 5 Mbar
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tions (and thus a high CO, conversion) can differ depending on the flow rate. Moreover, for
thermally active catalysts, such as Ag in Fig. 10, there exists an optimum between high and
low flow rates, as the highest outlet O, and CO fractions for Ag are attained at 100 sccm,
while both 50 and 200 scem result in less O, and CO at the outlet.

Finally, we consider how the effect of the flow rate translates to other catalyst materials
and conditions. If the catalyst surface is not thermally active at the operating temperature,
the gas composition will stop changing once the radicals in the afterglow are depleted.
Consequently, the CO, dissociation in the plasma, and thus also the formation of O, and
CO, will always rise upon lowering the flow rate (as explained above, hence independent of
the surface material after the plasma), while no subsequent thermal-catalytic back-reactions
occur. Hence, under these conditions, a lower flow rate will always result in higher O, and
CO fractions, and thus a higher CO, conversion, at the reactor outlet. This is always the case
for glass, but also for transition metals that are not thermally active at the operating tem-
perature. For example, in Fig. 7 (b) the O, fraction for the Rh surface at 800 K stabilizes at a
non-zero value after depletion of the O atoms in the plasma, and similarly, the O, content for
Cu at 800 K drops only very slowly. Hence, the net O, formation for Rh and Cu surfaces at
800 K will mainly benefit from a lower flow rate, as this will primarily enhance the number
of O atoms formed in the plasma. However, if the catalyst is thermally active at the operat-
ing temperature, the initial rise in O, fraction is followed by a drop due to thermal-catalytic
CO oxidation. Consequently, there is an optimal flow rate that balances the effects of the
higher CO, dissociation at lower flow rates against the reduced O, consumption at higher
flow rates. Note that for some catalysts the consumption of O, occurs directly at the start of
the afterglow, before depletion of the O atoms. In this case, the maximum O, fraction coin-
cides with that in the plasma and will thus rise for lower flow rates, while the subsequent
decline of the O, fraction will still become more rapid upon lower flow rate.

In summary, lower flow rates, and thus higher SEI’s, result in more CO, dissociation in
the plasma, but also increase the residence time in the catalyst bed. If the catalyst is ther-
mally active for CO oxidation, the longer residence time causes more CO and O, to react
back to CO,. Hence, the optimal flow rate depends on the catalyst and its activity for CO
oxidation.

Discussion of the Optimal Catalyst Properties

Finally, in this section, we discuss which properties should be targeted when searching for
the optimal catalyst for plasma-catalytic CO, splitting, based on our modelling insights. For
the conditions under study, the role of the plasma is to activate the CO, molecules, i.e., by
electron impact dissociation. Hence, the plasma causes a departure from the thermodynamic
equilibrium composition (which favors CO, at these conditions) resulting in the formation
of O atoms and CO molecules. The role of the catalyst is then to minimize the recombina-
tion of O with CO back into CO,, by maximizing the recombination of O atoms into O,.
However, the catalyst should not be (too) active for thermal catalysis under the envisioned
reaction conditions, as this will cause a return to the thermodynamic equilibrium composi-
tion (i.e., pure CO,), due to thermal catalytic CO oxidation.

To avoid back-reactions to CO,, the catalyst should preferentially have a high activation
barrier for recombination between adsorbed CO* and O*, while a low CO* coverage and
thus a low CO* binding strength is also preferred. However, in practice the adsorption ener-
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gies of adsorbates and the activation barriers for reactions between adsorbates cannot be
varied independently. This is due to existence of Brensted-Evans-Polanyi (BEP) relations,
i.e. correlations between reaction and activation energies, as well as linear scaling relations
between the binding strength of different adsorbates, in heterogenous catalysis [87, 88].
Therefore, catalysts that bind adsorbates weakly have lower activation barriers for their
desorption and recombination reactions. As such, low CO* binding strengths result in lower
barriers for CO, formation, but also more facile CO* desorption. Hence, there should exist
an optimal CO* binding strength at which these conflicting effects are balanced. Our model
predicts that for the system and conditions under study, the catalysts that bind CO* weakly,
i.e. Ag and Cu (AH oo+ = —0.17 eV and —0.61 eV, respectively), generally perform
better than catalysts that bind CO* strongly, i.e. Pd and Rh (AH® ¢ )_,co+=—1.76 €V and
—1.74 eV, respectively). Indeed, adsorbed CO* can only be removed from the surface via
desorption or recombination to CO,. If both are difficult, the surface will become poisoned
by CO*, which we find to be the case for Pd and Rh at 500 K and 5 mbar. Thus, our model
reveals that the optimal catalyst binds CO* weakly, i.e., has a larger, less negative CO
adsorption enthalpy, to allow for facile CO* desorption.

However, a weak CO* binding not only promotes desorption, but also recombination
of CO* with O* to form CO,. To compensate for this effect and retain a sufficiently high
activation barrier for CO, formation, a catalyst that binds O* strongly might be desired.
Indeed, stronger O* binding stabilizes adsorbed O* atoms, and thus results in higher activa-
tion barriers for reactions involving O*, such as the reaction with CO* to form CO,. In other
words, if the catalyst binds both O* and CO* weakly, they are not stabilized as much and the
barrier for CO, formation will be low. This is the case for Ag, which binds both CO* and O*
weakly (AH oo = —0.17 eV and AH®) 50510+ = —0.64 V). Indeed, Ag efficiently
catalyzes the recombination of O* and CO* to CO, at relatively low temperatures (500—
700 K). Nevertheless, as the temperature rises, the contribution of CO* desorption relative
to recombination increases, as desorption is an entropically driven process, and Ag becomes
a good catalyst for O* recombination to O,. Cu, on the other hand, binds CO* relatively
weakly (AH cop—cox = —0.61 eV), but O* quite strongly (AH®) 5050+ = ~1.78 €V).
Indeed, the O* binding strength of Cu lays in between Pd (AH®) 50510+ = —1.47 €V),
and Rh (AH®) 50550+ = —2.19 €V). While the weak CO* binding of Cu improves CO*
desorption, the relatively strong O* binding increases the activation barrier for recombina-
tion between O* and CO*, thus limiting CO, formation. However, the stronger O* binding
also results in more difficult recombination of O* atoms to O, and more facile dissociation
of O, to O* atoms, as the catalyst stabilizes the surface bound O* more strongly. Yet, the
activation barrier for O atom recombination via L-R does not increase much with rising O*
binding strength, so that O, formation via L-R remains facile as long as O atoms are present
in the gas phase. As such, we find that Cu is a good catalyst for O atom recombination at
temperatures between 500 and 900 K. Yet, at higher temperatures, Cu starts to dissociate the
formed O, and becomes active for thermal catalytic CO oxidation to CO,. It is important
to note that stronger O* binding results in more facile O, dissociation and hence in a lower
temperature needed for thermal catalytic CO oxidation by O,, that is, as long as O, dissocia-
tion is the rate-limiting step. Because of this, Ag becomes a better catalyst for O recombina-
tion to O, than Cu at high temperatures.

As discussed in Sect. "Effect of L-R reactions in plasma-catalytic CO2 splitting", it may
be possible that CO, can also be formed by L-R reactions between adsorbed CO* and an
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impinging O atom from the gas phase. While we did not consider this reaction in the rest
of the paper, due to its many uncertainties, we would like to note that the reaction would
benefit from high CO* coverages. Thus, to counteract it, high O* and low CO* coverages
would be needed, which means that catalysts that bind O* strongly and CO* weakly are
still preferred.

To conclude, catalysts that bind CO* weakly are expected to be promising candidates for
plasma-catalytic CO, splitting, while the optimal O* binding strength may vary depending
on the temperature. Overall, materials that bind O* strongly, such as Cu, are expected to be
better at lower temperatures, yet might more quickly become active for thermal catalytic CO
oxidation as the temperature rises. Higher temperatures might therefore require catalysts
that bind O* more weakly, such as Ag.

Conclusion

We developed a new coupled plasma-surface microkinetic model with a Boltzmann solver
to study the interaction of plasma-produced radicals and molecules with a transition metal
or glass surface placed in the afterglow of a low-pressure CO, discharge. We consider four
transition metals, namely Ag, Cu, Pd and Rh, as well as glass, which represents the glass
tube surrounding the plasma/afterglow, and we compare their effect on the reaction kinetics
for plasma-catalytic CO, splitting. Moreover, we used DFT to calculate the reaction bar-
riers on the transition metal catalysts and we combine these with TST to acquire surface
rate coefficients that are used as input for our model. Although our model could not yet be
validated against experimental data, and thus cannot make quantitative predictions, it can
still provide qualitative trends, insights and comparisons on the influence of the different
catalysts and reactions conditions.

We do not only consider adsorption of radicals on the surface followed by L-H reactions,
but also their recombination via L-R reactions. Indeed, based on simulations for a pure O,
plasma, we suggest that L-R reactions play an important role in O atom recombination on
transition metal surfaces, as the high recombination coefficients that are reported in litera-
ture for transition metals cannot be explained by our model based on L-H reactions alone,
at least for temperatures <600 K.

In plasma-catalytic CO, splitting, recombination of O atoms via L-R results in O, for-
mation and creates free surface sites, enabling some CO to adsorb next to O atoms. Con-
sequently, some recombination of O and CO back to CO, also occurs. However, transition
metals also become active for thermal catalytic CO oxidation by the formed O, if the tem-
perature is sufficiently high, resulting in a subsequent decline of the O, and CO mole frac-
tions, and thus also of the CO, conversion, as well as a maximum in the evolution of the
0O, mole fraction vs. position in the reactor. Moreover, the temperature at which a catalyst
becomes active for thermal catalytic back-reactions depends strongly on the type of metal.
Hence, the optimal catalyst depends strongly on the operating temperature. In other words,
there is no single best catalyst, but rather an optimal catalyst for specific reaction conditions.

We find that Cu is the best catalyst up to 900-1000 K, as this relatively weakly binding
metal can easily recombine O atoms into O, via L-R at low temperature, thus avoiding their
recombination with CO into CO, again, and leading to a higher CO yield and CO, conver-
sion. Yet, Cu becomes thermally active for CO oxidation into CO, above 900 K.
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The Ag surface, on the other hand, performs very badly at low temperatures, as its very
weakly binding character results in low barriers for recombination between adsorbed O*
and CO* via L-H, causing most O atoms to react with CO to again form CO,. However, as
the temperature rises, less CO* remains adsorbed on the surface, causing more O atoms to
recombine into O, and leading to higher maximum O, and CO mole fractions in the reactor,
and a higher CO, conversion. Hence, Ag is the optimal catalyst at very high temperatures
(>1000 K), provided that the length of the catalytic zone is limited to avoid thermal catalytic
back-reactions after the O atoms in the gas phase are consumed.

Both Pd and Rh are poisoned by CO* at 500 K, but Pd becomes highly thermally active
for CO oxidation at higher temperatures, making it detrimental for CO, splitting. Rh, on the
other hand, is neither very efficient at recombining O atoms into O, or in thermal catalytic
CO oxidation.

Next to temperature, we studied the effect of the gas pressure and flow rate, which deter-
mines the residence time of the gas in the catalytic bed. We find that plasma-catalytic CO,
splitting benefits strongly from lower gas pressures, due to more CO, dissociation in the
plasma and slower thermal catalytic back-reactions in the afterglow. However, this is not
beneficial for practical applications, and therefore, plasma catalysis is typically performed
at atmospheric pressure, which might thus limit the achievable CO, conversion.

Additionally, lower flow rates result in more CO, conversion in the plasma, but also
cause more thermal catalytic back-reactions in the reactor due to the longer residence time.
Hence, under conditions where transition metals are thermally active, the flow rate should
be optimized against the length of the catalyst bed to avoid thermal catalytic CO oxidation
after depletion of the O atoms in the gas phase, while still achieving sufficient CO, dissocia-
tion in the plasma. Indeed, if the flow rate is too low, thermal catalysis may consume a large
amount of CO and O,, and the use of a non-catalytic surface (e.g., glass) would be favored
instead.

To conclude, this study illustrates how the performance of different transition metals for
plasma catalytic CO, splitting can change depending on the reaction conditions, and we also
compare their performance with a glass tube surrounding the afterglow. Overall, the opti-
mal catalyst depends both on its activity for O atom recombination into O,, thus avoiding
their recombination with CO back into CO,, as well as its activity for thermal catalytic CO
oxidation into CO,, and the performance thereof is temperature dependent. Moreover, if the
catalyst is active for thermal catalytic CO oxidation, this back-reaction can be avoided by
optimizing the flow rate or the length of the catalytic bed. These findings should be consid-
ered when comparing different catalysts experimentally.
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