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CHAPTER 1

Integrability

‘Integrability’ of an equation means roughly that one is able to solve it ex-
plicitly. Since many early examples were solved by ‘integrating the differ-
ential equation’ such equations were (and are still) referred to as integrable
equations.

There are various notions of integrability which fit different settings to dif-
ferent degrees. In this chapter, we will first briefly study Frobenius integra-
bility before we shift our focus to Liouville integrability which suits Hamil-
tonian dynamics better. Frobenius integrability is mainly used in differential
geometry when dealing with distributions (‘plane fields’). The notion of Li-
ouville integrability roughly describes a collection of Hamiltonian systems
that are ‘mutually energy conserving’.
For other types and notions of integrability, we refer the interested
reader to the literature: For algebraic integrability in the sense of
Integrable systems and differential Galois theory, see for instance
[Bolsinov & Morales-Ruiz & Zung, Part I]. For integrable PDEs and their
interaction with dynamics, see for example [Kappeler & Pöschel] and
[Kuksin].

1.1. Hamiltonian systems in R2n

In this introductory section, we define Hamiltonian systems in local coor-
dinates in R2n in order to provide intuition and motivation without using
too many new notions. In the following section, we will then provide the
coordinate free definition of Hamiltonian systems on symplectic manifolds.
Hamiltonian systems are named after the the Irish mathematician William
Rowan Hamilton (1805 – 1865) and are of considerable interest since many
physically relevant systems belong to this class.

For the definition and basic properties of a flow of an ordinary differential
equation, we refer the reader to the appendix, more precisely to Definition
and Proposition A.14.
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Definition 1.1 (Hamiltonian system in standard coordinates).
Consider R2n with coordinates

z := (q, p) := (q1, . . . , qn, p1, . . . , pn) ∈ R2n

and let H : R2n → R be a smooth function. The vector field given by

XH(z) = XH(q, p) :=
(
∂pH(q, p)
−∂qH(q, p)

)
:=



∂p1 H(q, p)
...

∂p1 H(q, p)
−∂q1 H(q, p)

...
−∂qn H(q, p)


is called Hamiltonian vector field of H. The associated ordinary
differential equation

z′ = XH(z),
reads in (q, p) coordinates{q′i = ∂pi H(q, p),

p′i = −∂qi H(q, p),
∀ 1 ≤ i ≤ n, briefly

{q′ = ∂pH(q, p),
p′ = −∂qH(q, p),

and is called Hamiltonian equation or Hamiltonian system and
its solutions Hamiltonian solutions. The associated flow is called
Hamiltonian flow and usually denoted by ΦH. In this context, H is
usually called Hamiltonian function or briefly Hamiltonian.

Later in Definition 1.35, we will define Hamiltonian systems in a coordi-
nate free way on arbitrary symplectic manifolds. Easy systems like rotating
around the origin are Hamiltonian:

Example 1.2. The Hamiltonian vector field and Hamiltonian system
of H : R2 → R, H(q, p) := 1

2 (q2 + p2) are given by

XH(q, p) =

(
p
−q

)
and

{q′ = p,

p′ = −q

which is in fact equivalent to q′′ = −q. The flow is given by

ΦH
t (q, p) =

(
cos(t) sin(t)
− sin(t) cos(t)

) (
q
p

)
,

i.e., the solutions form concentric circles centered at the origin,
parametrised counterclockwise.

Hamiltonian systems have interesting geometric properties. Let us first con-
sider the relation between a Hamiltonian vector field in local standard co-
ordinates and the gradient of the Hamiltonian function induced by the Eu-
clidean metric.
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Lemma 1.3. The Hamiltonian vector field and the gradient vector field
of the Hamiltonian function interact as follows:
1) The Hamiltonian vector field and the gradient of the Hamiltonian

function H are perpendicular, i.e., XH ⊥ grad H.
2) XH vanishes if and only if gradeu H vanishes if and only DH van-

ishes. Thus a Hamiltonian solution z(t) ≡ z0 ∈ R
2n is constant if

and only if 0 = XH(z0) = gradeu H|z0 = DH|z0 .

Proof. 1) Let H : R2n → R be a Hamiltonian with usual coordinates (q, p) ∈
R2n. Its derivative is given by DH = (∂qH, ∂pH) and its gradient gradeu H
w.r.t. the Euclidean metric 〈·, ·〉eu defined by 〈gradeu H, v〉 = DH.v for all
vectors v ∈ R2n, i.e., we find gradeu H = (∂qH, ∂pH)T . Thus we calculate

〈XH, gradeu H〉eu =

〈(
∂pH
−∂qH

)
,

(
∂qH
∂pH

)〉
eu

= 0

2) This follows from the definition of XH and gradeu H and DH in local
coordinates and existence and uniqueness of solutions of ODEs. �

Constant Hamiltonian solutions are often called singular or stationary and
nonconstant ones regular.

Due to the identity

XH =

(
∂pH
−∂qH

)
=

(
0 Id
− Id 0

) (
∂qH
∂pH

)
=

(
0 Id
− Id 0

)
gradeu H

where Id is the (n × n)-identity matrix and 0 the (n × n) zero matrix the
Hamiltonian vector field is sometimes regarded as skewgradient.

Definition 1.4. Let f : Rk → Rl be smooth and r ∈ Rl.
1) f −1(r) := {x ∈ Rk | f (x) = r} is called level set of r ∈ Rl or fiber

over r ∈ Rl.
2) x ∈ Rk is regular if rk D f |x = l. The set of regular points is

denoted by Rk
reg.

3) x ∈ Rk is called a singular point or critical point of rank s
if rk D f |x = s < l. The set of critical points of f is denoted by
Crit( f ) or Rk

sing.
4) The set f (Crit( f )) is called bifurcation diagram of f .
5) r ∈ Rl is a regular value of f and f −1(r) a regular fiber if

rk D f |x = l for all x ∈ f −1(r). The set of regular values is denoted
by Rl

reg. Otherwise r ∈ Rl is a singular value or a critical value
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and f −1(r) is a singular or critical fiber. The set of singular or
critical values is denoted by Rl

sing.
6) We set Rl

reg,∅ := Rl \ Rl
sing = Rl

reg ∪ (Rl \ f (Rk)).

Concerning the dimension of level sets, we find

Lemma 1.5. Let f : Rk → Rl with k ≥ l and r ∈ Rl a regular value.
Then

dim
(

f −1(r)
)

= k − l.

If r is a singular value then dim
(

f −1(r)
)
≤ k − l whenever defined.

Proof. This follows from Theorem A.26 (Implicite functions). �

Note that, according to Theorem A.29 (Sard), being a regular value is the
typical case, i.e., a so-called ‘generic property’.

The relation between gradients, Hamiltonian vector fields, and level sets is
described by the following statement.

Lemma 1.6.
1) Let F : Rk → R be smooth. Then gradeu F is perpendicular to the

level sets of F and the solutions of the gradient system
x′ = gradeu F|x

cross the level sets of F perpendicularly.
2) Let H : R2n → R be smooth. Then XH is tangent to the level sets

of H and a solution of z′ = XH(z) stays within one and the same
level set for all times.

Proof. 1) Let r ∈ Rwith ∅ , f −1(r) and let c : ]−ε, ε[→ f −1(r) be a smooth
curve with c′ , 0 unless the connected component of f −1(r) containing
c(] − ε, ε[) consists only of one point (which then must be a critical point
having vanishing gradient). The concatenation f ◦ c ≡ r is constant so that

(1.7) 0 = ( f ◦ c)′ = D f |c.c′ = 〈gradeu f , c′〉eu.

Since c lies in f −1(r), its tangent vector c′ is tangent to f −1(r). According
to equation (1.7), grad f and c′ are perpendicular. gradeu f does not vanish
if and only if D f does not vanish, i.e., the gradient is nonzero along regular
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level sets and stands perpendicular on the level set, i.e., the gradient solu-
tions are regular and cross the level set perpendicularly. If gradeu f vanishes,
the associated solution is constant.
2) Consider a solution z of the Hamiltonian equation z′ = XH(z). Differenti-
ating the concatenation H ◦ z yields

(H ◦ z)′ = DH|z.z′ = DH|z.XH(z) = 〈gradeu H|z, XH(z)〉eu = 0.

Therefore the function H ◦ z is constant, i.e., z stays in the same level set
of H for all times. Since the tangent vector of z is given by z′ = XH(z) the
Hamiltonian vector field XH lies in the tangent space of the level set. �

Example 1.8. According to Example 1.2, the Hamiltonian solutions
of H : R2 → R, H(q, p) := 1

2 (q2 + p2) are concentric circles around
the origin. The solutions of the gradient system z′ = gradeu H|z satisfy
q′ = q and p′ = p and are thus rays emanating form the origin. Thus
the Hamiltonian solutions and gradient solutions cross each other
perpendicularly.

Given a Hamiltonian H : R2n → R, Lemma 1.6 means in particular that a
given Hamiltonian solution does not roam unconstraint through R2n but is
confined to a level set of H, i.e., a subset of dimension ≤ 2n−1. Hamiltonian
solutions are therefore subject to ‘geometric’ restrictions purely by being a
Hamiltonian solution. In terms of physics, staying in one and the same level
set can be interpreted as follows:

Corollary 1.9 (Energy conservation). Let H : R2n → R be smooth
and consider H as ‘its own energy function’, i.e., given r ∈ R, con-
sider H−1(r) as set of energy level r. Then Hamiltonian solutions are
energy conserving since they stay within one and the same level set.

Lemma 1.6 implies that the regular solutions of a 2-dimensional Hamilton-
ian system associated to a smooth H : R2 → R are up to parametrization
completely determined by the connected components of the regular level
sets: The dimension of the trajectory of a nonconstant solution and of a
regular level set both are one. Therefore, given the graph of a Hamilton-
ian H : R2 → R, we can deduce the ‘location’ of all regular solutions up to
parametrization. Singular level sets may contain singular and regular points.
Here, singular point satisfy 0 = DH = XH, i.e., this point corresponds to
a constant solution. Such constant solutions are linked by so-called homo-
clinic or heteroclinic solutions (zie [Hohloch2]).
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Question 1.10. Can we get even more control over the whereabouts
of a Hamiltonian solution beyond the fact that it is staying within a
certain energy level set of its associated Hamiltonian function? If yes,
are there necessary and/or sufficient conditions?

Since Hamiltonian solutions preserve level sets, a reasonable idea is to look
for other Hamiltonian functions of which the level sets are ‘compatible’
in the following sense: given H : R2n → R, set H =: h1 and look for a
h2 : R2n → R such that the solutions of h1 also stay within the level sets
of h2 and vice versa. If h1 and h2 satisfy this property then the solutions of
both systems live within the intersection of level sets h−1

1 (r1) ∩ h−1
2 (r2) for

some values r1, r2 ∈ R. Since according to Lemma 1.5,

dim(h−1
1 (r1) ∩ h−1

2 (r2)) = dim(h−1(r1, r2)) ≤ 2n − 2

the solutions of h1 and h2 are confined to (2n−2)-dimensional sets within the
2n-dimensional spaceR2n. Iterating this idea by looking for k such functions
h1, . . . , hk yields solutions staying in level sets of dimension

dim(h−1
1 (r1) ∩ · · · ∩ h−1

k (rk)) = dim(h−1(r1, . . . , rk)) ≤ 2n − k.

The situations k < n and k = n and k > n correspond to so-called subin-
tegrable and completely integrable and superintegrable situations respec-
tively which we will adress later in (more) detail.

Question 1.11. Given a Hamiltonian H =: h1, how do we find such
functions h2, h3, . . . , meaning, are there natural candidates for the
functions h2, h3, . . . we should look at first?

Since the whole approach is based on the property of energy conservation,
it makes sense to look for other preserved quantities of the system and try
to express them by means of a Hamiltonian function. Examples of such
preserved quantities are for instance preserved angles, rotational invariance,
‘symmetries of the system’ etc.

Example 1.12. The coupled angular momenta system lives on S2 ×

S2 and consists of rotation around the vertical axes on both spheres
with coupled speed, see Figure 1.1. The coupled rotation preserves
the angle between the rotating vectors in each of the two spheres.
Expressed by means of a scalar product, this preserved angle can be
seen as Hamiltonian function which has ‘compatible level sets’ in the
sense described above. For details see Example 1.56.
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(a) (b)

Figure 1.1. Coupled angular momenta system: (a) Rotation
with same speed on both spheres. (b) The preserved angle
between two rotating vectors.

Once we found a suitable candidate like the preserved angle in Example
1.12, the essential question is:

Question 1.13. How do we verify that a geometrically or dynamically
promising candidate really has the desired properties? How does the
‘compatible level set property’ translate into mathematical formulas?

Given Hamiltonian functions h1, h2, . . . , hk : R2n → R of which the solu-
tions mutually stay in each other’s level sets it is reasonable to suspect that
very likely their flows Φh1 , . . . , Φhk have to commute mutually in order to
make such compatible level sets possible. This would then require mutu-
ally vanishing Lie brackets of Xh1 , . . . , Xhk . But passing from the Hamil-
tonian functions to the Hamiltonian vector field means differentiating the
Hamiltonian functions, i.e., information gets lost during this transition. So
it is somewhat doubtful if the Lie bracket – which applies to vectorfields
only and not to functions – is a strong enough notion to track level sets. But
there is a notion of ‘Lie bracket for functions’, namely the so-called Poisson
bracket. We will see in Definition 1.50 that this is indeed the mathematical
notion we are looking for.

1.2. Frobenius integrability

In the discussion after Question 1.13 we suspected some involvement of
the Lie bracket in quest of generalizing the idea of ‘energy conservation’
in order to confine solutions to lower dimensional sets. In this section, we
study the notion of ‘integrability’ related to the Lie bracket. We will see that
this notion applies to ‘general’ vector fields on manifolds, not to the specific
class of Hamiltonian vector fields – although the may be used to obtain nice
examples.
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Recall that each vector field X gives, via the ordinary differential equation
x′ = X(x), rise to a flow ΦX

t . Vice versa, each flow Φt gives rise to a vector
field via XΦ := d

dt Φt. Thus questions of flows translate into questions of vec-
tor fields and vice versa. For background details on flows of (autonomous)
vector fields, we refer the reader to Section A.4 or literature like for instance
[Teschl]. In the following, we will be working on general smooth manifolds
instead of Rm. For the definition of manifolds and submanifolds, see for in-
stance Definition A.1 and Definition A.2 or literature like [Warner] and
[Petersen].

Let us start with a notion motivated that can be seen as ‘generalized span of
vector fields’.

Definition 1.14. Let M be a smooth m-dimensional manifold and let
n ∈ N with 1 ≤ n ≤ m.
1) An n-dimensional distribution D on M is given by D =⋃

x∈M Dx where Dx ⊆ TxM is an n-dimensional subspace of the
tangent space TxM for all x ∈ M.

2) An n-dimensional distribution D is smooth if, for each x ∈ M,
there exists a neighbourhood U of x and smooth, linearly inde-
pendent vector fields X1, . . . , Xn on U such that

Dy = Span{X1|y, . . . , Xn|y} ∀ y ∈ U.

Distributions that admit only subspaces of the same dimension are also
called regular or of constant rank whereas distributions where the dimen-
sion of the subspaces varies are often referred to as singular. Intuitively,
a smooth distribution D is a distribution where the map x 7→ Dx varies
smoothly.

Example 1.15. Recall that TxR
m ' {x}xRm ' Rm for all x =

(x1, . . . , xm) ∈ Rm and stel e1, . . . , em the standard basis of Rm.
1) Stel m = 3. The distribution given by Dx := SpanR{e1} ⊆ TxR

3

for all x ∈ R3 with x1 > 0 and Dx := SpanR{e2} ⊆ TxR
3 for all

x ∈ R3 with x1 ≤ 0 is 1-dimensional. It is not smooth on the plane
{x ∈ R3 | x1 = 0}.

2) Stel m = 4. Then Dx := SpanR{(1 + x2
4)e1, e2 + x2e3} ⊆ TxR

4 is a
2-dimensional, smooth distribution.

Now we come to the crucial notion of this section:
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Definition 1.16. A Lie bracket on an R-vector space V is a mapping

[·, ·] : V × V → V, (u, v) 7→ [u, v]

that satisfies
(i) [λu, v] = λ[u, v] and [u + ũ, v] = [u, v] + [ũ, v]

for all u, ũ, v ∈ V and for all λ ∈ R.
(ii) [u, v] = −[v, u]

for all u, v ∈ V (skewsymmetry or anti-commutativity).
(iii) [u, [v,w]] + [v, [w, u]] + [w, [u, v]] = 0

for all u, v,w ∈ V (Jacobi identity).
(i) and (ii) together imply that the Lie bracket is bilinear. A vector
space equipped with a Lie bracket is said to be a Lie algebra.

Given a smooth manifold M, a smooth function f : M → R and a vector
field A on M, then the derivative of f w.r.t. the vector field A is defined as

A( f )(x) := D f |x.A|x for all x ∈ M and all A|x ∈ TxM,

briefly A( f ) = D f .A. It each point x, it can be seen as the directional deriv-
ative of f in direction of the vector A|x.

On Rm, there exists the following standard notion of a Lie bracket for vec-
tor fields which generalizes in the obvious way to (the tangent space of) a
smooth manifold:

Example 1.17 (Lie bracket for vector fields on Rm). Let e1, . . . , em

be the standard basis of Rm and let A, B : Rm → Rm be smooth vector
fields given in coordinates by A =

∑m
k=1 Akek and B =

∑m
`=1 B`e` where

Ak, B` : Rm → R are the (smooth) coefficient functions indexed by k
and l. Then

[A, B] :=
m∑

k=1

(
A(Bk) − B(Ak)

)
ek =

m∑
k,`=1

(
A`D`Bk − B`D`Ak

)
ek

is a vector field [A, B] : Rm → Rm, called Lie bracket of the vector
fields A and B. This turns the space of smooth vector fields on Rm

into a Lie algebra.

The Lie bracket of two vector fields A and B satisfies

[A, B]( f ) = A(B( f )) − B(A( f )),

briefly [A, B] = AB − BA, and is for this reason also called commutator of
A and B. On can see the commutator also as differentiation of one vector
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field along another. This motivates the notation [A, B] = LAB where LA is
the so-called Lie derivative. Moreover, one can show that

[A, B]|z = d
dt

∣∣∣
t=0

DΦA
−t|ΦA

t (z)B|ΦA
t (z) = d

dt

∣∣∣
t=0

(
(ΦA

t )∗B
)
|z,

i.e., there is a way to express the Lie bracket by means of the flows of A and
B, for details see for example [Hohloch2].

Note that the convention for the definition of the Lie bracket varies through-
out the literature up the choice of a sign, i.e., some authors define [A, B] as
AB − BA, others as −(AB − BA) = BA − AB.

Proposition 1.18. Let A, B be smooth vector fields with associated
flows ΦA and ΦB. Then

ΦA ◦ ΦB = ΦB ◦ ΦA ⇔ AB = BA ⇔ [A, B] = 0

Proof. See for instance [Hohloch2] or [Warner]. �

Thus the formula of commuting flows ΦA ◦ ΦB = ΦB ◦ ΦA can be seen as
‘differentiated version’ of AB = BA.

Definition 1.19. Let M be a smooth manifold.
1) A vector field X on M lies in the distribution D , briefly X ∈ D ,

if X|x ∈ Dx for all x ∈ M.
2) A smooth distribution is involutive or completely integrable if

[X,Y] ∈ D for all vector fields X,Y ∈ D .

The seminal example for involutive distributions is

Example 1.20. Let A, B : Rm → Rm be differentiable, nonvanishing
vector fields with commuting flows. Then the distribution given by

Dx := Span{Ax, Bx} ⊆ TxR
m ∀ x ∈ Rm

is involutive.

Proof. [Ax, Bx] = 0x ∈ Dx for all x ∈ Rm by Proposition 1.18. �

This example motivates

Definition 1.21. Let D be a smooth distribution on a manifold M. A
submanifold N ⊆ M is an integral manifold of the distribution D if
TxN = Dx for all x ∈ N. A maximal integral manifold of a smooth
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distribution D on M is a connected integral manifold of D that is not
a proper subset of any other connected integral manifold of D .

The relation between integral manifolds and involutive distributions is char-
acterized by

Theorem 1.22 (Frobenius). Let M be a smooth manifold with a
smooth distribution D . Then there are equivalent:

(i) D is involutive, i.e., [X,Y] ∈ D for all vector fields X,Y ∈ D .
(ii) Through each point of M, there passes a unique maximal inte-

gral manifold of D .

Proof. See [Warner]. �

This version of Frobenius’ theorem illuminates the relation between vector
fields and integrability of distributions. There is also a ‘dual’ version based
on differential forms instead of vector fields, see [Warner].

Remark 1.23. Integrability in the sense of Theorem 1.22 (Frobenius)
is usually referred to as Frobenius integrability. It is more general
than the so-called Liouville integrability that will be discussed in
Remark 1.53.

Frobenius integrability is a form of integrability tailored for vector fields
and their flows. Since Hamiltonian vector fields carry additional informa-
tion, namely being induced by a function, Frobenius integrability is eventu-
ally not ‘fine’ enough to ‘keep track’ of this additional information: Frobe-
nius integrability does not ‘see’ the level sets of the underlying Hamiltonian
functions as shown later in Example 1.41.

1.3. Hamiltonian systems on symplectic manifolds

In Section 1.1, we defined Hamiltonian vector fields on R2n using special
coordinates z = (q, p) ∈ R2n. In this section, we will define Hamiltonian
dynamics in their natural setting, namely on so-called symplectic manifolds.
We will discover in Theorem 1.34 (Darboux) that we can in fact always
find local coordinates on a symplectic manifold in which the Hamiltonian
system looks as previously defined in Section 1.1.
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The notions of (smooth) manifold and differential k-forms used in the fol-
lowing are recalled in Appendix A.1 and Appendix A.3. For the definition
of symplectic geometry, we need in particular

Definition 1.24. A 2-form ω on a smooth manifold M is nondegen-
erate if, for all x ∈ M, ωx(u, v) = 0 for all v ∈ TxM implies u = 0.

In local coordinates, a 2-form ω on an open V ⊆ Rm can be represented by
a skewsymmetric (m × m)-matrix Ω defined by the equation

(1.25) ωx(u, v) = uT Ωxv ∀ x ∈ V, ∀ u, v ∈ TxV.

Being nondegenerate means in terms of linear algebra that det(Ωx) , 0 for
all x ∈ V .

Lemma 1.26. If a smooth manifold admits a nondegenerate 2-form
then the dimension of the manifold must be even.

Proof. Let M be a smooth m-dimensional manifold and ω be a nondegener-
ate 2-form on M. Let x ∈ M and consider the representing skewsymmetric
(m × m)-matrix Ωx of ωx on the tangent space TxM. Then the skewsym-
metry implies det(Ωx) = (−1)m det(Ωx). If m were odd then we would get
det(Ωx) = − det(Ωx) en thus det(Ωx) = 0 in contradiction to the nondegen-
eracy of ω. Therefore m must be even. �

Definition 1.27. A differential form is symplectic if it is a smooth,
nondegenerate, closed 2-form. A smooth manifold is said to be sym-
plectic if it carries a symplectic form.

Lemma 1.26 implies immediately

Corollary 1.28. Symplectic manifolds are even dimensional.

The seminal example of a symplectic manifold is

Example 1.29. Consider R2n = Rn × Rn with coordinates (q, p) =

(q1, . . . , qn, p1, . . . , pn) and endow it with the standard symplectic
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form

ωst := −
n∑

i=1

dqi ∧ dpi =

n∑
i=1

dpi ∧ dqi.

This form is represented by the skewsymmetric (2n × 2n)-matrix(
0 − Id
Id 0

)
where Id is the (n × n)-identity matrix and 0 the (n × n) zero matrix.

Other important examples are

Example 1.30.
1) The 2n-torus T2n := R2n/Z2n ' (R/Z)2n with the symplectic form

induced by Example 1.29 is symplectic.
2) Cn with coordinates (z1, . . . , zn) and − i

2

∑n
k=1 dzk ∧ dz̄k is a sym-

plectic manifold. The identification Cn ' R2n via zk = qk + ipk

recovers Example 1.29.
3) Denote by 〈·, ·〉eu the Euclidean scalar product in R3. The 2-sphere
S2 ⊂ R3 with ωS2 given by

(ωS2)x(u, v) := 〈x, u × v〉eu

for all x ∈ S2 and all u, v ∈ TxS
2 is a symplectic manifold. ωS2 is

usually considered as standard symplectic form on S2.
4) The complex projective space CPn is symplectic for all n ∈ N. Its

standard symplectic form ωFS is called Fubini-Study form. If we
identify CP1 ' S2 with ωS2 from Example 1.30 part 3)), we obtain

ωFS = −
1
4
ωS2 .

5) Any volume form of a 2-dimensional manifold is a symplectic
form, i.e., all orientable 2-dimensional manifolds are symplectic.

6) Any cotangent bundle is symplectic: let N be a manifold and T ∗N
its cotangent bundle and τ : T ∗N → N, z = (q, p) → q the
footpoint projection with p ∈ T ∗q N. The so-called tautological
1-form θ on T ∗N is then defined by θz := (Dτ|z)∗p ∈ T ∗z N for
all z ∈ N. Its exterior derivative is a symplectic form ω := −dθ
on T ∗N, often referred to as the natural or standard symplectic
form of the cotangent bundle.

Proof. 1) Left to the reader.
2) Left to the reader.
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3) Left to the reader or see [Hohloch & Palmer, Section 2.3].
4) Denote by C× the multiplicative group (C \ {0}, ·) and set

CPn := (Cn+1 \ {0})/C× ' S2n+1/S1

with quotient map τ : Cn+1 \ {0} → CPn where τ(z) =: [z] is the equiv-
alence class [z] = [z0, . . . , zn] arisen from the identification (z0, . . . , zn) ∼
(λz0, . . . , λzn) with λ ∈ C×. The 2-form

ω̃FS |z :=
i

2 |z|4

n∑
j=0

∑
k, j

|zk|
2 dz j ∧ dz̄ j − z̄kz j dzk ∧ z̄ j

on Cn+1 \{0} descends to a unique symplectic form ωFS on the quotient CPn,
satisfying ω̃FS = τ∗ωFS .
5) Left to the reader.
6) Left to the reader or see [Cushman & Bates, Part II, Chapter 6.2] �

Attention: Whereas even dimensional tori and all complex projective spaces
can be endowed with a symplectic form, this is not true for 2n-spheres with
n > 1:

Proposition 1.31. Among all spheres Sk with k ∈ N0, only S2 is sym-
plectic, i.e., higher dimensional spheres of even dimension are not
symplectic (those of odd dimension are anyway not symplectic due to
Corollary 1.28).

Proof. We know from Example 1.30 part 3)) that S2 is symplectic and from
Corollary 1.28 that odd dimensional spheres cannot be symplectic. Thus
it remains to consider 2n-dimensional spheres with n > 1. We argue by
contradiction: let n > 1 and assume that S2n admits a symplectic form ω.
Since ω is closed we can see it as cohomology class ω ∈ H2(S2n). Because
of H2(S2n) = 0, the 2-form ω is in fact exact, i.e., there is a 1-form α with
ω = dα. We find 0 , ωn := ω∧· · ·∧ω ∈ H2n(S2n), i.e., ωn is a volume form
on S2n. Moreover, using dω = 0, we compute d(α∧ (ωn−1)) = dα∧ (ωn−1) =

ωn. Using Stokes’ theorem, we find

0 , vol
(
S2n

)
=

∫
S 2n

ωn =

∫
S2n

d(α ∧ (ωn−1)) S tokes
=

∫
∂S2n

α ∧ (ωn−1) = 0

since the boundary ∂S2n of S2n is the empty set. This contradiction shows
that 2n-spheres with n > 1 cannot admit a symplectic form. �

This extends Corollary 1.28 to
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Corollary 1.32. Let M be a smooth manifold. Then

M even dimensional
;
⇐

M symplectic

Let N1 and N2 be smooth manifolds and f : N1 → N2 a smooth map and σ
a 2-form on N2. Then the pullback f ∗σ of σ under f to N1 is defined as

( f ∗σ)x(u, v) := σ f (x)(D f |x.u,D f |x.v) ∀ x ∈ N1, ∀ u, v ∈ TxN1.

For the properties of the pullback of, see Definition and Proposition A.13.

Definition 1.33. Let (M1, ω1) and (M2, ω2) be symplectic manifolds
and ψ : M1 → M2 a smooth map.
1) ψ is said to be symplectic if ψ∗ω2 = ω1.
2) A symplectomorphism is a symplectic diffeomorphism.
3) (M1, ω1) and (M2, ω2) are symplectomorphic if there exists a

symplectomorphism ψ : (M1, ω1)→ (M2, ω2).

If ψ : (M1, ω1) → (M2, ω2) is symplectic then ψ∗ω2 = ω1 forces Dψ to
be injective since the symplectic forms are nondegenerate. In particular, we
have dim M1 ≤ dim M2. If dim M1 = dim M2 then a symplectic ψ is a local
diffeomorphism and thus a local symplectomorphism.

In general, symplectomorphisms are for symplectic geometry what isomor-
phisms are for linear algebra and diffeomorphisms for differential geometry
and isometries for Riemannian geometry.

We will see now that locally all symplectic manifolds look the same:

Theorem 1.34 (Darboux). Let (M, ω) be a symplectic mani-
fold of dimension 2n. Endow R2n with coordinates (q, p) =

(q1, . . . , qn, p1, . . . , pn). Then, for all x ∈ M, there exists an open
neighbourhood U with x ∈ U and a chart ψ : U → R2n such that
ψ(x) = 0 and

(ψ−1)∗ω = −

n∑
k=1

dqk ∧ dpk

i.e., (U, ω|U) and (R2n,−
∑n

k=1 dqk ∧ dpk) are symplectomorphic.

Proof. See for example [Hofer & Zehnder] or [McDuff & Salamon]. �
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This means in particular that symplectic manifolds have no lokal invariants
(in contrast to curvature on Riemannian manifolds). Thus, unless we add
some ‘local structure’, symplectic manifolds are locally ‘quite boring’.

In Section 1.1, we defined the Hamiltonian systems of a Hamiltonian func-
tion H : R2n → R using coordinates (q, p) = (q1, . . . , qn, p1, . . . , pn) ∈ R2n

and the explicit expression XH(q, p) =
(
∂pH(q, p),−∂qH(q, p)

)T
. Now we

give a coordinate free version:

Definition 1.35. Let (M, ω) be a symplectic manifold and H : M → R
a smooth function. The equation

(1.36) ω(XH, ·) = −dH(·)

defines a vector field XH, called the Hamiltonian vector field of H.
The associated ODE

z′ = XH(z)
is called Hamiltonian equation. Its flow is referred to as Hamilton-
ian flow and usually denoted by ΦH. In this context, the function H
is usually referred to as Hamiltonian function.

Denote by Ωx a representing matrix of ωx in x ∈ M in some local coordi-
nates and denote by DH|x the representation of dH|x in these local coordi-
nates. Since det(Ωx) , 0 we can in fact solve equation (1.36) explicitly for
XH via

(XH(x))T Ωx = −DH|x ⇔ XH(x) = −
(
DH|x Ω−1

x

)T

More abstractly, the Hamiltonian vector field XH is dual to the 1-form −dH
under the isomorphism between vector fields and 1-forms induced by ω via
X 7→ ω(X, ·).

Lemma 1.37. If we apply Definition 1.35 to the symplectic manifold
(R2n,−

∑n
k=1 dqk ∧ dpk) and the Hamiltonian H : R2n → R then we

recover XH(q, p) = (∂pH(q, p),−∂qH(q, p))T from Section 1.1.

Proof. Write XH = (XH
q , X

H
p )T in components w.r.t. the coordinate split-

ting (q, p). Then the equation ω(XH, ·) = −dH(·) transforms on the space
(R2n,−

∑n
k=1 dqk ∧ dpk) into(

XH
q , XH

p

) ( 0 − Id
Id 0

)
= −

(
∂qH, ∂pH

)
.
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This implies the identity

XH =

(
XH

q
XH

p

)
=

(
∂pH
−∂qH

)
what we used in Definition 1.1 to define the Hamiltonian vector field. �

1.4. Liouville integrability

The notion of Frobenius integrability introduced in Section 1.2 is primarily
defined fo vector fields and distribution and makes use of the properties of
the Lie bracket. In the present section, we are looking for a notion of in-
tegrability particularly suited for Hamiltonian systems. Since Hamiltonian
dynamics do not only involve the Hamiltonian vector field, but also display
a vital input by the Hamiltonian function, we are looking now for some kind
of ‘Lie bracket for functions’ to replace the Lie bracket.

Definition 1.38. A Poisson algebra is a triple
(
P , �, {·, ·}

)
such that

1) (P , �) := (P , �,+) is an associative algebra over a field K w.r.t.
the (bilinear) multiplication �.

2) There exists a map, referred to as Poisson bracket,
{·, ·} : P ×P →P

satisfying
(i) { f + g, h} = { f , h} + {g, h} and {c f , h} = c { f , h}

for all f , g, h ∈P and for all c ∈ K.
(ii) { f , g} = −{g, f }

for all f , g ∈P (skewsymmetry or anti-commutativity).
(iii) { f , {g, h}} + {g, {h, f }} + {h, { f , g}} = 0

for all f , g, h ∈P (Jacobi identity).
(iv) { f � g, h} = { f , h} � g + f � {g, h}

for all f , g, h ∈P (Leibniz rule).
Note that (i) and (ii) together imply bilinearity of the Poisson
bracket.

Thus Poisson brackets are Lie brackets that satisfy in addition the Leibniz
rule. The anti-commutativity implies {h, h} = 0 for all h ∈ P . We are in
particular interested in
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Example 1.39 (Poisson bracket for Hamiltonian functions). Let
(M, ω) be a symplectic manifold of dimension 2n. Then

{·, ·} : C∞(M,R) ×C∞(M,R)→ C∞(M,R)

{ f , g} := −ω(X f , Xg)

defines a Poisson bracket on C∞(M,R). In local coordinates (q, p) =

(q1, . . . , qn, p1, . . . , pn) ∈ R2n on (R2n,−
∑n

i=1 dqi∧dpi), this yields for
f , g ∈ C∞(R2n,R)

{ f , g} = ∂q f ∂pg − ∂p f ∂qg =

 n∑
k=1

∂qk f ∂pkg − ∂pk f ∂qkg

 .
This Poisson bracket relates as follows to the Lie bracket of the
Hamiltonian vector fields X f and Xg:

[X f , Xg] = X−{ f ,g}.

In the literatur, the Poisson bracket is sometimes defined with the other sign,
i.e., as { f , g} = ω(X f , Xg) = ∂p f∂qg−∂q f∂pg = −(∂q f∂pg−∂p f∂qg). In this
case, we have [X f , Xg] = X{ f ,g} instead of [X f , Xg] = X−{ f ,g}. The algebraic
implication of the choice of sign is explained in the following statement.

Lemma 1.40. Let (M, ω) be a symplectic manifold and denote the set
of smooth vector fields on M by Vect(M). Then
1) (Vect(M), [·, ·]) is a Lie algebra.
2)

(
C∞(M,R), {·, ·}

)
is a Poisson algebra. Forgetting the Leibniz rule,

{·, ·} induces the structure of a Lie algebra on C∞(M,R).
3) The map h 7→ Xh is in our convention [X f , Xg] = X−{ f ,g}

a Lie algebra anti-homomorphism from
(
C∞(M,R), {·, ·}

)
to

(Vect(M), [·, ·]). In the convention [X f , Xg] = X{ f ,g}, it is a Lie
algebra homomorphism. The kernel consists in both cases of the
set of constant functions.

Proof. Left to the reader. �

Because of the formula [X f , Xg] = X−{ f ,g}, a vanishing Poisson bracket
{ f , g} = 0 leads to 0 = X0 = X−{ f ,g} = [X f , Xg], i.e., a vanishing Lie bracket
of the associated Hamiltonian vector fields. But is the converse true, i.e.,
does a vanishing Lie algebra imply a vanishing Poisson bracket?
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Example 1.41. Consider R2n with local coordinates (q, p) =

(q1, . . . , qn, p1, . . . , pn) and g, h ∈ C∞(R2n,R) given by

g(q, p) := q1 and h(q, p) := p1

Then [Xg, Xh] = 0, but {g, h} = 1 , 0.

Proof. We compute {g, h} = 1 + 0 + · · · + 0 = 1 which implies immedi-
ately [Xg, Xh] = X−{g,h} = 0 since the Hamiltonian vector field of a constant
function always vanishes. �

This leads to

Corollary 1.42. Let f , g be Hamiltonian functions with Hamiltonian
flows Φ f , Φg. Then

Φ f ◦ Φg = Φ f ◦ Φg ⇔ [X f , Xg] = 0 ⇐
; { f , g} = 0.

Proof. Example 1.41 shows that a vanishing Lie bracket does not imply
vanishing of the Poisson bracket. On the other hand, the formula [X f , Xg] =

X−{ f ,g} shows that a vanishing Poisson bracket inplies vanishing of the Lie
bracket. Proposition 1.18 eventually shows a vanishing Lie bracket to be
equivalent to commuting flows. �

The Poisson bracket is therefore a ‘finer comb’ than the Lie bracket. Now
we will start answering the question why the Poisson bracket is the right
tool to measure the ‘compatibility’ of Hamiltonian flows with level sets of
other Hamiltonian functions.

Definition 1.43. Let N be a smooth manifold, f ∈ C∞(N,R), and let
γ : ] − ε, ε[→ N be a smooth curve. Then the evolution of f along γ
is given by t 7→ ( f ◦ γ)′(t).

The evolution has the following geometric meaning.

Lemma 1.44. Let N be a smooth manifold and f ∈ C∞(N,R) and
γ : ] − ε, ε[→ R2n smooth. Then the evolution of f along γ vanishes
if and only if γ stays within a level set of f .

Proof.

The evolution of f along γ vanishes⇔ ( f ◦ γ)′ ≡ 0
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⇔ ( f ◦ γ) is constant
⇔ γ stays within a level set of f

�

Let us gain some intuition for the evolution in a Hamiltonian setting: First
consider R2n with local coordinates (q, p) = (q1, . . . , qn, p1, . . . , pn) and h ∈
C∞(R2n,R). Let γ : ] − ε, ε[ → R2n be a smooth curve with components
γ = (γq, γp) = (γq1 , . . . , γqn , γp1 , . . . , γpn) ∈ R

2n. In these coordinates, the
evolution of h along γ is given by

(h ◦ γ)′(t) = Dh|γ(t).γ
′(t) =

n∑
k=1

∂qkh|γ(t)γ
′
qk

(t) + ∂pkh|γ(t)γ
′
pk

(t)

= ∂qh|γ(t)γ
′
q(t) + ∂ph|γ(t)γ

′
p(t)

what already to some extend like the local formula of the Poisson bracket
looks. If γ is in fact a Hamiltonian solution, then we regain the formula of
the Poisson bracket fully:

Corollary 1.45. Let (M, ω) be symplectic, f , g ∈ C∞(M,R), and let
zg : ] − ε, ε[→ M a Hamiltonian solution of g. Then

zg stays within a level set of f ⇔ { f , g} = 0.

Proof. According to Lemma 1.44, zg stays within a level set of f precisely
when the evolution of f along zg vanishes. Thus we compute

0 = ( f ◦ zg)′ = D f . (zg)′ = D f .Xg = −ω(X f , Xg) = { f , g}.

�

Therefore we are interested in pairs of Hamiltonians f , g with { f , g} = 0 if
we want their flows to stay within each others level sets.

Definition 1.46. Let (M, ω) be symplectic and f ∈ C∞(M,R). A func-
tion g ∈ C∞(M,R) satisfying { f , g} = 0 is said to be an integral of f .
We set

I( f ) := {g ∈ C∞(M,R) | g integral of f }.

Integrals have the following properties:

Lemma 1.47. Let (M, ω) be symplectic and f , g ∈ C∞(M,R). Then
1) f ∈ I(g) ⇔ g ∈ I( f ).
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2) f ∈ I( f ), i.e., the ‘energy’ f is an integral of f .
3) (I( f ), {·, ·}) is a Lie algebra. In particular, the Poisson bracket of

two integrals is again an integral.

Proof. 1) The anti-commutativity of the Poisson bracket implies for all
smooth functions f and g that 0 = { f , g} = −{g, f }.
2) The anti-commutativity of the Poisson bracket implies { f , f } = 0 for all
smooth functions f .
3) Let g, h ∈ I( f ), i.e., { f , g} = 0 = { f , h}. By adding zero and using the
Jacobi identity, we obtain

{ f , {g, h}} = { f , {g, h}} + {g, 0} + {h, 0}
= { f , {g, h}} + {g, {h, f }} + {h, { f , g}}
= 0.

�

Recall that the Hamiltonian vector field X f of a smooth real valued function
f transforms under a symplectomorphism ψ via

(1.48) X f◦ψ(x) = Dψ−1|ψ(x)X f (ψ(x)).

The Poisson bracket behaves under concatenation as follows.

Lemma 1.49. Let (M, ω) be a symplectic manifold and {·, ·} the Pois-
son bracket induced by ω.
1) Let (N, σ) be a symplectic manifold, ψ : (N, σ) → (M, ω) a sym-

plectomorphism and f , g ∈ C∞(M,R). Then

{ f ◦ ψ, g ◦ ψ} = { f , g} ◦ ψ.

2) Let h1, . . . , hn ∈ C∞(M,R) with {hi, h j} = 0 for all 1 ≤ i, j ≤ n. Set
h := (h1, . . . , hn) and let f : Rn → R be smooth. Then

{ f ◦ h, hi} = 0, ∀ 1 ≤ i ≤ n,

i.e., f ◦ h ∈ I(hi) for all 1 ≤ i ≤ n.

Proof. 1) We calculate

{ f ◦ ψ, g ◦ ψ} = ω(X f◦ψ, Xg◦ψ) = −d( f ◦ ψ)(Xg◦ψ)
(1.48)
= −D f |ψ Dψ (Dψ)−1|ψ Xg|ψ = −D f |ψ Xg|ψ = (−D f Xg) ◦ ψ

= { f , g} ◦ ψ.
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2) We calculate

{ f ◦ h, hi} = −d( f ◦ h)(Xhi) = D f |h Dh Xhi

= −D f |h

 ∂q1 h1 ... ∂qn h1 ∂p1 h1 ... ∂pn h1

...
...

...
...

∂q1 hn ... ∂qn hn ∂p1 hn ... ∂pn hn



∂p1 hi

...
∂pn hi
−∂q1 hi

...
−∂qn hi


= D f |h

 −dh1(Xhi )
...

−dhn(Xhi )

 = D f |h

 {h1,hi}

...
{hn,hi}

 = D f |h

( 0
...
0

)
= 0.

�

Now we are ready for

Definition 1.50. Let (M, ω) be a 2n-dimensional symplectic mani-
fold. Then a smooth function h := (h1, . . . , hn) : M → Rn is said to
be a (momentum map of a) completely integrable (Hamiltonian)
system if

1) Xh1 , . . . , Xhn are almost everywhere linearly independent.
2) {hi, h j} = 0 for all 1 ≤ i, j ≤ n (Poisson commutative).

A completely integrable system is often abbreviated by (M, ω, h).

Contrary to standard notions in physics, some mathematicians call the mo-
mentum map briefly moment map.

The measure theoretic notion ‘almost everywhere’ does not depend on the
choice of ωn := ω ∧ · · · ∧ ω, the natural n-dimensional volume on (M, ω),
or the Lebesgue measure since ωn coincides with the Lebesgue measure up
to scaling by a strictly positive function.

Remark 1.51. 1) Condition 1) in Definition 1.50 is equivalent to re-
quiring rk Dh = n almost everywhere.

2) Due to condition 2) in Definition 1.50, the Hamiltonian flows Φh1 ,
. . . , Φhn of a completely integrable system (M, ω, h) commute.

3) If the flows Φh1 , . . . , Φhn are defined on whole R, then we get an
action of the group (Rn,+) on M via

Rn × M → M,

(t, x) = (t1, . . . , tn, x) 7→ Φ
h1
t1 ◦ · · · ◦ Φ

hn
tn (x) =: Φh

t (x).
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Since the flows commute, the definition of Φh
t does not depend on

the order of concatenation, i.e., for all permutations σ, we have

Φ
hσ(1)
tσ(1)
◦ · · · ◦ Φ

hσ(n)
tσ(n)

(x) = Φ
h1
t1 ◦ · · · ◦ Φ

hn
tn (x).

If one wants to emphasize the ‘additional preserved quantity aspect’ of a
given Hamiltonian function, the following definition is more intuitive than
Definition 1.50.

Definition 1.52. Let (M, ω) be a 2n-dimensional symplectic manifold.
A Hamiltonian H : M → R is completely integrable if H has n
integrals h1, . . . , hn ∈ I(H) that form an integrable system (M, ω, h =

(h1, . . . , hn)).

In this situation, one often uses the ‘energy’ of H as integral h1 := H.

Remark 1.53. Integrability in the sense of Definition 1.50 or Def-
inition 1.52 is usually referred to as Liouville integrability. Liou-
ville integrability implies Frobenius integrability but not the other
way around, see Corollary 1.42.

The main difference here is that Frobenius integrability cannot ‘see’ the
level sets of a Hamiltonian function but Liouville integrability can.

Let us now have a look at some examples from physics.

Example 1.54 (Uncoupled harmonic oscillator). On R4 with coor-
dinates (q, p) = (q1, q2, p1, p2) and symplectic form −

∑2
k=1 dqi ∧ dpi

consider H : R4 → R given by

H(q, p) := h1(q, p) + h2(q, p) :=
ν1

2
(q2

1 + p2
1) +

ν2

2
(q2

2 + p2
2)

where ν1, ν2 ∈ R
>0. Then

1) h := (h1, h2) : R4 → R2 is a completely integrable system.
2) H is completely integrable in the sense of Definition 1.52.

Proof. Left as an exercise to the reader or see [Cushman & Bates, Part I,
Chapter 1]. �
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Example 1.55 (Coupled spin oscillator). Let λ, µ ∈ R>0. Endow
M := S2 × R2 with the symplectic form ω := λωS2 ⊕ µωst where ωS2

the standard symplectic form on S2 is (see Example 1.30 part 3))).
Let (x, y, z) be Cartesian coordinates on S2 ⊂ R3 and (u, v) Cartesian
coordinates on R2. Then h := (L,H) : M → R2 given by

L(x, y, z, u, v) :=
µ

2
(u2 + v2) + λ(z − 1),

H(x, y, z, u, v) :=
1
2

(xu + yv)

is a completely integrable system often called coupled spin oscilla-
tor. L describes the coupled rotation of a vector (x, y, z) ∈ S2 and a
vector (u, v) ∈ R2 and H the preserved angle between (x, y) ∈ R2, the
projection of (x, y, z) ∈ S2 to R2, and the vector (u, v) ∈ R2, see Figure
1.2 and Figure 1.3.

Proof. Left to the reader. �

Figure 1.2. Geometric motivation for the coupled spin os-
cillator system: Coupled rotation on S2 and in R2 and pre-
served angle between the projected vector (blue) and the vec-
tor (green) in R2.

The coupled spin oscillator in Example 1.55 can be seen as a ‘linearization’
of the following system:

Example 1.56 (Coupled angular momenta). Let ~R := (R1,R2) ∈ R2

with 0 < R1 < R2 < ∞ and t ∈ [0, 1]. Consider the prod-
uct of 2-spheres S2 × S2 ⊂ R3 × R3 with Cartesian coordinates
(x1, y1, z1, x2, y2, z2) and symplectic form −R1ωS2 ⊕ R2ωS2 where ωS2

is the standard symplectic form on the 2-sphere, see Example 1.30.
Then

h~R,t := (J~R,Ht) : S2 × S2 → R2

given by

J~R(x1, y1, z1, x2, y2, z2) := R1z1 + R2z2,
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Figure 1.3. Image of the momentum map of the coupled
spin oscillator. The singular points of rank 0 are marked as
red points.

Ht(x1, y1, z1, x2, y2, z2) := (1 − t)z1 + t(x1x2 + y1y2 + z1z2)

describes the so-called coupled angular momenta system. It is a
completely integrable system which describes the coupled rotation of
vectors on the two spheres with angle between the rotating vectors as
preserved ‘symmetry’, see Figure 1.1. The image h~R,t(S

2 × S2) ⊂ R2

of the momentum map is displayed in Figure 1.4.

Proof. This is a very special case of the system studied in
[Hohloch & Palmer]. See also the earlier references therein. �
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Figure 1.4. Image of the momentum map of the coupled an-
gular momenta system for ~R = (1, 2) and t passing from
t = 0 (at the very left) to t = 1 (at the very right). The sin-
gular points of rank 0 are marked as red points. When the
‘coupling parameter’ t changes, one of the rank zero points
transitions from being elliptic-elliptic to being focus-focus
and then back to elliptic-elliptic.
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Example 1.57 (Spherical pendulum). Consider R3 with standard
coordinates q = (q1, q2, q3) and T ∗R3 ' R6 with standard coor-
dinates (q, p) = (q1, q2, q3, p1, p2, p3) and endow it with its stan-
dard symplectic form. Moreover, consider S2 ⊂ R3 with coordinates
q = (q1, q2, q3) induced from R3 and T ∗S2 ⊂ T ∗R3 ' R6 with coordi-
nates (q, p) = (q1, q2, q3, p1, p2, p3) induced from R6 and the induced
symplectic form. Let Γ := (0, 0, 1)T ∈ R3 and consider q, p as ‘vec-
tors’ in R3 and denote by 〈·, ·〉eu the Euclidean scalar product and by
× the vector product. Then h := (J,H) : T 2S2 → R2 given by

J(q, p) := 〈q × p,Γ〉eu and H(q, p) :=
1
2
‖p‖2 − 〈Γ, q〉eu

is a completely integrable system, usually referred to as spherical
pendulum. It describes a pendulum that moves in three dimensional
space.

Proof. Left as an exercise to the reader or see [Cushman & Bates, Part I,
Chapter 4]. �



CHAPTER 2

Behaviour of completely integrable systems due to
regular and singular points

When we want to analyse the flow of a smooth vector field, the theory of
ordinary differential equations suggests to consider the vector field locally
and patch our local observations together to a global picture. The reason
is that the behaviour near regular points (= points where the vector field
is nonzero) and singular points (= points where the vector field vanishes)
differs significantly: given a regular point, then Theorem A.16 (Flow box)
states that the flow nearby can be ‘straightened’ by a smooth change of co-
ordinates to a flow parallel to one of the coordinate axes. For singular points,
the situation is more complicated: If the singular point is hyperbolic then, by
Theorem A.18 (Hartman-Grobman), the flow is C0-conjugated to the flow
of the linearization at this point. If the singular point is not hyperbolic one
either has to require stronger properties (like linear systems conjugated by
linear changes of coordinates) or involve higher derivatives to analyse the
local dynamics.

Since a completely integrable system (M, ω, h = (h1, . . . , hn)) consists of n
vector fields Xh1 , . . . , Xhn we certainly may apply the above techniques to
study each of the n flows Φh1 , . . . , Φhn separately. The natural question is if
the Poisson commutativity of the flows allows us to combine the results for
each of the flows to a result of the integrable system h and its flow Φh. The
rough answer is yes as we will see in this chapter. In fact, we are even able to
obtain some ‘semilocal’ statements, i.e., statements that hold for (connected
compontens of) the whole preimage (= fiber) of a regular or singular value.

2.1. The fibration of a completely integrable system

In this section, we will see how much knowledge or the system can already
be gained from its fibres.

27



28 CONTENTS

Definition 2.1. Let (M, ω, h = (h1, . . . , hn)) be a completely inte-
grable system. The decomposition M =

⋃
r∈h(M) h−1(r) is called Liou-

ville foliation of (M, ω, h). A connected component of a fiber h−1(r) is
said to be a leaf. A fiber or leaf are called regular if all of its points
are regular. Otherwise the fiber or leaf are called singular.

The fibers and leaves of the Liouville foliation are invariant under the flow
of the momentum map. By definition of an completely integrable system,
almost all values in the image of the momentum map are regular, i.e., the
set of singular values in the image is a zero set. Thus in particular, the set
of points lying in singular leaves is a zero set in the underlying symplectic
manifold.

Example 2.2 (Uncoupled harmonic oscillator). Let ν1, ν2 ∈ R
>0. The

fibers of the Liouville foliation of the uncoupled harmonic oscillator
h := (h1, h2) : R4 → R2 with

h1(q, p) =
ν1

2
(q2

1 + p2
1) and h2(q, p) =

ν2

2
(q2

2 + p2
2)

(see Example 1.54 and Figure 2.1) are given by

h−1(r1, r2) '
{
(q1, p1)

∣∣∣∣∣ q2
1 + p2

1 =
r1ν1

2

}
×

{
(q2, p2)

∣∣∣∣∣ q2
2 + p2

2 =
r2ν2

2

}
.

The image of the momentum map h is given by the (unbounded) poly-
gon h(R4) = R≥0 × R≥0. Depending on the value of r = (r1, r2), we
find
• If r1, r2 > 0, then the fibers are regular and given by 2-tori.
• If r1 = 0 and r2 > 0 or r1 > 0 and r2 = 0, then the fibers are

singular and given by 1-tori.
• If r1 = 0 = r2, then the fiber is singular and is given by a single

point.
• If r1 < 0 or r2 < 0, then the fiber is the empty set.

In particular, all fibers are connected and compact.

Proof. Since ν1, ν2 > 0, we have h j(q, p) ≥ 0 with h j(q, p) = 0 precisely on
the plane {q j = 0 = p j} ⊂ R

4 for j ∈ {1, 2}. Thus we obtain as image of the
momentum map the quadrant

h(R4) = {(h1(q, p), h2(q, p)) | (q, p) ∈ R4} = R≥0 × R≥0.
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If r = (r1, r2) < h(R4) then h−1(r) = ∅. If r ∈ h(R4) = R≥0 × R≥0 then
h−1(r) = h−1

1 (r1) ∩ h−1
1 (r2) where

h−1
1 (r1) =

{
(q1, q2, p1, p2) ∈ R4

∣∣∣∣∣ q2
1 + p2

1 =
r1ν1

2

}
(2.3)

= circle of radius
√

r1ν1

2
in (q1, p1)-plane × R2.(2.4)

For r1 = 0 this yields

h−1
1 (0) = {(0, q2, 0, p2) | q1, p2 ∈ R} = origin in (q1, p1)-plane × R2.

Analogous statements hold true for h−1
2 (r2). Thus we get

h−1(r) = h−1
1 (r1) ∩ h−1

1 (r2)

=

{
(q1, q2, p1, p2)

∣∣∣∣∣ q2
1 + p2

1 =
r1ν1

2
, q2

2 + p2
2 =

r2ν2

2

}
'

{
(q1, p1)

∣∣∣∣∣ q2
1 + p2

1 =
r1ν1

2

}
×

{
(q2, p2)

∣∣∣∣∣ q2
2 + p2

2 =
r2ν2

2

}
.

Thus the fibers are of the form claimed in the statement and sketched in
Figure 2.1. Moreover, we calculate

Dh|(q,p) =

(
ν1q1 0 ν1 p1 0

0 ν2q2 0 ν2 p2

)
and find rk(Dh|(q,p)) = 0 precisely for (q, p) = (0, 0, 0, 0). Moreover,
rk(Dh|(q,p)) = 1 if and only if (q1, p1) = 0 or (q2, p2) = 0 but not
(q, p) = (0, 0, 0, 0). In all other cases, rk(Dh|(q,p)) = 2. For fibers, this im-
plies that h−1(0, 0) = {(0, 0, 0, 0)} is a singular point of rank zero, i.e., a fixed
point. Moreover, h−1(0, r2) and h−1(r1, 0) with r1, r2 > 0 are singular fibers
or rank one. h−1(r1, r2) with r1, r2 > 0 are fibers of rank two, thus regular
ones. �

Thus the fiber over the (zero dimensional) vertex of the image of the mo-
mentum map of the uncoupled harmonic oscillator consists of a (zero di-
mensional) fixed point, the fibers over the (one dimensional) edges of the
image of the momentum map are (one dimensional) circles, and the fibers
over the (2-dimensional) interior are 2-tori. We will see in Theorem 2.41
(Local normal form) and Theorem ?? (Delzant) that this is no coincidence.

If the fibers of an integrable system (M, ω, h) are not connected, then the
leaf space (given by collapsing each connected component to a point),
differs from the image of the momentum map h(M) which causes many
difficulties. Therefore one often imposes conditions to insure that the
fibers are connected. For more details on the leaf space, see for example
[Hohloch & Sabatini & Sepe & Symington] and the references therein.
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h−1(r)

R2

R4 ⊇

⊇ h(R4) 3 r

h = (h1, h2)

h2

h1

Figure 2.1. The Liouville fibration of the uncoupled har-
monic oscillator: The image of the momentum map is the
positive quadrant. The fiber over the origin is a fixed point.
The fibers over the edges minus the origin are circles, and
the fibers over the interior are 2-tori.

Let us now investigate if the Liouville foliation also carries some symplectic
properties.

Definition 2.5. Let (M, ω) be a symplectic manifold and N ⊆ M a
submanifold.
1) N is isotropic if ωp(u, v) = 0 for all p ∈ N and all u, v ∈ TpN,

i.e., ω vanishes along N.
2) N is Lagrangian if N is isotropic and dim N = 1

2 dim M.

Recall that Theorem A.26 (Implicite functions) implies that a regular fiber
or a regular leaf is a submanifold whose dimension equals half of the di-
mension of the underlying symplectic manifold.

Lemma 2.6. Let (M, ω, h) be a completely integrable system. Then all
fibers and leafs of the Liouville foliation are isotropic where ever a
resonable tangent space can be defined. In addition, all regular fibers
are even Lagrangian submanifolds.
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Proof. Let h = (h1, . . . , hn) and x ∈ h−1(r). The tangent space Tx
(
h−1(r)

)
coincides with SpanR{X

h1(x), . . . , Xhn(x)}. We compute

ωx
(
Xhi(x), Xh j(x)

)
= −{hi, h j} = 0 ∀ 1 ≤ i, j ≤ n.

Thus ω vanishes on h−1(r). If r is a regular value then, by Theorem A.26
(Implicite functions), h−1(r) is a submanifold of dimension 1

2 dim M and
thus not just isotropic but even Lagrangian. �

For this reason, Liouville foliations can be seen as ‘singular Lagrangian
fibrations’. Theorem 2.7 (Arnold-Liouville) will refine this to ‘Lagrangian
2-torus fibrations’ for connected compact regular fibers.

2.2. The Arnold-Liouville theorem

Recall from ODE theory that a regular point of a vector field is a point
where the vector field does not vanish. According to Theorem A.16 (Flow
box), the flow of an autonomous vector field can be ‘straightened out’ in the
neighbourhood of a regular point as sketched in Figure 2.2.

x

Figure 2.2. The ‘straightening out’ of the flow of a vector
field near a regular point by means of a coordinate transfor-
mation as described in Theorem A.16 (Flow box).

Given a completely integrable system (M, ω, h = (h1, . . . , hn)), one is nat-
urally interested in a coordinate change like in Theorem A.16 (Flow box)
that ‘straightens out’ the flows of h1, . . . hn simultaneously as sketched in
Figure 2.3 while respecting the integrability condition {hi, h j} = 0 for all
1 ≤ i, j ≤ n, i.e., the straightening procedure should be (locally) fiber pre-
serving. This will be achieved in Lemma 2.22 (Liouville coordinates) and
its corollary Corollary 2.23 (Integrable flow box theorem).
In fact, we will see that we can even do better by not just locally
straightening out the combined flows of a completely integrable system,
but by actually straightening out a whole neighbourhood of a fiber in a
fiber preserving way as sketched in Figure 2.4. This is achieved by the
so-called Arnold-Liouville theorem (see Theorem 2.7 (Arnold-Liouville))
that in fact also comprises the work of several other mathematicians,
in particular [Liouville] and [Arnold & Avez] important contributions by
[Mineur 1936], [Mineur 1937], [Jost], and [Markus & Meyer].
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x

Figure 2.3. Simultaneously ‘straightening out’ of the flows
of a completely integrable system locally near a regular point
of the integrable system is achieved by means of Liouville
coordinates in Corollary 2.23 (Integrable flow box theorem).

Theorem 2.7 (Arnold-Liouville). Let (M, ω, h = (h1, . . . , hn)) be a
completely integrable system and r ∈ Rn a regular value. If h−1(r) is
compact and connected, then
1) h−1(r) is an embedded n-torus.
2) There exists

• open sets D, E ⊆ Rn with 0 ∈ D and r ∈ E,
• an open neighbourhood U :=

⋃
ρ∈E h−1(ρ) ⊆ M of h−1(r),

• a diffeomorphism ϕ : Tn × D→ U,
• a diffeomorphism µ : E → D with µ(r) = 0

such that
• ϕ∗ω = −

∑n
i=1 dqi ∧ dpi, i.e., ϕ is a symplectomorphism to the

standard model,
• µ ◦ h ◦ ϕ : Tn × D→ D satisfies (µ ◦ h ◦ ϕ)(q, p) = p.

µ

h

E D 0r

ϕ

µ ◦ h ◦ ϕ

Figure 2.4. The fiber preserving ‘straightening transforma-
tion’ of the flow of a completely integrable system as de-
scribed in Theorem 2.7 (Arnold-Liouville).
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We require h−1(r) compact and connected in Theorem 2.7 (Arnold-
Liouville) to reduce the complexity of the statement:

• Dropping the compactness requirement will admit the fiber to be dif-
feomorphic to a cylinder T k × Rn−k for some 0 ≤ k ≤ n instead of the
torus Tn. For a proof, see [Cushman & Bates].
• Dropping the connectedness requirement will allow the fiber to have

more than one connected component.

Without copmpactness and connectivity of the fiber, we would have to deal
e.g. with fibers consisting of up to infinitely many connected components
and where each component could be of the form T k×Rn−k for some (maybe
varying) 0 ≤ k ≤ n.

Example 2.8. The mathematical pendulum (R2, dp ∧ dq, h) given by
h : R2 → R, h(q, p) = 1

2 p2 + λ cos(q) yields the Hamiltonian system
q′ = p and p′ = −λ sin(q). It contains fibers that consist of infinitely
many circles as well as fibers that consists of two copies of the real
line.

The intuition for turning a completeley integrable system (M, ω, h) into the
‘semilocal normal form’

(Tn × D, −
n∑

k=1

dqk ∧ dpk, µ ◦ h ◦ ϕ)

given by Theorem 2.7 (Arnold-Liouville) is sketched and explained in Fig-
ure 2.5.
In order to simplyfy a completely integrable system considerably, it is ac-
tually enough to consider h ◦ ϕ instead of the full semilocal normal form
µ ◦ h ◦ ϕ given by Theorem 2.7 (Arnold-Liouville):

Corollary 2.9 (Action-angle coordinates). Let (M, ω, h) satisfy the
hypotheses of Theorem 2.7 (Arnold-Liouville) and let ϕ and µ be as
stated in Theorem 2.7 (Arnold-Liouville).
1) H := (H1, . . . ,Hn) := h ◦ ϕ : Tn ×D→ Rn depends solely on the

action variables p = (p1, . . . , pn) and is totally independent of the
angle variables q = (q1, . . . , qn), i.e., we have H(p, q) = H(p).
Thus the concatenation with µ only adjusts the values of h to yield
the linear function µ ◦ h ◦ ϕ(q, p) = p but has no influence on the
dependency on p or q.
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(a) (b)

r

z p
q θ

p

h

q

µ ◦ h ◦ ϕ

ϕ−1(z)

Figure 2.5. Let (M, ω, h) be a completely integrable sys-
tem that satisfies the hypothesis of Theorem 2.7 (Arnold-
Liouville). (a) Intuition for Theorem 2.7 (Arnold-Liouville):
z ∈ M is completely determined by its energy level r and
the angle θ. (b) The local model given in Theorem 2.7
(Arnold-Liouville) near the fiber containing z: The role of
θ from (a) is taken over by q ∈ Tn and h is transformed to
µ ◦ h ◦ϕ : Tn ×D→ D given by µ ◦ h ◦ϕ(q, p) = p. Thus the
role of r is taken over by p as value of the new Hamiltonian
µ ◦ h ◦ ϕ.

2) The Hamiltonian vector field XHi(q, p) has ∂p jHi(q, p) =

∂p jHi(p) as jth entry for 1 ≤ j ≤ n while all other entries van-
ish, briefly XHi = (∂pHi(p), 0)T . ThusHi induces the Hamiltonian
system

q′j = ∂p jHi(p), p′j = 0 for 1 ≤ j ≤ n.

The components of a Hamiltonian solution (q(ti), p(ti)) ofHi are

ti 7→ p j(ti) = p j(0),
ti 7→ q j(ti) = q j(0) + ti∂p jHi(p j(ti))

for 1 ≤ j ≤ n. Hence the Hamiltonian flow ofHi is given by

Φ
Hi
ti (q, p) = (q + ti∂pHi(p), p)

Thus the flow is linear and leaves each torus Tn × {p} ⊂ Tn × D
invariant. The coefficient ∂pHi(p) =: νi(p) is called frequency of
the flow ΦHi and depends only on p.
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3) In the semilocal normal form H̃(q, p) := µ ◦ h ◦ ϕ(q, p) = p, the
Hamiltonian vector field and flow simplify even more: In XH̃i , the
ith entry equals 1 whereas all others vanish. Thus the components
of a Hamiltonian solution (q(ti), p(ti)) of H̃i are

ti 7→ qi(ti) = qi(0) + ti, ti 7→ pi(ti) = pi(0),
ti 7→ q j(ti) = q j(0), ti 7→ p j(ti) = p j(0) ∀ j , i

with Φ
H̃i
ti (q, p) = (q + tiei, p) where ei is the ith standard basis

vector of Tn = Rn/Zn.

Proof. Assume that the notations and hypotheses of Theorem 2.7 (Arnold-
Liouville). The Poisson commutativity {hi, h j} = 0 for all 1 ≤ i, j ≤ n
together with Lemma 1.49 implies

0 = {hi, h j} ◦ ϕ = {hi ◦ ϕ, h j ◦ ϕ}
1.49
= {Hi,H j} ∀ 1 ≤ i, j ≤ n.

Moreover, concatenating (H1, . . . ,Hn) = H = h ◦ ϕ with µ = (µ1, . . . , µn)
or, more precisely, the component functions µi yields together with Lemma
1.49

{pi,H j} = {µi ◦ H ,H j}
1.49
= 0 ∀ 1 ≤ i, j ≤ n.

Thus, for 1 ≤ j ≤ n, the flow of H j preserves Tn × {p}. Moreover, we
calculate

0 = {pi,H j} = −ω(Xpi , XH j) = dpi(XH j) = ∂qiH j ∀ 1 ≤ i, j ≤ n

i.e., for all 1 ≤ j ≤ n, the functions H j do not depend on q = (q1, . . . , qn).
The formulas of XH j and of ΦH j follow immediately. �

Notation 2.10. In the situation of Corollary 2.9, we write by abuse of
notation XH (q, p) =

(
∂pH(p)

0

)
with

q′ = ∂pH(p) and p′ = 0

and

Φ
H1
t1 ◦ · · · ◦ Φ

Hn
tn (q, p) =: ΦHt (q, p) =: (q + t∂pH(p), p)

where ∂pH(p) = (ν1(p), . . . , νn(p)) =: ν(p) is the frequency of the
flow ΦH .

Now we look into the uniqueness of action-angle coordinates:
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Remark 2.11. The action-angle coordinates in Corollary 2.9 are not
unique. We may change the basis of the torus or apply certain trans-
lations and still have action-angle coordinates. More precisely, let
A ∈ GL(n,Z) with det A = ±1, c ∈ R and w : D → R a smooth
function. Then q̃ := A(q + ∂pw(p)),

p̃ := (AT )−1 p + c

are also action-angle coordinates.

We will encounter obstructions to the global existence of action-angle vari-
ables in Section ??. For a detailed analysis ‘how globally’ action-angle co-
ordinates can be defined, we refer the interested reader to [Duistermaat].

Now we will see where the name action-angle coordinates actually origi-
nates from.

Remark 2.12. Assume the situation of Theorem 2.7 (Arnold-
Liouville), recall U = ϕ(Tn × D) and ω|U =

(
ϕ−1

)∗
ωst with ωst =

−
∑n

k=1 qk ∧ dpk and σst =
∑n

k=1 pkdqk on Tn × D.
1) Since ωst = dσst is exact its pullback

ω|U = (ϕ−1)∗ωst = (ϕ−1)∗dσst = d((ϕ−1)∗σst) =: dσ

is exact, too.
2) Assume that γ1, . . . , γn are loops that form a basis of the first ho-

mology class H1(h−1(r) ∩ U,Z) with µ(r) = p. Then the ‘action
variables’ (p1, . . . , pn) = p = µ ◦ h ◦ ϕ(q, p) are given by the
‘action integral’

pi =

∫
γi

σ.

Since the variable q = (q1, . . . , qn) describes ‘angles’ in the torus
Tn = S1 × . . . × S1, they are referred to as ‘angle variables’.

2.3. Generating functions and the maximal number of
independent integrals

This section is quite technical since it deals with the construction of certain
local symplectic coordinates that do not just turn the symplectic form into
the standard form like Theorem 1.34 (Darboux) does but also ‘straighten’
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locally the flow of an integrable system. These coordinates are essential for
the proof of Theorem 2.7 (Arnold-Liouville). We follow hereby the ideas in
[Hofer & Zehnder, Appendix A.1].

We start with a ‘scrambled’ symplectic change of coordinates: given a sym-
plectic change of coordinates (ξ, η) 7→ (x, y), we will see that we can recover
from ξ and y the coordinates η and x and that the recovered coordinates
locally can be expressed as partial derivatives of a certain function that de-
pends only on the given coordinates. More precisely:

Lemma 2.13 (Generating functions I). Consider a symplectomor-
phism ψ : (R2n, ωst) → (R2n, ωst) and think of it as change of coordi-
nates from (ξ, η) ∈ Rn × Rn = R2n to

ψ(ξ, η) =:
(
a(ξ, η), b(ξ, η)

)
=: (x, y) ∈ Rn × Rn = R2n.

1) If det(∂ξa) , 0 in (ξ̂, η̂) ∈ Rn ×Rn then there exists an open neigh-
bourhood U of

(
a(ξ̂, η̂), η̂

)
=: (x̂, η̂) ∈ Rn × Rn and a smooth func-

tion W : U → R such that

ξ = ∂ηW(x, η) and y = ∂xW(x, η) ∀ (x, η) ∈ U

with det(∂x∂ηW) , 0 in U.
2) For all (x̂, η̂) ∈ Rn × Rn and all open neighbourhoods U of (x̂, η̂)

and all smooth functions W : U → R with det(∂x∂ηW) , 0 in U,
the map defined on U given by

(x, η) 7→ (ξ, y) :=
(
∂ηW(x, η), ∂xW(x, η)

)
is a symplectomorphism.

Such a function W is usually referred to as generating function.

Before we prove this statement, let us discuss it a bit: From the point of
view of geometry the recovered coordinates are the components of the 1-
form dW = ∂ηWdη + ∂xWdx which is by construction exact and therefore
also closed. From the point of view of analysis, the expression (ξ, y) =

(∂ηW(x, η), ∂ηW(x, η)) shows that the n+n = 2n components of a symplectic
map are not ‘functionally independent’ of each other in the sense that they
both satisfy a functional equation originating from the same function W.

Generating functions seems to be very abstract concept, but, in certain situ-
ations, it is not impossible to write a generating function down explicitly:

Example 2.14. The Euclidean scalar product is a generating function
for the identity Id : (R2n, ωst)→ (R2n, ωst).
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Proof. Consider the identity as map Id : (Rn × Rn, ωst) → (Rn × Rn, ωst)
with

(ξ, η) 7→ Id(ξ, η) =: (a(ξ, η), b(ξ, η)) =: (x, y)
where in fact (ξ, η) = Id(ξ, η) = (x, y). Note that ∂ξa(ξ, η) = 1 , 0 and
define the map

W : Rn × Rn → Rn × Rn, W(x, η) := 〈x, η〉eu =

n∑
k=1

xkηk

where x = (x1, . . . , xn) and η = (η1, . . . , ηn). Now compute the partial deriva-
tives ∂xkW(x, η) = ηk and ∂ηkW(x, η) = xk which yield

ξ = x = ∂ηW(x, η) and y = η = ∂xW(x, η).

Note that ∂xi∂η jW(x, η) = δi j and thus det(∂x∂ηW) = det(Id) = 1 , 0. �

More generally, we have

Example 2.15. Function of the form W(x, η) = 〈x, η〉eu+w(x, η), where
w and its first and second derivatives Dw and D2w have sufficiently
small norm, are generating functions for symplectic mappings that
are sufficiently close to the identity. Conversely, all symplectic map-
pings close to the identity can locally be described by means of gen-
erating functions of the form W(x, η) = 〈x, η〉eu + w(x, η).

Proof. Left as an exercise to the reader. �

The analytic reason behind the proof of Lemma 2.13 (Generating functions
I) is that det(∂ξa) , 0 allows us to use Theorem A.23 (Implicite functions)
to solve the equation a(ξ, η) = x for ξ, i.e., it allows us to write ξ = α(x, η)
for a suitable function α.

Proof of Lemma 2.13 (Generating functions I). Consider (R2n, ωst) with
coordinates (ξ, η) ∈ Rn × Rn ' R2n. Let ψ : (R2n, ωst) → (R2n, ωst) be a
symplectomorphism and consider ψ as (symplectic) change of coordinates

(ξ, η) 7→ ψ(ξ, η) =: (a(ξ, η), b(ξ, η)) =: (x, y).

Step 1 (finding suitable local coordinates): By assumption, we have
det

(
∂ξa(ξ̂, η̂)

)
, 0 in (ξ̂, η̂) ∈ Rn × Rn ' R2n and denote a(ξ̂, η̂) =: x̂. Thus,

according to Theorem A.23 (Implicite functions) applied to a : R2n → Rn,
there exists a neighbourhood L ⊂ Rn of η̂ and a neighbourhood K ⊆ Rn of
ξ̂ and a smooth α : L → K such that α(η) = ξ if and only if (ξ, η) ∈ K × L
and a(ξ, η) = x̂. Since det

(
∂ξa(ξ̂, η̂)

)
, 0 is an open condition we may vary

(ξ̂, η̂) (and thus x̂) slightly and obtain locally a smooth α that depends now
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additionally on x solving x = a(ξ, η) locally for ξ as ξ = α(x, η). We now
get a local diffeomorphism ϕ and a smooth function β via

ϕ(x, η) = (α(x, η), η) and β(x, η) := b(α(x, η), η).

Step 2 (finding the generating function): Consider R4n with coordinates
(ξ, η, x, y) and define embeddings i and j on suitable subsets Ui, U j ⊆ R

2n

via

i : Ui ⊆ R
2n → R4n, j : U j ⊆ R

2n → R4n

i(x, η) :=
(
α(x, η), η, x, β(x, η)

)
,

j(ξ, η) :=
(
ξ, η, a(ξ, η), b(ξ, η)

)
=

(
ξ, η, ψ(ξ, η)

)
.

We have i = j ◦ ϕ since β(x, η) = b(α(x, η), η). Now we want to show that
the pullback of 1-form σ := ydx + ξdη :=

∑n
k=1 ykdxk + ξkdηk under i is

closed. Herefore we calculate

dσ = dy ∧ dx + dξ ∧ dη = dy ∧ dx − dη ∧ dξ,
d(i∗σ) = i∗dσ = ϕ∗( j∗(dσ)) = ϕ∗(ψ∗ωst − ωst).

Since ψ is a symplectomorphism, we have ψ∗ωst − ωst = 0 and, since ϕ
is a diffeomorphism, we conclude d(i∗σ) = 0, i.e., i∗σ is closed. Therefore
Lemma A.12 (Poincaré) implies the local existence of a 0-form (= function)
W such that i∗σ = dW. Writing this in coordinates (x, η), we get

dW =

n∑
k=1

∂xkW(x, η)dxk + ∂ηkW(x, η)dηk,

i∗σ =

n∑
k=1

βk(x, η)dxk + αk(x, η)dηk

so that dW = i∗σ implies

ξ = α(x, η) = ∂ηW(x, η) and y = β(x, η) = ∂xW(x, η).

�

The identity is a symplectomorphism and satisfies det(∂ξa) , 0 in the no-
tation of Lemma 2.13 (Generating functions I) as shown in the proof of
Example 2.14. The rotation (ξ, η) 7→ (η,−ξ) =: (a(ξ, η), b(ξ, η)) is also a
symplectomorphism but has det(∂ξa) = 0. Since the rotation is bijective
det(∂ηa) cannot also vanish, it makes sense to adapt Lemma 2.13 (Generat-
ing functions I) to the case det(∂ηa) , 0. Roughly, this means in the notation
of the proof of Lemma 2.13 (Generating functions I):
• If det(∂ξa(ξ, η)) , 0 then solve a(ξ, η) = x for ξ via ξ = α(η, x).
• If det(∂ηa(ξ, η)) , 0 then solve a(ξ, η) = x for η via η = α(ξ, x).
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Lemma 2.16 (Generating functions II). Consider a symplectomor-
phism ψ : (R2n, ωst) → (R2n, ωst) and think of it as change of coordi-
nates from (ξ, η) ∈ Rn × Rn = R2n to

ψ(ξ, η) =:
(
a(ξ, η), b(ξ, η)

)
=: (x, y) ∈ Rn × Rn = R2n.

1) If det(∂ηa) , 0 in (ξ̂, η̂) ∈ Rn ×Rn then there exists an open neigh-
bourhood U of

(
ξ̂, a(ξ̂, η̂)

)
=: (ξ̂, x̂) ∈ Rn × Rn and a smooth func-

tion V : U → R such that

η = −∂ξV(ξ, x) and y = ∂xV(ξ, x) ∀ (ξ, x) ∈ U

with det(∂x∂ξV) , 0 in U.
2) For all (ξ̂, x̂) ∈ Rn × Rn and all open neighbourhoods U of (ξ̂, x̂)

and all smooth functions V : U → R with det(∂x∂ξV) , 0 in U,
the map defined on U given by

(ξ, x) 7→ (η, y) :=
(
−∂ξV(ξ, x), ∂xV(ξ, x)

)
is a symplectomorphism.

Such a function V is usually also referred to as generating function.

Proof. Consider the 1-formσ =
∑n

k=1 ykdxk−ηkdξk = ydx−ηdξ and proceed
as in the proof of Lemma 2.13 (Generating functions I). �

Note that, for the identity, we only can apply Lemma 2.13 (Generating
functions I) but not Lemma 2.16 (Generating functions II). For the rotation
(ξ, η) 7→ (η,−ξ), it is precisely the other way around.

Example 2.17. Let ψ : (R2n, ωst)→ (R2n, ωst) be symplectic and write
ψ(ξ, η) =

(
a(ξ, η), b(ξ, η)

)
=: (x, y). Let det(∂ξa) , 0 and assume that

a(ξ, η) = a(ξ) does not depend on η. Then ψ is in fact of the form

x = a(ξ),

y =
(
(∂ξa(ξ))T )−1(η + ∂ξu(ξ))

for a smooth function u : Rn → R. If a = Id then y = η + ∂ξu(ξ).

Proof. Write ψ by means of a generating function U as

a(ξ) = x = ∂yU(ξ, y) and b(ξ, η) = η = ∂ξU(ξ, y).

Now determine U as precise as possible in terms of a: In coordinates
y = (y1, . . . , yn), the first equation reads ak(ξ) = ∂ykU(ξ, y) for 1 ≤ k ≤ n.
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Integrating w.r.t. yk now yields

U(ξ, η) =

∫
ak(ξ) dyk = ak(ξ)yk + uk(ξ) for 1 ≤ k ≤ n

with uk : Rn → R. Thus, given any smooth function u : Rn → R, setting
U(ξ, η) := 〈a(ξ), y〉eu − u(ξ) is the most general choice that still satisfies
a(ξ) = ∂yU(ξ, y). This yields η = ∂ξU(ξ, y) = (∂ξa(ξ))T y − ∂ξu(ξ). Solving
for y yields the desired expression. �

Recall from Lemma 1.49 that concatenation with a symplectomorphism
leaves the Poisson bracket invariant.

Lemma 2.18. Consider (R2n, ωst) with standard coordinates (q, p) =

(q1, . . . , qn, p1, . . . , pn) and Poisson bracket {·, ·} induced by ωst.
1) For the coordinate functions q1, . . . , qn, p1, . . . , pn given by

(q, p) 7→ qi and (q, p) 7→ pi, we calculate

{qi, q j} = 0 = {pi, p j} ∀ 1 ≤ i, j ≤ n,
{qi, pi} = 1 ∀ 1 ≤ i ≤ n,
{qi, p j} = 0 ∀ i , j, 1 ≤ i, j ≤ n.

2) Let ψ : (R2n, ωst)→ (R2n, ωst) be a symplectomorphism and write
ψ = (a, b) = (a1, . . . , an, b1, . . . , bn). Then

{ai, a j} = 0 = {bi, b j} ∀ 1 ≤ i, j ≤ n,
{ai, bi} = 1 ∀ 1 ≤ i ≤ n,
{ai, b j} = 0 ∀ i , j, 1 ≤ i, j ≤ n.

Proof. 1) Simple calculation.
2) Write ai = qi ◦ ψ and bi = pi ◦ ψ and use Lemma 1.49 and 1). �

This leads to the following important conclusion:

Corollary 2.19. In symplectic standard coordinates, the first n com-
ponents (a1, . . . , an) = a of a symplectomorphism ψ = (a, b) mutually
Poisson commute. Since they also satisfy rk(Da) = n, they form a
completely integrable system. The same is true for the last n compo-
nents b = (b1, . . . , bn).

Now we want to investigate the converse, i.e., if one can always extend n
Poisson commuting functions a = (a1, . . . , an) : R2n → Rn with rk(Da) = n
to a symplectomorphism.
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Theorem 2.20 (Liouville). Consider (R2n, ωst) with standard coor-
dinates (ξ, η) = (ξ1, . . . , ξn, η1, . . . , ηn) and let a = (a1, . . . , an) :
(R2n, ωst) → Rn be smooth with rk(Da) = n and {ai, a j} = 0 for all
1 ≤ i, j ≤ n. Then we can extend a locally to a symplectomorphism ψ
whose first n components coincide with a.

Proof. Step 1: W.l.o.g. assume that det(∂ξa) , 0 and solve x = a(ξ, η)
as in the proof of Lemma 2.13 (Generating functions I) locally for ξ via
ξ = α(x, η) with a suitable function α. We want to show that α is locally
of the form α(x, η) = ∂ηW(x, η) for a smooth function W and that this W
has the properties of a generating function. If this is the case, then part 2)
in Lemma 2.13 (Generating functions I) describes how to extend α locally
to a symplectomorphism. Taking the inverse delivers a symplectomorphism
whose first n coordinate functions are given by x = a(ξ, η), i.e., we have
extended a locally to a symplectomorphism.
Step 2: Since the second partial derivatives of a smooth function com-
mute, the matrix ∂ηα has to be symmetric to allow for the existence of any
smooth W with α(x, η) = ∂ηW(x, η). On the other hand, writing Lemma
A.12 (Poincaré) in local coordinates shows that symmetry of ∂ηα is not
only necessary but also sufficient for the existence of such a W.
Step 3: It suffices to show that the (n × n)-matrix ∂ηα is symmetric. We
calculate

0 = {ai, a j} = ∂ξai (∂ηa j)T − ∂ηai (∂ξa j)T

⇔ ∂ξai (∂ηa j)T = ∂ηai (∂ξa j)T

⇔ (∂ηa j)T ((∂ξa j)T )−1 = (∂ξai)−1 ∂ηai

⇔ ((∂ξa j)−1 ∂ηa j)T = (∂ξai)−1 ∂ηai

Thus the matrix (∂ξa)−1 ∂ηa is symmetric. Moreover, differentiating the
equation

ξ = α(x, η) = α(a(ξ, η), η)

w.r.t. ξ yields Id = ∂ξξ = ∂xα ∂ξa, implying ∂xα = (∂ξa)−1. Differentiating
w.r.t. η yields 0 = ∂ηξ = ∂ηα(x, η) = ∂xα ∂ηa + ∂ηα. Altogether, we get
∂ηα = −∂xα ∂ηa = −(∂ξa)−1 ∂ηa. We already showed the last term to be
symmetric, thus so is the matrix ∂ηα. �

Now we give an answer to the question how many functionally independent
Poisson commuting functions we may find at most on R2n.
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Corollary 2.21. Let a = (a1, . . . , an) : (R2n, ωst) → Rn and a0 :
(R2n, ωst) → R be smooth functions with rk(Da) = n and {ai, a j} = 0
for 0 ≤ i, j ≤ n. Then a0 can be expressed as a function of a1, . . . , an.
In particular, there are maximally n functionally independent, Pois-
son commuting functions on R2n.

Proof. Consider (R2n, ωst) with standard coordinates (ξ, η) and a =

(a1, . . . , an) : (R2n, ωst) → Rn with rk(Da) = n and Poisson commuting
components {ai, a j} = 0 for 0 ≤ i, j ≤ n. Theorem 2.20 (Liouville) implies
the existence of a local symplectomorphism ψ whose first n components are
given by a = (a1, . . . , an), i.e., ψ(ξ, η) = (a(ξ, η), b(ξ, η)) = (x, y). We rewrite
this as (a ◦ ψ−1)(x, y) = a(ξ, η) = x and set f := a0 ◦ ψ−1. Then we get

0 = {a0, ai} ◦ ψ
−1 1.49

= {a0 ◦ ψ
−1, ai ◦ ψ

−1} = { f , xi}
??
= −∂yi f

for all 1 ≤ i ≤ n. Therefore f does not depend on (y1, . . . , yn) but is a
function solely depending on (x1, . . . , xn) = x = (a1, . . . , an). �

Now we strengthen Theorem 1.34 (Darboux).

Lemma 2.22 (Liouville coordinates). Let (M, ω) be a 2n-dimensional
symplectic manifold and a = (a1, . . . , an) : M → Rn be smooth with
rk(Da) = n and {ai, a j} = 0 for all 1 ≤ i, j ≤ n. Then, for all z ∈
M, there exists an open neighbourhood U ⊆ M of z and an open
neighbourhood V ⊆ R2n of 0 ∈ R2n and a diffeomorphism ψ : V → U
such that
• ψ(0) = z,
• ψ∗ω = ωst,
• (a ◦ ψ)(q, p) = p for all (q, p) ∈ V.

Proof. Start with local coordinates as given by Theorem 1.34 (Darboux)
and use Theorem 2.20 (Liouville) and Corollary 2.21 to tweak the change
of coordinates into the desired form. �

In Liouville coordinates, the flow of a = (a1, . . . , an) becomes linear, thus
generalizing Theorem A.16 (Flow box) to n Poisson commuting flows (cf.
Figure 2.3):

Corollary 2.23 (Integrable flow box theorem). In the setting of
Lemma 2.22 (Liouville coordinates), the flow Φat := Φ

a1
t1 ◦ · · · ◦ Φ

an
tn is
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given by Φat (ψ(q, p)) = ψ(q + t, p) for all t = (t1, . . . , tn) as long as
(q, p) and (q + t, p) lie in V.

Proof. Let t = (t1, . . . , tn). The flow of Xai◦ψ is given by ψ−1 ◦ Φ
ai
ti ◦ ψ for

all 1 ≤ i ≤ n. Since (ai ◦ ψ)(q, p) = pi, we compute Xai◦ψ(q, p) = ei ∈ R
2n

where ei is the ith unit vector for 1 ≤ i ≤ n. Hence Φ
ai◦ψ
ti (q, p) = (q, p) + tiei

and thus

Φat (q, p) := Φ
a1
t1 ◦ · · · ◦ Φ

an
tn (q, p) = (q + t, p)

with t = (t1, . . . , tn). �

2.4. The proof of Theorem 2.7 (Arnold-Liouville)

Theorem 2.7 (Arnold-Liouville) is a central theorem within the the-
ory of integrable systems and therefore appears in almost every
text book on integrable systems, see for example [Arnold 1974],
[Bolsinov & Fomenko], [Cushman & Bates], [Duistermaat], [Fassò],
[Hofer & Zehnder], [Sepe & Vũ Ngo. c] etc. But since the details of the
proof are somewhat lengthy and tedious, many authors opt for skipping
them in favor of presenting a more concise (idea of) proof.

To our knowledge, [Hofer & Zehnder, Appendix A.1, A.2] gives a very de-
tailed proof and we will use it as base for the proof of Theorem 2.7 (Arnold-
Liouville) in the present section.

We split the proof of Theorem 2.7 (Arnold-Liouville) into two main parts:
I) We prove the first item of Theorem 2.7 (Arnold-Liouville) in Propo-

sition 2.24.
II) We prove the second item of Theorem 2.7 (Arnold-Liouville) in a

succession of statements that extend the existence of the desired map
from a very local statement to a ‘semiglobal’ statement for a neigh-
bourhood of the fiber h−1(r):

1) Lemma 2.27 extends Lemma 2.22 (Liouville coordinates) to a
fundamental domain of the lattice Γ defined in (2.25).

2) Lemma 2.28 incorporates the periods of the lattice Γ into a co-
ordinate change.

3) Lemma 2.29 extends the lattice Γ to a lattice Γ(y) with Γ(0) = Γ

for all values y in a neighbourhood of the regular value r = 0 ∈
Rn and shows the corresponding fibres to be n-tori.
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4) Lemma 2.30 extends the local coordinate change from Lemma
2.27 in a way compatible with the lattices Γ(y) on the nearby
fibers.

5) The second item of Theorem 2.7 (Arnold-Liouville) is restated
as Lemma 2.32 and proven.

We start with

Proposition 2.24. Let (M, ω, h = (h1, . . . , hn)) be a completely inte-
grable system and r ∈ Rn a regular value. If h−1(r) is compact and
connected, then h−1(r) is an embedded n-torus.

Proof. Let r ∈ Rn be a regular value of h and h−1(r) compact and connected.
Since all components h1, . . . , hn of h mutually Poisson commute, their flows
preserve the fibers of h. Thus the compactness of h−1(r) implies that the flow
lines t j 7→ Φ

h j
t j

(z) are defined on whole R for all z ∈ h−1(r) and all 1 ≤ j ≤ n.
This yields a well-defined Rn-action

Rn × h−1(r)→ h−1(r), (t = (t1, . . . , tn), z) 7→ Φh
t (z) := Φ

h1
t1 ◦ · · · ◦ Φ

hn
tn (z).

Since solutions of smooth ODEs depend smoothly on their initial value con-
ditions, the map

Fz : Rn → h−1(r), Fz(t) := Φh
t (z)

is smooth for all z ∈ h−1(r). Since rk Dh = n on h−1(r), Corollary 2.23
(Integrable flow box theorem) is at our disposal which implies that Fz is a
local diffeomorphism for all z ∈ h−1(r). Thus its image is open and closed at
the same time. Since the fiber h−1(r) is connected, the only subsets satisfying
this are the empty set or h−1(r) itself, implying Fz(Rn) = h−1(r). Thus Fz is
surjective. But Fz cannot be injective: If Fz were injective then it would
in fact be a diffeomorphism and since diffeomorphisms map compact sets
to compact sets, mapping the noncompact Rn to the compact fiber h−1(r)
would yield a contradiction. Thus Fz is an immersion (since rk DFz|t = n
for all t ∈ Rn) but no global diffeomorphism. Since Fz is not injective the
isotropy group

Γz := {t ∈ Rn | Φh
t (z) = z}

of the Rn-action on the fiber is nontrivial for all z ∈ h−1(r). The transitivity
of the Rn-action implies for all z, z̃ ∈ h−1(r) that there is s ∈ Rn such that
z̃ = Φh

s(z). This yields

Γz̃ = {t̃ ∈ Rn | Φh
t̃ (z̃) = z̃} = {t̃ ∈ Rn | Φh

t̃ (Φh
s(z)) = Φh

s(z)}

= {t̃ ∈ Rn | Φh
t̃ (z) = z} = Γz

=: Γ(2.25)
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independent of the chosen foot point. Since DFz has full rank for all
z ∈ h−1(r) and all t ∈ Rn, the points t ∈ Rn with Φh

t (z) = z are iso-
lated in Rn. Therefore Γ ⊂ Rn is a discrete subgroup. Hence there exists
k ∈ {0, . . . , n} and linearly independent vectors γ1, . . . , γk ∈ R

n such that
Γ = SpanZ{γ1, . . . , γk}. By definition, we have for all γ ∈ Γ

Fz(t + γ) = Φh
t+γ(z) = Φh

t (z) = Fz(t) ∀ t ∈ Rn

and thus in particular h−1(r) ' Rn/Γ ' Tk × Rn−k. Since h−1(r) is compact
but Tk×Rn−k not if k < n, we conclude k = n. Therefore h−1(r) ' Rn/Γ ' Tn

is an n-torus. �

We remark

Definition 2.26. Discrete subgroups of Rn are often called lattices.
A set of linearly independent vectors spanning a lattice is called a
basis of the lattice. The number of basis vectors is called the rank
of the lattice. If v1, . . . , vk is a basis of a lattice, then k∑

i=1

λivi

∣∣∣∣∣∣∣ λi ∈ [0, 1] for 1 ≤ i ≤ k


is called a fundamental domain of the lattice.

Now let us start with the proof of the second claim in the statement of
Theorem 2.7 (Arnold-Liouville).

W.l.o.g. we assume for the remainder of this section concerning the
completely integrable system (M, ω, h = (h1, . . . , hn)) with regular
value r ∈ Rn and compact and connected fiber h−1(r) from the state-
ment of Theorem 2.7 (Arnold-Liouville) that

r = 0 ∈ Rn

In the rest of this section, we will be busy extending Liouville coordinates
to larger and larger neighbourhoods until they fulfill the claim of Theorem
2.7 (Arnold-Liouville). The idea is similar to the proof of Theorem A.16
(Flow box) of ordinary differential equations, i.e., we will turn the first n
coordinates of the given 2n ‘space coordinates’ into n time coordinates of
the flow and replace the missing space coordinates by zero, thus effectively
‘decoupling’ space coordinates into half time and half space coordinates.
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Lemma 2.27. Let (M, ω, h = (h1, . . . , hn) be a completely integrable
system with regular value 0 ∈ Rn and compact, connected fiber
h−1(0). Let ψ : V → U be Liouville coordinates associated to
(M, ω, h) with z = ψ(0) ∈ h−1(0). Then
1) θ : V → M, θ(x, y) := Φh

x(ψ(0, y))
satisfies θ(x, y) = Φh

x(ψ(0, y)) = ψ(x, y).
2) θ(·, 0) is defined on all of Rn with θ(Rn × {0}) = h−1(0).
3) θ(x, y) ∈ h−1(y) whenever θ(x, y) is defined.
4) There exists a small open neighbourhood E ⊆ Rn of 0 ∈ Rn and a

compact K ⊂ Rn containing a fundamental domain of the rank n
lattice Γ from (2.25) such that θ is welldefined as map

θ : K × E → M, θ(x, y) = Φh
x(ψ(0, y)).

Proof. 1) This follows from Corollary 2.23 (Integrable flow box theorem).
2) For y = 0, we find θ(x, 0) = Φh

x(ψ(0, 0)) = Φh
x(z) which, according to (the

proof of) Proposition 2.24, is defined for all x ∈ Rn and satisfies h−1(0) =

Φh
Rn(z) = θ(Rn × {0}).

3) Since h is invariant under its flow, we compute

h(θ(x, y)) = h(Φh
x(ψ(0, y))) = h(ψ(0, y)) 2.22

= y

implying θ(x, y) ∈ h−1(y) for all (x, y) where this expression is defined.
4) According to Proposition 2.24, x 7→ Φh

x(z) = θ(x, 0) covers h−1(0) sur-
jectively and descends to the quotient Rn/Γ ' h−1(0) as a diffeomorphism.
Smooth dependence of the flow on initial conditions and 0 being a regular
value for h imply that θ must at least be defined on a domain of the form
K×E where E ⊆ Rn is a small open neighbourhood of the origin and K ⊂ Rn

is a compact set containing a fundamental domain of Γ. �

Now we want to extend the lattice Γ on h−1(0) to a lattice Γ(y) associated
with the Rn-action on h−1(y) for all y ∈ E satisfying Γ(0) = Γ. Let us first
compute the ‘period shift’ of the transition from Γ = Γ(0) to Γ(y) with y , 0.

Lemma 2.28. Let (M, ω, h = (h1, . . . , hn) be a completely integrable
system with regular value 0 ∈ Rn and compact, connected fiber
h−1(0). Let ψ : V → U be Liouville coordinates associated to
(M, ω, h) with z = ψ(0) ∈ h−1(0). Let Γ =: SpanZ{γ1, . . . , γn} be the
lattice associated with the Rn-action on the regular fiber h−1(0). Then
for all 1 ≤ i ≤ n, the concatenation ψ−1 ◦ Φh

γi
◦ ψ defined on V is

a local symplectic change of coordinates (x, y) 7→ (ξ(x, y), η(x, y)) of
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the form {
ξ(x, y) = x − ∂yui(y),
η(x, y) = y

where ui : {y ∈ Rn | (x, y) ∈ V} → R is smooth and ∂yui(0) = 0. To
simplify notation, we abbreviate

∂yui(y) =: vi(y),

getting in particular vi(0) = 0.

Proof. Since ψ−1, Φh
γi

, ψ each are symplectic, so is their concatenation. By
definition, we have (Φh

γi
◦ ψ)(x, y) = ψ(ξ(x, y), η(x, y)) and the invariance of

h under its flow implies

y 2.22
= (h ◦ ψ)(x, y) = (h ◦ Φh

γi
◦ ψ)(x, y) = (h ◦ ψ)(ξ(x, y), η(x, y)) = η(x, y).

Now we extend the relation y = η(x, y) by means of the generating func-
tion in Example 2.17 locally to a symplectomorphism, i.e., Example 2.17
implies the existence of smooth functions ui such that

ξ(x, y) = x − ∂yui(y) =: x − vi(y).

We compute

(ξ, η)(0, 0) = (ψ−1 ◦ Φh
γi
◦ ψ)(0) = ψ−1(Φh

γi
(z)) = ψ−1(z) = (0, 0)

implying vi(0) = 0. �

Now we can give an explicit formula for the lattice Γ(y) that extends Γ.

Lemma 2.29. Let (M, ω, h = (h1, . . . , hn) be a completely integrable
system with regular value 0 ∈ Rn and compact, connected fiber
h−1(0). Then the rank n lattice Γ = SpanZ{γ1, . . . , γn} extends for all
y ∈ Rn sufficiently close to 0 ∈ Rn to a rank n lattice

Γ(y) = {γ1 + v1(y), . . . , γn + vn(y)}

on h−1(y) with vi defined as in Lemma 2.28. The lattice satisfies Γ(0) =

Γ and induces a diffeomorphism h−1(y) ' Rn/Γ(y).

Proof. Let ψ be Liouville coordinates associated with (M, ω, h). Close to
(0, 0) ∈ R2n, we compute

Φh
γi

(ψ(x, y)) = ψ(ξ, η) 2.28
= ψ(x − vi(y), y) 2.23

= Φh
−vi(y)(ψ(x, y))
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where the smooth functions vi stem from Lemma 2.28. This identity is
equivalent to Φh

γi+vi(y)(ψ(x, y)) = ψ(x, y) for all (x, y) sufficiently close to
(0, 0) ∈ R2n. Therefore we get as isotropy group

{t ∈ Rn | Φh
t (ψ(x, y)) = ψ(x, y)} = SpanZ{γi + vi(y) | 1 ≤ i ≤ n} =: Γ(y).

Because of vi(0) = 0 we recover Γ(0) = Γ. Since the γ1, . . . , γn are linearly
independent, the vectors γi(y) := γi + vi(y) with 1 ≤ i ≤ n are also linearly
independent for (x, y) sufficiently close to (0, 0). Thus Γ(y) is a rank n lattice.
Arguing as in the proof of Proposition 2.24, we obtain h−1(y) ' Rn/Γ(y). �

Now we are ready to extend θ.

Lemma 2.30. Let (M, ω, h = (h1, . . . , hn) be a completely integrable
system with regular value 0 ∈ Rn and compact, connected fiber
h−1(0). Let ψ : V → U be Liouville coordinates associated to
(M, ω, h) with z = ψ(0) ∈ h−1(0). Then there exists a neighbourhood
E ⊆ Rn of the origin such that

θ : (Rn × E, ωst)→ (M, ω), θ(x, y) = Φh
x(ψ(0, y))

is welldefined and satisfies
• θ∗ω = ωst,
• θ(x + γ(y), y) = θ(x, y) for all γ(y) ∈ Γ(y).

Moreover, for all y ∈ E, the map θ induces diffeomorphisms

θ̄y : Rn/Γ(y)→ h−1(y), θ̄y(x + Γ(y)) := θ(x, y).

Proof. Step 1: Lemma 2.27 states the existence of an open neighbourhood
E ⊆ Rn of the origin and of a compact K ⊆ Rn containing a fundamental
domain of Γ(0) such that θ is welldefined on K × E. Using the definition of
of θ and γi(y) ∈ Γ(y), we find that θ is in fact welldefined for points of the
form (x + γi(y), y) with (x, y) ∈ K × E since

θ(x + γi(y), y) = Φh
x+γi(y)(ψ(0, y)) = (Φh

x ◦ Φh
γi(y) ◦ ψ)(0, y)

= (Φh
x ◦ ψ)(0, y) = θ(x, y).(2.31)

Since K is compact the flow lines are defined up to ∂K × E of K × E where
they overlap with flow lines defined on ‘shifted’ domains (K + γ(y))× E for
suitable γ(y) ∈ Γ(y) due to (2.31). Since h is smooth an initial value problem
of the associated Hamiltonian system has a unique maximal solution. Thus
using all of Γ to create overlaps the resulting maximal flow lines are defined
on whole R, i.e., θ is in fact defined on Rn × E.
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Step 2: In order to show θ∗ω = ωst, we will write θ as concatenation of
suitable symplectic maps. Let (x, y) ∈ Rn × E and consider Liouville coor-
dinates ψ : V → U of (M, ω, h). Choose x̃ ∈ Rn sufficiently close to x such
that (x − x̃, y) ∈ V . The translation

f : Rn × E → Rn × E, f (x, y) := (x − x̃, y),

certainly satisfies f ∗ωst = ωst. Using the compatibility of Liouville coordi-
nates with the flow we find

θ(x, y) = Φh
x(ψ(0, y)) = Φh

x̃+(x−x̃)(ψ(0, y)) = (Φh
x̃ ◦ Φh

x−x̃ ◦ ψ)(0, y)

= (Φh
x̃ ◦ ψ)(x − x̃, y) = (Φh

x̃ ◦ ψ ◦ f )(x, y)

and, since Φh
x̃ and ψ are symplectic, we eventually get

θ∗ω = f ∗ ◦ ψ∗ ◦ (Φh
x̃)
∗ω = f ∗ ◦ ψ∗ω = f ∗ωst = ωst.

Step 3: Since θ(·, y) : Rn → h−1(y) is surjective for all y ∈ E, so is the
quotient map

θ̄y : Rn/Γ(y)→ h−1(y), θ̄y(x + Γ(y)) := θ(x, y).

Moreover, the map θ̄y is injective for all y ∈ E since θ̄y(u) = θ̄y(ũ) implies
θ(u, y) = θ(ũ, y) which in turn implies (u − ũ) ∈ Γ(y) for all y ∈ E. �

To conclude the proof of Theorem 2.7 (Arnold-Liouville), we now normal-
ize the lattices Γ(y) to the standard lattice Zn.

Lemma 2.32. Let (M, ω, h = (h1, . . . , hn) be a completely integrable
system with regular value 0 ∈ Rn and compact, connected fiber
h−1(0). Then there exist
• open neighbourhoods D, E ⊆ Rn of the origin,
• an open neighbourhood U ⊆ M,
• a symplectomorphism ψ : ((Rn/Zn) × D, ωst)→ U ⊆ (M, ω),
• a diffeomorphism µ : E → D

such that
• µ ◦ h ◦ ψ(x, y) = y,
• ψ ∗ω = ωst.

Thus the map ψ in Lemma 2.32 has the desired properties of the map ϕ in
Theorem 2.7 (Arnold-Liouville) which finishes the proof of Theorem 2.7
(Arnold-Liouville).

Proof of Lemma 2.32. The lattice Γ(y) = SpanZ{γ1(y), . . . , γn(y)} was de-
fined in Lemma 2.28 by means of generating functions u1, . . . , un satis-
fying γ j(y) = γ j(0) + ∂yu j(y) and ∂yu j(0) = 0 for all 1 ≤ j ≤ n. Now
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define for 1 ≤ j ≤ n the functions µ j(y) := 〈γ j(0), y〉eu + u j(y). They satisfy
∂ykµ j(y) = γk

j(0) + ∂yku j(y) where γk
j(0) is the kth component of γ j(0). Thus

∂yµ j(y) = γ j(0) + ∂yu j(y) = γ j(y). Since Γ(y) has rank n for y near the ori-
gin so has ∂yµ(y). Thus y 7→ µ(y) is a local diffeomorphism near the origin.
Now pick suitable neighbourhoods D, E ⊆ Rn such that µ : E → D is a
diffeomorphism and consider it as change of coordinates y 7→ µ(y) =: η. Set
V(ξ, y) :=

∑n
k=1 ξkµk(y) = 〈ξ, µ〉eu and consider

η j = ∂ξ jV(ξ, y) = µ j(y),

x j := ∂y jV(ξ, y) =

n∑
k=1

ξk∂y jµk(y).

By construction, ∂ξV(ξ, y) = µ = (µ1, . . . , µn) has rank n near the origin and
so does ∂2

yξV(ξ, y) = ∂yµ = (γ1(y), . . . , γn(y)). By means of Lemma 2.13
(Generating functions I) [with x! ξ and y! η exchanged in the formu-
lation], we may reverse the construction and obtain a symplectomorphism

ζ : Rn × D→ Rn × E, (ξ, η) 7→ (x, y).

It satisfies ζ(e j, η) = (γ j(y), y) on the standard unit vectors e1, . . . , en ∈ R
n.

Moreover, we find ζ : Zn × {η} → Γ(y)× {y} for η = µ(y). Now recall θ from
Lemma 2.30 and set

ψ̃ := θ ◦ ζ : (Rn × D, ωst)→ U ⊆ (M, ω)

which is symplectic and a diffeomorphism if U is a suitably chosen open
set. ψ̃ satisfies

ψ̃(ξ + e j, η) = θ

 n∑
k=1

(ξ + e j)k∂y1µk(y), . . . ,
n∑

k=1

(ξ + e j)k∂ynµk(y), y


= θ

 n∑
k=1

ξk∂y1µk(y) + ∂y1µ j(y), . . . ,
n∑

k=1

ξk∂ynµk(y) + ∂ynµ j(y), y


= θ(x + ∂yµ j(y), y) = θ(x + γ j(y), y) = θ(x, y)

= ψ̃(ξ, η)

for all 1 ≤ j ≤ n. Therefore we may pass to the quotient as

ψ : (Rn/Zn) × D→ U, ψ(ξ + Zn, η) := ψ̃(ξ, η)

and we compute

(µ ◦ h ◦ ψ)(ξ, η) = (µ ◦ h ◦ θ ◦ ζ)(ξ, η) = (µ ◦ h ◦ θ)(x, y) = µ(y) = η

which finished the proof. �
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2.5. Local normal form for nondegenerate singular points

Before we launch into the local study of singular points let us first fix some
necessary notions and conventions.

Definition en Lemma 2.33. Let (M, ω, h = (h1, . . . , hn)) be a com-
pletely integrable system. Then all points in the orbit of a point of
rank k also have rank k. Thus the notion of rank generalizes to orbits
by saying that an orbit has rank k if the points of the orbit are of
rank k. Fixed points are precisely the rank zero points.

Proof. Let z ∈ M be a point and recall that h = h ◦ Φh
t for all t ∈ R.

Thus Dh|z = Dh|Φh
t (z).DΦh

t |z. Since rk(Dh|Φh
t (z)) = 2n, we get rk(Dh|z) =

rk(Dh|Φh
t (z)). Moreover, we have rk(Dh|z) = rk(Xh1 |z, . . . , Xhn |z). Since z is

a fixed point if and only if (Xh1 |z, . . . , Xhn |z) = (0, . . . , 0), fixed points are
precisely the rank zero points. �

Corollary 2.34. Apart from fixed points, singular points always
come in a family whose dimension equals the rank of these points.

Usually, the notions of regular and singular values are only used for values
of which the fibers are not empty. But requiring nonemty fibers becomes
cumbersome when we want to discuss ‘typical’ behaviour, i.e., so-called
generic behaviour (see Definition A.27), of Ck-functions f : M → N be-
tween smooth manifolds M and N. Here notations become significantly eas-
ier if we work with the following conventions:

Nsing = {y ∈ N | f −1(y) , ∅, ∃ x ∈ f −1(y) : rk(D f |x) < dim N},
Nreg,∅ = N \ Nsing = Nreg ∪ (N \ f (M)).

With this notation, Theorem A.28 (Sard, finite dimensional version) implies
that Nsing has vanishing Lebesgue measure and Nreg,∅ has full Lebesgue mea-
sure for any Ck-sfunction f : M → N, even for constant functions where
the range consists precisely of one point whereas the pre-image of that point
is the whole domein of definition. If we worked with Nreg instead of Nreg,∅

then one would have to adapt the formulation of Theorem A.28 (Sard, finite
dimensional version) to something like ‘for all generic functions, the set of
singular values in the range of the function is of measure zero.’ But this is
more complicated than working with Nreg,∅.
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Now apply this knowledge to the smooth function h : M → Rn of an 2n-
dimensional completely integrable system (M, ω, h = (h1, . . . , hn)): The set
Rn

reg,∅ has full Lebesgue measure due to Theorem A.28 (Sard, finite dimen-
sional version) and Rn

sing has zero Lebesgue measure. Nevertheless, from a
dynamical point of view, Rn

reg,∅ is ‘boring’ since locally the dynamics of the
flow of h near regular fibers all look the same due to Theorem 2.7 (Arnold-
Liouville). Thus it is in fact the measure zero setRn

sing and the dynamics near
its singular fibers that needs to be studied to find ‘significant’ distinctions
between integrable systems.

The distinction between regular and singular points of the momentum map
h : M → Rn of a completely integrable system is due to the behaviour of
the first derivative, namely the question if Dh has full rank or not. Hav-
ing full rank is generic whereas having lower rank is not. The same way
as the behaviour of the first derivative distinguishes generic (= regular)
from nongeneric (= singular) points among the set of all points, the sec-
ond derivative distinguishes ‘typical’ (= generic) behaviour from ‘atypical’
(= nongeneric) behaviour among the set of singular points. In the situation
of singular points, generic behaviour is usually referred to as nondegenerate
and nongeneric hehaviour as degenerate. This procedure can be repeated on
the set of degenerate points by means of the third derivative etc.

The distinction into generic and nongeneric behaviour and its iteration on
the nongeneric set is necessary if one aims at classifications. For there is
no hope to classify dynamical systems locally by one and the same local
normal form. The best one can hope for is a finite number of types of local
behaviour for each generic behaviour within a given set, the same way as
Theorem 2.7 (Arnold-Liouville) provides a normal form for regular fibers
but nor for singular ones.

In this section, we are looking for a local normal form for ‘generic’ singu-
larities. Hereby we will note that, under certain assumptions, the image of
the momentum map of a completely integrable system carries a lot of infor-
mation about the system. We will see that not all types of critical values can
appear everywhere in the image of the momentum map.

Since our focus is on 4-dimensional examples and to keep notation at a
minimum, we will define nondegeneracy of singular points only in four
dimensions. Explicit applications of the definition in explicit examples
can be found in [Hohloch & Palmer] and and [Le Floch & Palmer] and
[De Meulenaere & Hohloch]. For the 2n-dimensional situation, we refer
the reader to [Bolsinov & Fomenko, Section 1.8.3].
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Nondegeneracy is often defined via Lie theory using so-called Cartan sub-
algebras, but the reformulation in terms of linear algebra is much more use-
ful for explicit calculations of examples. So we opted for presenting here the
linear algebra approach.

First we define nondegeneracy for rank zero singular points, i.e., fixed
points, see also [Bolsinov & Fomenko, Sections 1.8.1 and 1.8.2].

Definition 2.35. Let (M, ω, h = (h1, h2)) be a four dimensional com-
pletely integrable system and z ∈ M a singular point of rank zero,
i.e., a fixed point. Choose a basis of TzM and let Ωz be the matrix of
ωz and d2h1|z and d2h2|z the matrices representing the Hessians of h1

and h2 w.r.t. this basis. The fixed point z is nondegenerate if
1) d2h1|z and d2h2|z are linearly independent.
2) There exist b1, b2 ∈ R such that the following matrix has four

distinct eigenvalues:

b1Ω
−1
z d2h1|z + b2Ω

−1
z d2h2|z

Nondegeneracy for rank 1 singular points in dimension four needs some
preparations. The idea is to ‘get rid of’ the remaining rank by ‘dividing by
the nonsingular direction’ to end up with a fixed point for which we already
have a notion of nondegeneracy.

Let (M, ω, h = (h1, h2)) be a 4-dimensional completely integrable system,
and z ∈ M a singular point of rank one, i.e.

1 = rk(Dh|z) = rk(Dh1|z,Dh2|z) = rk
(
Xh1(z), Xh2(z)

)
Thus Dh1|z and Dh2|z as well as Xh1(z) and Xh2(z) are linearly dependent,
i.e., there exist some c1 := cz

1, c2 := cz
2 ∈ R with (c1, c2) , (0, 0) such that

(2.36) c1Dh1|z + c2Dh2|z = 0

and similar for the Hamiltonian vector fields. In particular, the orbit Oz :=
{Φh

t (z) | t ∈ R2} of z is 1-dimensional and so is its tangent space in z

Lz := TzOz = SpanR{X
h1(z), Xh2(z)} ⊆ TzM.

Definition en Lemma 2.37. Let (M, ω) be a symplectic manifold and
z ∈ M. Consider the symplectic vector space (TzM, ωz) and let Vz ⊆

TzM be a subspace. Then the vector space

Vω
z := {u ∈ TzM | ωz(u, v) = 0 ∀ v ∈ Vz}
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is called symplectic complement of Vz in TzM. We have

dim Vz + dim Vω
z = dim M

but, different from the orthogonal complement, the intersection of a
vector space and its symplectic complement need not be trivial.

Back to the situation of the rank one singular point z of the completely in-
tegrable system (M, ω, h), recall that 0 = {h1, h2} = ω(Xh1 , Xh2) and that
Lz = SpanR{X

h1(z), Xh2(z)}. This implies Lz ⊆ Lωz . Moreover, we have
dim Lz = 1 and thus dim Lωz = dim M − dim Lz = 3.

Recall that the Hessian of a function f : M → R can be expressed on vector
fields A, B as

(2.38) d2 f (A, B) := A(B( f )) − d f (∇AB)

where ∇ is the Levi-Civita connection on the Riemannian manifold (M, g)
with g := ω(·, J·) for a suitable almost complex structure J (which is a map
Jz : TzM → TzM with J ◦ J = − Id). The Levi-Civita connection satisfies in
particular ∇AB − ∇BA = [A, B]. Now recall c1 and c2 from (2.36) and set

Hc1,c2 |z := d2(c1h1 + c2h2)|z = c1d2h1|z + c2dh2|z.

Lemma 2.39. The symmetric 2-form Hc1,c2 |z can be expressed as

Hc1,c2 |z(A, B) = A(B(c1h1 + c2h2))|z
on vector fields A, B on M and Lz lies in its kernel. Therefore Hc1,c2 |z
descends to the 2-dimensional quotient Lωz /Lz.

Proof. Using the fact that c1dh1 + c2dh2 = d(c1h1 + c2h2) vanishes in z
together with formula (2.38) we obtain

Hc1,c2 |z(A, B) = A(B(c1h1 +c2h2))−d(c1h1 +c2h2)(∇AB) = A(B(c1h1 +c2h2)).

on two vector fields A, B on M. Since Xh1 and Xh2 generate Lz and are
linearly dependent we may write C ∈ Lz w.l.o.g. as C = cXh1 for some
c ∈ R. Then we compute

Hc1,c2 |z(A,C) = A(C(c1h1 + c2h2)) = A(cXh1(c1h1 + c2h2))

= A(d(c1h1 + c2h2)(cXh1)) = A({c1h1 + c2h2, ch1})
= 0

since {c1h1 + c2h2, ch1} = {c1h1, ch1} + {c2h2, ch1} = 0. Thus Lz lies in the
kernel of Hc1,c2 |z so that Hc1,c2 |z descends to the quotient Lωz /Lz. Moreover,
we compute dim(Lωz /Lz) = dim Lωz − dim Lz = 3 − 1 = 2. �
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Now we are ready to define

Definition 2.40. Let (M, ω, h = (h1, h2)) be a 4-dimensional com-
pletely integrable system. Let z ∈ M be a singular point of rank one
and c1, c2 ∈ R with (c1, c2) , (0, 0) such that c1Dh1|z + c2Dh2|z = 0.
The point z is said to be nondegenerate if c1d2h1|z + c2d2h2|z is in-
vertible on Lω/L. Otherwise z is called degenerate.

Explicit examples in dimension four with proofs for the non-
degeneracy of fixed points and singular points of rank one can
be found in [Hohloch & Palmer], [Le Floch & Palmer], and
[De Meulenaere & Hohloch].

The definition of nondegeneracy of higher rank singular points in dimension
greater than four can be found in [Bolsinov & Fomenko, Section 1.8.3]
and is needed for the formulation of the following theorem which provides
a local normal form for nondegenerate singular points of 2n-dimensional
completely integrable systems.

Theorem 2.41 (Local normal form). Let (M, ω, h = (h1, . . . , hn)) be a
2n-dimensional completely integrable system and z ∈ M a nondegen-
erate singular point. Then there exist local symplectic Darboux co-
ordinates (x, y) := (x1, . . . , xn, y1, . . . , yn) in a neighbourhood U ⊂ M
of z such that there exists a function f := ( f1, . . . , fn) : U → Rn with
{hk, f j} = 0 for all 1 ≤ k, j ≤ n whose component functions f j stem
from the following list:
1) elliptic component:

f j(x, y) = 1
2 (x2

j + y2
j),

2) hyperbolic component:
f j(x, y) = x jy j,

3) focus-focus component, comes always as a pair ( f j, f j+1):{ f j(x, y) = x jy j+1 − x j+1y j,

f j+1(x, y) = x jy j + x j+1y j+1,
4) nonsingular component (also called regular component):

f j(x, y) = y j.

Proof. The proof of this theorem is spread throughout the literature and
there is, up to our knowledge, no comprehensive presentation of it. The lo-
cal normal form was announced by [Eliasson 1984], but the proof appeared
to be somewhat incomplete. Altogether, there are at least the following con-
tributions:
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• The C∞ case in two dimensions is described by the Lemme de Morse
isochore in [Colin de Verdière & Vey].
• The two dimensional analytic case appears in [Rüssmann].
• The analytic case in dimension 2n was done by [Vey].
• C∞ for the elliptic case in dimension 2n was done by [Eliasson 1990].
• Another proof for C∞ in the elliptic case in dimension 2n was pro-

vided by [Dufour & Molino].
• Low dimensional hyperbolic cases have been dealt with in

[Miranda].
• The focus-focus case in dimension four has been dealt with by

[Vũ Ngo. c & Wacheux] and [Chaperon].
• The infinitesimal case was proven by [Miranda & Vũ Ngo. c].
• A completely different approach was presented by [Wang].
• The equivariant case with an action of a compact group was treated in

[Miranda & Zung].
�

Following [Bolsinov & Fomenko] or [Vũ Ngo. c 2006], there is an interpre-
tation of the components of Theorem 2.41 (Local normal form) in terms of
eigenvalues. On 4-dimensional manifolds, this boils down to

Corollary 2.42. Let (M, ω, h = (h1, h2)) be a 4-dimensional com-
pletely integrable system with nondegenerate fixed point z ∈ M. Let
Ωz be a matrix representing ωz in some chosen basis of TzM. Pick
b1, b2 ∈ R such that Kb1,b2 |z := b1Ω

−1
z d2h1|z + b2Ω

−1
z d2h2|z has four

distinct eigenvalues. Then
1) An elliptic component corresponds to a pair of imaginary

eigenvalues ±iβ of Kb1,b2 |z where β ∈ R,0.
2) A hyperbolic component corresponds to a pair of real eigenval-

ues ±α ∈ R,0 of Kb1,b2 |z.
3) A focus-focus component corresponds to a quadruple of com-

plex eigenvalues ±α ± iβ of Kb1,b2 |z where α, β ∈ R,0.

The type of eigenvalue does not depend on the chosen b1, b2 ∈ R.

Corollary 2.43. Let (M, ω, h = (h1, h2)) be a 4-dimensional com-
pletely integrable system and z ∈ M a regular or a nondegenerate
singular point. Then

1) rk(z) = 2 ⇔ z regular.
2) rk(z) = 1 ⇔ z elliptic-regular or hyperbolic-regular.
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3) rk(z) = 0 ⇔
z elliptic-elliptic or elliptic-hyperbolic or
hyperbolic-hyperbolic or focus-focus.

Let us now get some geometric intuition for some of these types of singular
points.

Corollary 2.44. Let (M, ω, h) be a 4-dimensional completely inte-
grable system with a elliptic-elliptic fixed point z ∈ M. Then the sys-
tem looks around z like the uncoupled oscillator (see Example 1.54
and Figure 2.1) around the origin.

Proof. Use Example 1.54 and Theorem 2.41 (Local normal form). �

Now let us get an intuition for focus-focus points.

Lemma 2.45. Let (M, ω, h) be a 4-dimensional completely integrable
system with a focus-focus point z ∈ M. The, near z, the fibers of the
system can be locally seen as hyperboloids and the focus-focus fiber
as transverse intersection of complex planes where the intersection
point represents the focus-focus point.

Proof. By setting ζ1 := x1 + ix2 and ζ2 := y1 + iy2, identify R2 ' C and
consider the map

g : C × C→ C, g(ζ1, ζ2) := ζ1ζ2 = (x1y1 + x2y2) + i(x1y2 − x2y1).

With the notations of Theorem 2.41 (Local normal form), we obtain

g(ζ1, ζ2) = f2(x, y) + i f1(x, y).

Then g−1(0) = (C × {0}) ∪ ({0} × C) is the fiber above the singular value
0 ∈ R2, consisting of two transversely intersecting complex planes. The
nearby fibers g−1(c) with c ∈ C,0 are regular and can be seen as cylinders
or hyperboloids, see Example ??. �

A focus-focus point can also be seen as isolated fixed point with hyperbolic
expansion and contraction behaviour while admitting a local S1-action, see
for instance [Chaperon] and [Vũ Ngo. c & Wacheux]. The flow on a focus-
focus fiber behaves as in Figure 2.6.

Intuitively, a fiber over a focus-focus singular value can be seen as a (maybe
multiply) ‘pinched torus’, i.e., a torus where (at least) one circle has been
contracted to a point (which is precisely the focus-focus point).
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(a) (b)

Figure 2.6. (a) A fiber with one focus-focus fixed point. The
flow spirals away from the focus-focus points and is again
attracted to it. (b) A fiber with two focus-focus points and
flow lines on the regular parts in between.

Remark 2.46. A focus-focus fiber F that contains precisely one
focus-focus point z consists of two distinct orbits, namely the singu-
lar focus-focus point {z} and F \ {z} which consists of regular points.
A focus-focus fiber F that contains precisely k focus-focus points
z1, . . . , zk consists of 2k distinct orbits, namely the singular focus-
focus points {z1}, . . . , {zk} and F \

(⋃k
j=1{z j}

)
which has k connected

components that all consist of regular points.

This can be strengthened to

Theorem 2.47 ([Zung 1996, Zung 1997]). A focus-focus fiber that
contains exactly n focus-focus points consists of a ‘chain’ of n spheres
where each of the spheres intersects transversally two other spheres.
The intersection points are given by the n focus-focus points, cf. Fig-
ure 2.6.

There are explicit examples of completely integrable sys-
tems with fibers that contain more than one focus-focus point:
[De Meulenaere & Hohloch] study a system which has at first no focus-
focus points, then four focus-focus points in four different fibers and then
two focus-focus points each in two different fibers. The fibers containing
two focus-focus points can be parametrized explicitly and display readily
the intuition as ‘double pinched tori’, see [De Meulenaere & Hohloch,
Proposition 1.3].





APPENDIX A

Appendix

This appendix recalls various necessary or helpful notions from ODE theory
and differential geometry.

A.1. Manifolds and submanifolds

If one wants to work on, say, the sphere S2 one faces the problem that the
sphere is described implicitly by the equation

S2 =

(x1, x2, x3) ∈ R3

∣∣∣∣∣∣∣
k∑

i=1

x2
i = 1

 .
More precisely, this description of the sphere needs three coordinates al-
though the sphere itself is only 2-dimensional. Therefore two coordinates
should suffice to describe the sphere. Unfortunately, it is only possible to
parametrise – by means of two coordinates – subsets of the sphere but never
the whole sphere if one works with (open subsets of) R2 as domains of def-
inition for the parametrization. Working with (partially) closed domains is
not very practical since one then needs to define differentiability on the
boundary of these sets (which is possible but cumbersome).

Let us now find 2-dimensional ‘patches’ on the sphere that can easily be
parametrized by open sets of R2. Denote by D2 the open unit disk in R2.
Consider the upper and lower halfspheres

S u := {(x1, x2, x3) ∈ S2 | x3 > 0} and S ` := {(x1, x2, x3) ∈ S2 | x3 < 0},

with the maps ψu : S u → D
2 and ψ` : S ` → D

2 given by

ψu(x1, x2, x3) = (x1, x2), ψ−1
u (y1, y2) =

(
y1, y2,

√
1 − y2

1 − y2
2

)
,

ψ`(x1, x2, x3) = (x1, x2), ψ−1
` (y1, y2) =

(
y1, y2,−

√
1 − y2

1 − y2
2

)
.

Moreover, there are the right and left halfspheres

S r := {(x1, x2, x3) ∈ S2 | x2 > 0} and S l := {(x1, x2, x3) ∈ S2 | x2 < 0},
61
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with the maps ψr : S r → D
2 and ψl : S l → D

2 given by

ψr(x1, x2, x3) = (x1, x3), ψ−1
r (y1, y3) =

(
y1,

√
1 − y2

1 − y2
3 , y3

)
,

ψl(x1, x2, x3) = (x1, x3), ψ−1
l (y1, y3) =

(
y1,−

√
1 − y2

1 − y2
3 , y3

)
.

Analogously, we get the front and back halfspheres

S f := {(x1, x2, x3) ∈ S2 | x1 > 0} and S b := {(x1, x2, x3) ∈ S2 | x1 < 0}.

with the maps ψ f : S f → D
2 and ψb : S b → D

2 given by

ψ f (x1, x2, x3) = (x2, x3), ψ−1
f (y2, y3) =

(√
1 − y2

2 − y2
3 , y2, y3

)
,

ψb(x1, x2, x3) = (x2, x3), ψ−1
b (y2, y3) =

(
−

√
1 − y2

2 − y2
3 , y2, y3

)
.

The union
S u ∪ S ` ∪ S r ∪ S l ∪ S f ∪ S b = S2

covers the whole sphere and, on each ‘patch’ S i, the sphere is described by
the ‘2-dimensional coordinates’ ψ−1

i : D2 → S i for all i ∈ {u, `, r, l, f , b}.

Let us now generalize this concept. Recall that a homeomorphism is a
continuous, bijective map of which the inverse is also continuous. A Ck-
diffeomorphism is a homeomorphism that is Ck-differentiable and whose
inverse is also Ck-differentiable.

Definition A.1.
1) An m-dimensional Ck-differentiable manifold is a topological

space M together with open subsets Ui ⊆ M and homeomor-
phisms ψi : Ui → ψi(Ui) ⊆ Rm such that their composition

ψ j ◦ ψ
−1
i : ψi(Ui ∩ U j) ⊆ Rm → ψ j(Ui ∩ U j) ⊆ Rm

is a Ck-diffeomorphism for all i, j. In case of k = 0, we speak of
topological manifolds, in case of k = ∞ of smooth manifolds.

2) The pair (Ui, ψi) is called a (coordinate) chart of M and ψ j ◦

ψ−1
i change of charts or change of coordinates. The union of all

charts (Ui, ψi) is called an atlas of M.

The suitable notion for ‘subset of manifolds’ is the following.

Definition A.2. Let M be an m-dimensional Ck-manifold and k ∈
N0 with k ≤ m. A subset N ⊆ M is an (embedded) k-dimensional
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submanifold of M if, for all x ∈ N, there exists a chart (U, ψ) of M
with p ∈ U such that ψ(U ∩ M) = ψ(U) ∩ (Rk × {0}m−k) ⊆ Rm.

If (Ui, ψi)i∈I is an atlas of a manifold M and if N is a submanifold of M, then
the restrictions (N ∩ Ui, ψi|N∩Ui) form an atlas of N.

A.2. (Co)tangent bundle and differential forms in Rm

If we want to measure the volume of an m-dimensional subset in Rm, we
may use the m-dimensional Lebesgue measure. But if the subset has dimen-
sion m̃ < m, the m-dimensional Lebesgue mesure of this set is zero. It is
a priori not clear how to use the m̃-dimensional Lebesgue measure in Rm

to measure the volume of m̃-dimensional subsets since the sets can lie in a
very complicated way in Rm.

The idea is to come up with a notion that can handle ‘intermediate’ vol-
umes. Let us see what kind of properties this notion must have. Given a
parallelogram Pu,v spanned by two vectors u = (u1, u2)T and v = (v1, v2)T in
R2, its volume is given by

vol(Pu,v) = det(u, v) = u1v2 − u2v1.

Shearing the parallelogram by means of the map (u, v) 7→ (u + λv, u) with
λ ∈ R does not change its volume, algebraically expressed by

det(u + λv, v) = det(u, v) + λ det(v, v) = det(u, v) + λ · 0 = det(u, v).

Scaling a vectors of the parallelogram by a scalars λ ∈ R corresponds to the
volume transformation

vol(Pλu,v) = det(λu, v) = λ det(u, v) = λ vol(Pu,v).

This suggests that whatever notion we introduce should satisfy
• Multilinearity, i.e., linearity in each variable w.r.t. addition and scalar

multiplication of vectors.
• Skewsymmetry, i.e., the property corresponding to det(u, u) = 0 or,

equivalently, det(u, v) = − det(v, u).
Moreover, recall that the infinitesimal change of volume in the transforma-
tion formula of integrals∫

V

f (y) dy =

∫
ψ−1(V)

( f ◦ ψ)(x) |det(Dψ|x)| dx.

is given by the determinant of the Jacobian of the transformation, i.e.,
watching the change of volume of the linearization is enough to describe
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the change of volume under the (nonlinear) transformation. This suggests
that our new notion should work on the level of functions and derivatives
(and therefore tangent spaces).

A.2.1. Tangent bundle. We recall the definition of the tangent space
for subsets of Rm. For V ⊆ Rm, we define the tangent space of V in p ∈ V
by

TpV := {p} ×
{

v ∈ Rn

∣∣∣∣∣∣∃ ε > 0, ∃ γ : ] − ε, ε [→ V differentiable,
γ(0) = p, γ′(0) = v

}
which is, by neglecting the foot point p, often seen as

TpV ' {v ∈ Rn | ∃ ε > 0, ∃ γ : ] − ε, ε [→ V diff., γ(0) = p, γ′(0) = v}.

Remark A.3. 1) Let V ⊆ Rm be open. Then TpV ' {p} × Rm for all
p ∈ V.

2) Let f : Rm → Rn be C1 and let r ∈ Rn be a regular value of f .
Then the level set f −1(r) has dimension m − n and Tp

(
f −1(r)

)
=

ker D f |p for all p ∈ f −1(r).

The tangent space of V is given by

TV :=
⋃
p∈V

TpV

and comes with a natural projection

π : TV → V,

namely sending an element to its foot point. The tangent space TV together
with its projection π to the base space V is usually called tangent bundle.
A map σ : V → TV satisfying π(σ(p)) = p for all p ∈ V is called a section
of TV . It is a map that assigns to each p ∈ V precisely one vector in TpV ,
i.e., a map of the form

v : V → TV, p 7→ vp ∈ TpV.

Remark A.4. The sections of the tangent bundle TV → V are pre-
ciesely the vector fields on V.
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A.2.2. Cotangent bundle. Within this subsection, we assume that V ⊆
Rm is open. Let us use the coordinates (x1, . . . , xm) on V and consider a point
p ∈ V . The curves

t 7→ p + t
(
0, . . . , 0, 1, 0, . . . , 0

)
,

with the 1 at the ith position, all equal p at time t = 0 and have linearly
independent tangent vectors

∂xi |p := (0, . . . , 0, 1, 0, . . . , 0)T ∈ TpV.

Here we keep track of the foot point by writing |p (‘at the foot point p’).
Since dim(TpV) = m, the vectors ∂x1 |p, . . . , ∂xm |p form a basis of TpV . An
arbitrary vector vp ∈ TpV can thus be written as vp =

∑m
i=1 vi|p ∂xi |p. The

dual vector space

(TpV)∗ := {αp : TpV → R | αp linear}

also has dimension m and we endow it with the ‘dual’ basis dx1|p, . . . , dxm|p
by requiring

dxi|p
(
∂x j |p

)
=

{1, i = j,
0, i , j.

A functional αp ∈ (TpV)∗ can thus be written as αp =
∑m

i=1 αi|p dxi|p. Eval-
uating αp on vp using linearity and duality gives

αp(vp) =

 m∑
i=1

αi|p dxi|p

  m∑
i=1

vi|p ∂xi |p

 =

m∑
i=1

αi|pvi|p ∈ R.

The union

(TV)∗ :=
⋃
p∈V

(TpV)∗

is the cotangent space and it also comes with a projection π : (TV)∗ → V
by sending all elements to their foot points. The cotangent space (TV)∗ to-
gether with its projection π to the base space V is usually called cotangent
bundle. Maps σ : V → (TV)∗ satisfying π(σ(p)) = p are called sections.
This are maps that assigns to each p ∈ V precisely one functional in TpV ,
i.e., maps of the form

α : V → (TV)∗, p 7→ αp ∈ (TpV)∗,

meaning αp : TpV → R is linear for all p ∈ V .
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A.2.3. Differential forms in Rm. Now we construct maps from the
kfold product of the tangent space to R that are multilinear and skewsym-
metric (often called alternating instead of skewsymmetric).

Let V ⊆ Rm be open with coordinates (x1, . . . , xm) and, for all p ∈
V , endow TpV with the basis ∂x1 |p, . . . , ∂xm |p and (TpV)∗ with the basis
dx1|p, . . . , dxm|p.

Notation A.5. 1) Functions f : V → R are called 0-forms on V.
Evaluated at a point p ∈ V, a 0-form is a scalar f (p) ∈ R.

2) Sections α : V → (TV)∗ are called 1-forms on V. Evaluated at
a point p ∈ V, a 1-form is a functional αp ∈ (TpV)∗, meaning, a
linear map αp : TpV → R.

Now we introduce an operation that will produce forms of higher order.

Definition A.6. 1) The exterior product or wedge product of a 0-
form f and a 1-form α on V is given by the 1-form

f ∧ α := fα

defined by ( f ∧ α)p := ( fα)p := f (p)αp ∈ (TpV)∗ for all p ∈ V.
2) The exterior product or wedge product of two 1-forms α, β on

V is given by the 2-form α ∧ β on V that is defined via

(α ∧ β)p(up, vp) := αp(up)βp(vp) − αp(vp)βp(up)

for all p ∈ V and all up, vp ∈ TpV.

The wedge product for 0- and 1-forms satisfies the following properties:

• f ∧ α = α ∧ f for all 0-forms f and all 1-forms α.
• α ∧ ( fβ) = f (α ∧ β) for all 0-forms f and all 1-forms α and β.
• α ∧ (β + γ) = α ∧ β + α ∧ γ for all 1-forms α, β, γ.
• α ∧ β = −β ∧ α for all 1-forms α, β.

These properties lead to the representation of a 2-form ω as

ω =
∑

1≤i1<i2≤m

ωi1i2dxi1 ∧ dxi2

with ωp =
∑

1≤i1<i2≤m ωi1i2(p)
(
dxi1∧dxi2

)
|p for all p ∈ V , i.e., ωi1i2 : V → R is

a function for all indices 1 ≤ i1 < i2 ≤ m. In particular, we find (neglecting
the foot point notation for the moment)(

dxi ∧ dx j
)
(u, v) = uiv j − u jvi
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which recovers the determinant of the vectors u = (u1, . . . , um)T and v =

(v1, . . . , vm)T in case i = 1, j = 2, and m = 2.

Iterating the wedge product with 0-, 1-, and 2-forms leads to arbitrary k-
forms. More precisely

Definition and Proposition A.7. Let k, ` ∈ N0. The exterior product
or wedge product of a k-form α and a `-form β on V is defined as
the (k + `)-form α ∧ β given by

(α ∧ β)p(up, vp) := αp(up)βp(vp) − αp(vp)βp(up)

for all p ∈ V and all up ∈ (TpM)k and all vp ∈ (TpV)`. We have
• f ∧ α = α ∧ f = fα for all 0-forms f and all k-forms α.
• α ∧ ( fβ) = f (α ∧ β) for all 0-forms f , all k-forms α, and all
`-forms β.
• α∧ (β + γ) = α∧ β + α∧ γ for all k-forms α and all `-forms β,
γ.
• α ∧ β = (−1)k`β ∧ α for all k-forms α and all `-forms β.

These properties lead to the representation of a k-form α as

α =
∑

1≤i1<···<ik≤m

αi1...i2dxi1 ∧ · · · ∧ dxik

with αp =
∑

1≤i1<···<ik≤m αi1...ik(p)
(
dxi1 ∧ · · · ∧ dxik

)
|p for all p ∈ V , meaning,

αi1...ik : V → R is a function for all indices 1 ≤ i1 < · · · < ik ≤ m.

Definition A.8. Let V ⊆ Rm be open, p ∈ V, let k ∈ N≥2, and let
µp :

(
TpV

)k
→ R be a map.

1) µp is multilinear if µp is linear in each variable.
2) µp alternates or is alternating if for all up, vp ∈ TpV

µp(. . . , up, vp, . . . ) = −µp(. . . , vp, up, . . . ).

We set

Λk((TpV)∗
)

:=
{
µp :

(
TpV

)k
→ R

∣∣∣∣ µp multilinear and alternating
}

and
Λk(V) := Λk((TV)∗

)
:=

⋃
p∈V

Λk((TpV)∗
)
.

This space also carries a projection π : Λk(V) → V by sending multilinear,
alternating maps µp to their footpoint p. Sections of the bundle Λk(V)→ V
are maps σ : V → Λk(V) satisfying π(σ(p)) = p.
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Remark A.9. 1) k-forms can be seen as multilinear, alternating
maps. More precisely, a k-form α is a section

α : V → Λk(V), p 7→ αp ∈ Λk((TpV)∗
)
.

2) Alternating implies that, on spaces of dimension m, all k-forms
with k > m vanish.

The following map is of high importance in (co)homology theory since it
represents the boundary operator of De Rham cohomology.

Definition and Proposition A.10.
Let k ∈ N0. The operator d : Λk(V) → Λk+1(V) given on 0-forms f
by

(d f )p :=
m∑

i=1

∂xi f (p)dxi|p

for all p ∈ V and on k-forms α =
∑

1≤i1<···<ik≤m αi1...i2dxi1 ∧ · · · ∧ dxik
by ∑

1≤i1<···<ik≤m

(dαi1...i2) ∧ dxi1 ∧ · · · ∧ dxik

is called exterior derivative and satisfies d ◦ d = 0.

The following types of forms are the ‘building blocks’ of so-called chain
complexes in cohomology theory.

Definition A.11. A k-form α is closed if dα = 0. A k-form is exact if
there exists a (k − 1)-form β with dβ = α.

Note that d ◦ d = 0 implies that exact forms are closed.

Lemma A.12 (Poincaré). Locally, all closed forms are exact.

Proof. See for example [Warner] or [Petersen] or [Bott & Tu]. �

Given a map, there is a way to construct new k-forms out of old ones. If the
map is a diffeomorphism, we can invert the construction.

Definition and Proposition A.13. Let U,V ⊆ Rm be open and ψ :
U → V surjective and differentiable. Let α be a k-form on V. The
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pullback of α under ψ defines the k-form ψ∗α on U via(
ψ∗α

)
p
(
(u1)p, . . . , (uk)p

)
:= αψ(p)

(
Dψ|p.(u1)p, . . . ,Dψ|p.(uk)p

)
for all p ∈ U and all (u1)p, . . . , (uk)p ∈ TpU. The pullback satisfies
the following properties:
• ψ∗ f = f ◦ ψ for all 0-forms f : V → R.
• ψ∗(cα) = c(ψ∗α) for all constants c ∈ R and all k-forms α.
• ψ∗(α + β) = ψ∗α + ψ∗β for all k-forms α, β.
• d(ψ∗α) = ψ∗(dα) for all surjective, differentiable ψ : U → V

and all k-forms α on V.

A.3. Differential forms on manifolds

This section still needs to be written... Roughly we can already say that one
tries to ‘pull back’ all definitions from Rm to the manifold M by means of
the charts (Ui, ψi). Since there may be several charts covering one point in
the manifold, one has to show that this is welldefined... ...which is a bit
tedious...

A.4. Flows of autonomous ODEs

Let M be an m-dimensional smooth manifold, ζ ∈ M and X a vector field
on M that is locally Lipschitz. Then the initial value problem

z′ = X(z), z(0) = ζ

has a unique maximal solution defined on an interval Iζ containing 0. We
denote this solution by zζ : Iζ → M. Instead of only tracking the ‘time
variable’ t ∈ Iζ , we can also consider the dependence of zζ on the ‘space
variable’ ζ, meaning, we may study the mapping (t, ζ) 7→ zζ(t). It satisfies
zζ(0) = ζ and ∂tzζ(t) = X(zζ(t)). This motivates

Definition and Proposition A.14. Let M be a smooth manifold and
X a Ck-vector field on M with k ≥ 1. Set V :=

⋃
ζ∈M Iζ × {ζ} ⊆ R×M.

Then V is open and the (local) flow of z′ = X(z) is given by the Ck-
mapping

Φ : V → M, Φt(ζ) := Φ(t, ζ) := zζ(t).
It satisfies
(i) Φ0(ζ) = ζ ∀ ζ ∈ M,
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(ii) Φt+s(ζ) = Φt(Φs(ζ)) ∀ ζ ∈ M, ∀ s, (t + s) ∈ Iζ .

Switching from the Φ(t, ζ) to the Φt(ζ) notation is motivated by the other-
wise rather cumbersome formulation of properties (i) and (ii). The property
Φt ◦ Φs = Φt+s is often called flow property. It means that flowing first for
time s and then additionally for time t is the same as flowing directly for
time (t + s). The property Φ0 = Id says that flowing for time t = 0 simply
means stay where you are.

Φt(ζ) = zζ(t) has the following geometric meaning: consider ζ ∈ M and
follow the solution zζ from ζ = zζ(0) for time t. The point reached by the
solution zζ at time t is Φt(ζ). We often use the following short notation for
properties (i) and (ii):

Φ0 = Id : M → M en Φt ◦ Φs = Φt+s.

Moreover, it is often useful to fix t and consider the induced map

Φt : M → M

that shows the ‘evolution’ of the differential equation when ‘jumping’ di-
rectly from time 0 to time t. In this notation, compare the meaning of the
(partial) derivatives:

DΦt|p = ∂pΦ|(t,p) en
d
dt

∣∣∣∣∣
t=0

Φt(p) = ∂tΦ|(t,p).

The flow property implies

Corollary A.15. Φt : M → M is invertible and (Φt)−1 = Φ−t.

An autonomous differential equation or its flow is called complete if Iζ =

R for all ζ ∈ M. For example, flows on compact (sub)manifolds without
boundary like spheres or tori are always complete.

Around regular points, the flow can be ‘ironed’ into a nice normal form:

Theorem A.16 (Flow box theorem). Let x′ = f (x) be an autonomous
ODE with flow Φ on a smooth manifold M and let z ∈ M be a regular
point, i.e., f (z) , 0. Then there exists a neighbourhood U ⊆ M of z
and a neighbourhood Ũ ⊆ Rn of the origin and a coordinate transfor-
mation ψ : U → Ũ such that ψ(z) = 0 and x′ = f (x) is transformed
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on Ũ into 

y′1 = 1,
y′2 = 0,
...

y′n = 0,

which has flow Φ̃t(z̃) = z̃ + te1 where e1 = (1, 0, . . . , 0) ∈ Rn, i.e., the
transformed flow is parallel to the y1-axis.

Proof. See for example [Hohloch2] or [Teschl]. �

This means in particular that the flow of an ODE near regular points always
looks the same up to a coordinate transformation.

Definition A.17. A fixed point z of an ODE x′ = f (x) is hyperbolic
if D f |z has no eigenvalues of the form iσ with σ ∈ R.

Near hyperbolic fixed points, the ODE is C0-conjugate to its linearization:

Theorem A.18 (Hartman-Grobman). Let x′ = f (x) be an au-
tonomous ODE with flow Φ on a smooth, n-dimensional manifold M.
Let z ∈ M be a hyperbolic fixed point. Denote the flow of y′ = D f |z.y
on TzM ' Rn by Ψ. Then there exist open neighbourhoods U ⊆ M of
z and V ⊆ Rn of the origin 0 ∈ Rn and a homeomorphism h : U → V
such that

h(Φt(x)) = Ψt(h(x))
for all t ∈ R and x ∈ U with Φt(x) ∈ U.

Proof. See for example [Palis & de Melo]. �

A.5. Some results from (functional) analysis

We recall some useful notions from global and functional analysis. For more
details, see for example [Hohloch1] and the references therein.
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Definition A.19. Let (X, ‖ ‖X) and (Y, ‖ ‖Y) be normed vector spaces
over a field F and T : X → Y a map.
1) T is a linear operator if

T (λx + x̃) = λT (x) + T (x̃) ∀ x, x̃ ∈ X, ∀ λ ∈ F.

2) A linear operator T is bounded if

∃ C > 0 : ‖T (x)‖Y ≤ C ‖x‖X ∀ x ∈ X.

3) The set of linear bounded operators from X to Y is denoted by
B(X,Y).

4) The operator norm of T ∈ B(X,Y) is given by

‖T‖ := sup{‖T (x)‖Y | x ∈ X, ‖x‖X ≤ 1}.

5) The space B(X,R) and B(X,C) are the real and complex dual
space of X. Sometimes they are denoted by X∗ or X′ in the litera-
ture.

Moreover

Definition A.20. Let (X, ‖ ‖X) and (Y, ‖ ‖Y) be Banach spaces and U ⊆
X open. f : U → Y is (Fréchet) differentiable in x ∈ U if there exists
Tx ∈ B(X,Y) such that

lim
h→0

‖ f (x + h) − f (x) − Tx(h)‖Y
‖h‖X

= 0.

If such a Tx exists it is usually denoted by D f |x or d f (x) and called
the (Fréchet) derivative of f in x ∈ U. The map f is (Fréchet)
differentiable if f is (Fréchet) differentiable in all x ∈ U.

Higher regularity is defined as follows.

Definition A.21. Let X,Y be Banach spaces, U ⊆ X open and f :
U → Y Fréchet differentiable. f is Ck for k ∈ N≥1 if the following
map is Ck−1 :

U → B(X,Y), x 7→ D f |x

The Inverse function theorem from the finite dimensional setting generalizes
verbatim to Banach spaces:

Theorem A.22 (Inverse function theorem). Let X,Y be Banach
spaces and U ⊆ X open, and f : U → Y a Ck-map with k ∈ N≥1.
Let x0 ∈ U with D f |x0 ∈ B(X,Y) bijective. Then there exists an open
neighbourhood U0 ⊆ U of x0 such that the restriction f |U0 : U0 → Y
is injective, V0 := f (U0) is open in Y and(

f |U0

)−1 : V0 → U0 is Ck and (D f −1)|y =
(
D f | f −1(y)

)−1
∀ y ∈ V0.
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Proof. Cf. appendix of [McDuff & Salamon]. �

Let us recall the Implicit function theorem in finite dimensions before we
address the infinite dimensional version:

Theorem A.23 (Implicite functions: finite dimensional version).
Let n,m ∈ N0 with n ≥ m and U ⊆ Rn open. Let f ∈ Cq(U,Rm)
with q ≥ 1 and write Rn ' R(n−m) ×Rm with coordinates (z1, . . . , zn) =

(x1, . . . , xn−m, y1, . . . , ym) = (x, y). Moreover, assume that p = (κ, λ) ∈
U ⊆ Rn−m × Rm with f (p) =: r satisfies

det Dy f |p := det
(
D((n−m)+ j) fi|p

)
1≤i, j≤m

, 0.

Then ∃ K ⊆ Rn−m open, ∃ L ⊆ Rm open with p = (κ, λ) ∈ K × L ⊆ U
and ∃ ϕ ∈ Cq(K, L) such that

(x, y) ∈ K × L and f (x, y) = r ⇔ x ∈ K and y = ϕ(x).

In particular, we have λ = ϕ(κ).

When generalizing the Implicite function theorem from the finite dimen-
sional setting, things get more interesting. First we define

Definition A.24. Let X,Y be Banach spaces, U ⊆ X open and path-
connected, and f : U → Y a Ck-map.
1) f is a Fredholm map if D f |x is a Fredholm operator for all x ∈

U.
2) If f is a Fredholm map we define its Fredholm index via

Ind( f ) := Ind(D f |x) ∀ x ∈ U.

Moreover, we need

Definition A.25. Let X,Y be Banach spaces, U ⊆ X open and f :
U → Y a Ck-map. y ∈ Y is a regular value of f if D f |x ∈ B(X,Y) is
surjective for all x ∈ f −1(y) ⊆ U.

The following theorem displays the geometric implications Fredholm maps
have. Note that Rn with its usual norms is a Banach space and that linear
maps between finite dimensional vector spaces are always Banach. So the
finite dimensional version of the implicite function theorem is well included
in the following infinite dimensional version.
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Theorem A.26 (Implicite function theorem). Let X,Y be Banach
spaces, U ⊆ X open, f : U → Y a Ck-map with k ∈ N≥1, and y ∈ Y
a regular value of f . Then M := f −1(y) ⊆ X is a Ck-Banach manifold
whose tangent space satisfies

TxM = ker D f |x ∀ x ∈ M.

If f is Fredholm then M is a finite dimensional manifold where the
dimension of the connected component of M containing x is given by

dim(TxM) = dim(ker(D f |x)) < ∞.

Proof. Cf. appendix of [McDuff & Salamon]. �

It remains to inquire how ‘typical’ it is for a value y ∈ Y to be nonsingular.

Definition A.27. A set is said to be of second Baire category if can
be written as a countable intersection of open and dense sets. A prop-
erty is called generic if it holds true on a set of second Baire category.
A property is nongeneric if it is not generic.

Note that we consider in the following not only regular values as ‘nonsingu-
lar’ but also values outside the range of the function, i.e., values with empty
fibers.

Theorem A.28 (Sard’s Theorem). Let M, N be smooth manifolds
and f : M → N a Ck-map with k ≥ max{1, dim(M) − dim(N)} and
consider Nsing = {y ∈ M | y singular value of f }. Then N \ Nsing =

Nreg,∅ is of second Baire category. In particular, Nsing has Lebesgue
measure zero.

Proof. Cf. [Hirsch]. �

There exists also an infinite dimensional version of Theorem A.28 (Sard,
finite dimensional version):

Theorem A.29 (Sard’s Theorem). Let X,Y be separable Banach
spaces, U ⊆ X open, f : U → Y a Ck-map with

k ≥ max{1, Ind( f ) + 1}

and consider Ysing = {y ∈ Y | y singular value of f }. Then Y \ Ysing =

Yreg,∅ is of second Baire category.
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Proof. Cf. the appendix of [McDuff & Salamon]. �
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Birkhäuser Verlag, Basel, 2011. xiv+341 pp.

http://www.math.unipd.it/~fasso/research/papers/sc.pdf


BIBLIOGRAPHY 79

[Hohloch1] Hohloch, Sonja: Geometric functional analysis. Lecture notes, University of
Antwerp 2017.
https://www.uantwerpen.be/images/uantwerpen/personalpage33566/files/teaching/MFA-2017.pdf

[Hohloch2] Hohloch, Sonja: Gewone differentiaalvergelijkingen en dynamische systemen.
Lecture notes, University of Antwerp 2020.
https://www.uantwerpen.be/images/uantwerpen/personalpage33566/files/teaching/ODE-DynSys.pdf

[Hohloch & Palmer] Hohloch, Sonja; Palmer, Joseph: A family of compact semitoric sys-
tems with two focus-focus singularities, Journal of Geometric Mechanics 2018,
10(3): 331–357.

[Hohloch & Sabatini & Sepe] Hohloch, Sonja; Sabatini, Silvia; Sepe, Daniele: From com-
pact semi-toric systems to Hamiltonian S1-spaces. Discrete Contin. Dyn. Syst. 35
(2015), no. 1, 247–281.

[Hohloch & Sabatini & Sepe & Symington] Hohloch, Sonja; Sabatini, Silvia; Sepe,
Daniele; Symington, Margaret: Faithful semi-toric systems. Symmetry, Integra-
bility, and Geometry: Methods and Applications (SIGMA) 14 (2018), 084, 66p.

[Jost] Jost, R.: Winkel- und Wirkungsvariable fr allgemeine mechanische Systeme. Hel-
vetica Physica Acta, 41:965–968, 1968.

[Kappeler & Pöschel] Kappeler, Thomas; Pöschel, Jürgen: KdV & KAM. Ergebnisse der
Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in
Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of
Modern Surveys in Mathematics], 45. Springer-Verlag, Berlin, 2003. xiv+279 pp.

[Karshon] Karshon, Y.: Periodic Hamiltonian flows on four dimensional manifolds, Mem.
Amer. Math. Soc., 672 (1999).

[Karshon & Lerman] Karshon, Yael; Lerman, Eugene: Non-compact symplectic toric
manifolds. SIGMA Symmetry Integrability Geom. Methods Appl. 11 (2015), Pa-
per 055, 37 pp.

[Karshon & Tolman 2001] Karshon, Yael; Tolman, Susan: Centered complexity one
Hamiltonian torus actions. Trans. Amer. Math. Soc. 353 (2001), no. 12, 4831–
4861.

[Karshon & Tolman 2003] Karshon, Yael; Tolman, Susan: Complete invariants for
Hamiltonian torus actions with two dimensional quotients. J. Symplectic Geom.
2 (2003), no. 1, 25–82.

[Karshon & Tolman 2014] Karshon, Yael; Tolman, Susan: Classification of Hamiltonian
torus actions with two-dimensional quotients. Geom. Topol. 18 (2014), no. 2,
669–716.

[Kaufman] Kaufman, Samuel: Delzant-type classification of near-symplectic toric 4-
manifolds. Master thesis, Massachusetts Institute of Technology, Deptatrment of
Mathematics, 2005,
https://dspace.mit.edu/handle/1721.1/33096

[Kuksin] Kuksin, Sergei B.: Hamiltonian PDEs. With an appendix by Dario Bambusi.
Handbook of dynamical systems. Vol. 1B, 1087–1133, Elsevier B. V., Amster-
dam, 2006.

[Le Floch & Palmer] Le Floch, Yohann; Palmer, Joseph: Semitoric families. Preprint
2018, 77p., arXiv:1810.06915

[Le Floch & Pelayo] Le Floch, Yohann; Pelayo, Álvaro: Symplectic geometry and spectral
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paramètres fonctions du temps Étude des systèmes admettant n intégrales
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