
Big Data
Hoe vinden we de weg in een massa gegevens?

Prof. David Martens



Introduction
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▪ About us
• PhD researchers at Faculty of Business & Eonomics

• Research on Data Mining and Ethical AI

▪ Economie Ontcijferd
• Clarify role of mathematics in Business & Economics



Big Data
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▪ Introduction to Big Data and Data Mining

▪ Decision Trees

▪ Artificial Neural Networks 

▪ Ethics of Big Data
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Data Mining

“The automatic extraction of patterns 
from large amounts of data”
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Targeted Advertising

Fraud Detection HR Analytics

Recommender Systems
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Targeted Advertising

Fraud Detection HR Analytics

Recommender Systems

Many more …



Data Mining

▪ Data mining: automatic extraction of knowledge from data 

▪ Setting the scene with credit scoring example

Data

Data mining technique

Pattern



Classification: Classification Models

Mathematical classification models f(x)
f(x) > 0.5 => customer = good
f(x) ≤ 0.5 => customer = bad

▪ Linear
• Linear, logistic regression; linear discriminant analysis
• Result: linear function of attributes
• f(x) = 0.125 income + 0.305 age – 0.02 gender + … - 3.1 amount loan + 0.3

▪ Non-linear
• Artificial Neural Networks, Support Vector Machines, RVM, …
• Result: non-linear function of attributes
• f(x) = 0.201 income² age³ - 0.55 age³ – 5.21 gender income + … + 3.6 gender² amount loan²



Classification: Classification Models

Rule-based classification models
▪ Decision Rules / Trees

• C4.5, RIPPER, CN2, AntMiner+, ANN/SVM Rule extraction…

• Result: set of rules or tree

Minivan

Age

Car Type

YES NO

YES

<30 >=30

Porsche

Give insurance?



Classification: Output Types

Different output types



Classification: Output Types

Different output types

▪ Linear



Classification: Output Types

Different output types

▪ Linear

▪ Non-linear



Classification: Output Types

Different output types

▪ Linear

▪ Non-linear

▪ Rule-based

If age < 24 then Bad

Else If Income < 2000 then Bad

Else Good
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▪ Introduction to Big Data and Data Mining

▪ Decision Trees

▪ Artificial Neural Networks 

▪ Ethics of Big Data



Minivan

Age

Car Type

YES NO

YES

<30 >=30

Porsche

Give insurance?

< 20

Holiday 
Season

Sales previous
month

16,1 23,5

43,0

No Yes

>= 20

Sales prediction?

Decision Trees



Finding informative variables from the data

▪ Fundamental notion of data science:

▪ Finding and selecting informative variables

▪ What is information? Reduces uncertainty about something.

▪ “So, if an old pirate gives me information about where a treasure is hidden …”



Finding informative variables from the data
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▪ Predicting credit default

▪ Suppose your bank has this data

• 800 customers, 400 known good ones, 400 known bad ones

• 3 variables: income, gender and location

▪ Which variable is “most informative”? 

400 400

350 50 50  350

400 400

200 200 200  200

400 400

50  55 350  345

Income < 4k Gender = M Gender = FIncome >= 4k Location = A Location = not A



Finding informative variables from the data

▪ Measuring the uncertainty

▪ “Technically, we would like the resulting groups to be as pure as possible” –

Why “Entropy”? The story goes that Shannon didn't know what to call his new information measure, so he 

asked von Neumann, who said `You should call it entropy ... [since] ... no one knows what entropy really 

is, so in a debate you will always have the advantage' (Tribus 1971) 

http://www.lecb.ncifcrf.gov/~toms/information.is.not.uncertainty.html#tribus


Decision Trees: Impurity

Measuring the uncertainty

▪ Impurity I(n) of node n
• at maximum when observations are distributed evenly over all classes

• at minimum when all observations belong to a single class

▪ Two popular measures:
1. Entropy measure 

I(t) = -p(1|n) log(p(1|n)) – p(2|n) log(p(2|n))

2. Gini index of diversity
I(t) = 2 p(1|n) p(2|n)



Decision Trees: Impurity

Measuring the uncertainty

Gini index of diversity
I(t) = 2 p(1|n) p(2|n)

400 400
p(1|n) = 400 / 800
p(2|n) = 400 / 800

I(n) = 2 x 0,5 x 0,5 = 0,5

100 300

All customers

Customers with high income

p(1|n) = 
p(2|n) =

I(n) = 
What is the uncertainty about the class to predict, for this group
(as measured by Gini)? Indicate the point on the graph.

B G

B G



Decision Trees

Measuring the reduction in uncertainty

▪ Consider candidate split s of node n 
▪ Notations
▪ p1: proportion of the data in n that ends up in n1
▪ I(n): the impurity of node n

▪ The goodness of the split is weighted: 
mean  decrease in impurity

I(s,n) = I(n) – p1 I(n1) – p2I(n2)

n

n1 n2

Income < 4k

40%
60%

n

n1 n2

s

p1
p2



400 400

300 100 100 300

400 400

200 400 200 0

I(n) =  2 x (1/2) x (1/2) = 0,5

I(n1) =  2 x (3/4) x (1/4) = 0,375

I(n2) =  2 x (1/4) x (3/4) = 0,375

I(n)= I(n) – (400/800) x I(n1) – (400/800) x I(n2)

= 0,5 – (1/2) x 0,375 – (1/2) x 0,375

= 0,125

Decision Trees: Impurity

Gini: I(n) = 2 x p(1|n) x p(2|n)
I(n) = impurity of top node

I(n1) = impurity of left node

I(n2) = impurity of right node

Notations:
▪ I(n): impurity at node n
▪ p(1|n): probability of being class 1 at node n
▪ p(2|n): probability of being class 2 at node n

I(n) =

I(n1) =

I(n2) =

I(n)=

=

= 0,166

Income < 3k Income >= 3k Employed Unemployed



Decision Trees

Decision Tree algorithm: recursively repartioning the data



Commonly Used Induction Algorithms

Post-mortem analysis of a popular data mining competition
Thanks to Carla Brodley & Ron Kohavi
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▪ Introduction to Big Data and Data Mining

▪ Decision Trees

▪ Artificial Neural Networks 

▪ Ethics of Big Data



Artificial Neural Networks

▪ Non-linear models

▪ Mimic human brain

▪ Good performance
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AlexNet ChatGPTAlphaGo

Neural Networks



The neuron model

w4

w3

w2

w5

w1

I1

sum                 O
f(sum)

I2

I3

I4

I5

Inputs
Weights

Output

sum = f ( Σ (wj Ij) )
f: activation function

Perceptron = 
Neural network with one
neuron

Σ



3.6

-0.4

0.9

-0.6

1.3

Age

Output = f (1.3 x Age + 0.9 x Blue collar -0.4 x White collar 
+ 3.6 x Income – 0.6 x Amount of loan)

f(sum)

Blue-collar

White-collar

Income

Amount of 
loan

Inputs

Weights

Output

Σ

The neuron model



The Multi Layer Perceptron (MLP)

▪ Organise neurons into layers

inputs

weights neurons

outputs



Deep Learning

▪ Neural network with many layers (deep)

▪ Used primarily for image, voice, text

▪ Automatically learns shapes, without need of supervision!



Deep Learning

▪ Superhuman results: 
more accurate than a 
human

https://srconstantin.wordpress.com/2017/01/28/performance-trends-in-ai/

https://awni.github.io/speech-recognition/

But: Challenges remain



ChatGPT

▪ Natural Language Processing (NLP)

▪ Generative model

▪ Trained on massive dataset (Wikipedia, 
Books, Reddit, Stackoverflow,..)

▪ Main components are neural networks



ChatGPT

Convert words to vectors
1. Meaning

2. Position

3. Attention

Neural Network



ChatGPT – Word2Vec

Why → (0.3, 1.2, 5.5, ..)

Are → (0.5, 4.8, 0.6, ..)

Neural → (4.4, 1.8, 0.6, ..)

Networks → (4.2, 1.6, 0.7, ..)

Better → (0.4, 0.6, 3.2, ..)



ChatGPT – Word2Vec



ChatGPT – Word2Vec



ChatGPT

Convert text to vectors
1. Meaning

2. Position



ChatGPT – Position

1           2         3                4                     5          6        7                   8                      9                         10             11            12                 13



ChatGPT

Convert text to vectors
1. Meaning

2. Position

3. Attention



ChatGPT – Position



ChatGPT

Neural Network

inputs

weights neurons

outputs



ChatGPT – Training the Neural network



ChatGPT – Bias
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▪ Introduction to Big Data and Data Mining

▪ Decision Trees

▪ Artificial Neural Networks 

▪ Ethics of Big Data



Privacy!
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▪ “Hey, you’re having a baby!” Target



Privacy
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1. “You have zero privacy anyway. Get over it.” Sprenger, Polly (1999-01-
26), chairman of Sun Microsystems

2. Privacy is a basic human right.



Trolley problem

Well-known thought experiment in ethics

https://en.wikipedia.org/wiki/Trolley_problem



Ethics of self-driving cars



Ethics of self-driving cars

▪ MIT Moral Machine: Online experimental platform

▪ 40 million decisions in ten languages from millions of people in 233 countries

▪ Global moral preferences

E. Awad, S. Dsouza, R. Kim, J. Schulz, J. Henrich, A. Shariff, J.-F. Bonnefon, I. 
Rahwan (2018). The Moral Machine experiment. Nature.

https://www.nature.com/articles/s41586-018-0637-6


Ethics of self-driving cars

▪ MIT Moral Machine - Global moral preferences

E. Awad, S. Dsouza, R. Kim, J. Schulz, J. Henrich, A. Shariff, J.-F. Bonnefon, I. 
Rahwan (2018). The Moral Machine experiment. Nature.

https://www.nature.com/articles/s41586-018-0637-6


Conclusion
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▪ Digitalization and Data

▪ Crucial role of mathemathics in Data Science

▪ Important to think of societal and economical opportunities and
challenges

https://www.amazon.com/Data-Science-Ethics-Techniques-Cautionary/dp/0192847279

https://www.amazon.com/Data-Science-Ethics-Techniques-Cautionary/dp/0192847279
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Vragen?

ine.weyts@uantwerpen.be

dieter.brughmans@uantwerpen.be


