
Generative AI in Academic Research
Opportunities and Pitfalls of
using large language models

Luna De Bruyne, CLiPS

ADS Doctoral Day

16 & 17 October 2025



2

A few words on AI



Artificial intelligence
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= computer systems that 
perform tasks which usually 
need human intelligence

→ more specifically: software 
that is very good in recognizing 
patterns 



Artificial Intelligence
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Not just large language models!

Image recognition

Forecasting

Machine translation

Autonomous systems

Modeling protein 
structure



Artificial Intelligence > GenAI
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▪ GenAI: AI for generating new content (text, images, audio, video, code, ...) 
that resembles human-created data

▪ First became popular through text-based models (ChatGPT)
→ Large Language Models



GenAI > LLMs
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< Natural language
   processing

< Computational
    linguistics
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A few words on LLMs



Language model
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▪ Language model: Models the probabability of 
a word or sequences of words

    → predict words based on these probabilities



Language model
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Language model: Autoregression
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▪ Language models like ChatGPT are autoregressive:
the model predicts one word at a time, based on all previous words (that 
it has generated)

time

what

language model

?



Language model: Autoregression
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does

what

language model

time ?

▪ Language models like ChatGPT are autoregressive:
the model predicts one word at a time, based on all previous words (that 
it has generated)



Language model: Autoregression
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it

▪ Language models like ChatGPT are autoregressive:
the model predicts one word at a time, based on all previous words (that 
it has generated)

what

language model

time does ?



Language model: Autoregression
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what

language model

time ?does it

start

▪ Language models like ChatGPT are autoregressive:
the model predicts one word at a time, based on all previous words (that 
it has generated)



Language model: Autoregression
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How does ChatGPT work?
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▪ ChatGPT < LLMs

Large amount 
of compute 

needed

Pre-trained 
on large 

amount of 
data



Scale
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▪ Bigger and bigger 
models

▪ Trained on more and 
more data

▪ Check 
https://informationisbeautiful
.net/visualizations/the-rise-of-
generative-ai-large-language-
models-llms-like-chatgpt/



Scale

17

▪ LLMs are trained on much more data than a human could ever 
read in a lifetime

Llama 2:
trained on

2 trillion tokens

→ 0.06% of
      Llama 2

▪ Humans read 
300 words per 
minute

▪ If human
would read
non-stop for
80 years



From language model to chatbot

18

Language 
model

Chatbot

Pre-training Alignment

= training a language 
model on trillions of 
words (from the 
internet)

= align chatbot 
responses with human 
preferences



Alignment

19

▪ Aligning chatbot with human preferences

▪ Based on

▪ Supervised finetuning: humans response to prompts
• Language model is trained further on pairs of prompt and response

▪ Optimise based on human feedback: language model generated multiple 
responses and human ranks according to preference
• Language model gets updated in order to generate preferred response



20

GenAI in Research



How NOT to do it
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Pitfalls
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Wrong 
information 

in papers

Incorrect 
citations

Laziness
& 

carelessness

Privacy
& sensitive 
information



Opportunities
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Opportunities pt.1
(the usual suspects)



Opportunities (the usual suspects)
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▪ Use ChatGPT

as a 
brainstorm 
partner

to 
understand 
papers

as a writing 
assistant 



ChatGPT as a brainstorm partner
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▪ Be specific!

▪ Give context (research 
domain, what type of 
grant, ...)

▪ Build incrementally 
(engage in a back-and-
forth way to refine ideas)

▪ Use it to explore multiple 
perspectives

▪ ...



ChatGPT as a brainstorm partner
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▪ ChatGPT for finding research 
papers

▪ Don’t trust everything, always 
check!

▪ Alternatives

...



Perplexity
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▪ = Search + GPT

▪ Again: don’t trust 
everything, always check



Elicit
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▪ Find papers

▪ Get summary

▪ Ask questions



ChatGPT for understanding papers
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▪ Alternatives: 
NotebookLM

https://notebooklm.google/


NotebookLM
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▪ Uses Gemini 
(Google’s LLM)

▪ Get summary

▪ Ask questions

▪ Get audio overview 
(podcast)



ChatGPT as a writing assistant
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▪ Use ChatGPT to

▪ revise or paraphrase your texts

▪ give title suggestions

▪ proofread (grammar and style checks)

▪ adjust style or tone

▪ ...

▪ Alternatives:

▪ Any other LLM (Gemini, 
Llama, Claude, Mistral, 
Grok, Deepseek, ...)

▪ Tools in which LLMs are 
integrated, like 
Grammarly, Wordtune, ...



Grammarly
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▪ Proofreading

▪ Giving suggestions

▪ Adjusting style or 
tone

▪ Integrated while 
writing

▪ Different platforms 
(even Overleaf)



Wordtune
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▪ Proofreading

▪ Giving suggestions

▪ Adjusting style or 
tone

▪ Rewriting

▪ Integrated while 
writing



ChatGPT is a lot more!
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GPT-3.5 GPT-4 GPT-4o GPT-4o1

Next word 
predictor with 
human alignment

+ larger

+ image

+ larger

+ multimodal
   (image, video,
   audio, ...)

+ larger

+ multimodal
   (image, video,
   audio, ...)

+ “reasoning”



ChatGPT is a lot more!
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▪ The current web-based ChatGPT

▪ surfs the internet

▪ generates images

▪ runs programming code
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Opportunities pt.2
(one step further)



Opportunities (one step further)
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▪ Use ChatGPT

for content 
analysis

to automate 
processes

for data 
visualisation



ChatGPT for content analysis
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▪ Content analysis = determining the 
presence of certain words / 
themes / concepts within a text

▪ Common research method in the 
humanities (e.g., analysing social 
media or news texts)

▪ Can be useful in other disciplines 
as well (e.g., for research trends 
analysis, meta analysis)



ChatGPT for content analysis
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▪ Better to do this using the 
OpenAI API

▪ Requires python coding 
(which ChatGPT can help 
you with ;) )



ChatGPT to automate processes
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▪ Many things can be automated using a 
basic python script

▪ If you don’t have coding skills yourself, 
ChatGPT can help you writing the 
code!

▪ No python installed to run the code? 
Use Google Colab

https://colab.google/


Google Colab
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ChatGPT for data visualisation
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ChatGPT for data visualisation
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▪ Alternatives:

▪ Let ChatGPT generate the code and 
run in Colab

▪ Data visualisation tools in which 
LLMs are integrated, e.g. 
Dataline.app



ChatGPT for data visualisation
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Dataline.app
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▪ Similar functionalities as in ChatGPT, 
but possible to keep data locally 
(only uses the metadata)

▪ The platform itself is free, but you 
need OpenAI API key



Prompt engineering
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▪ Optimize communication with ChatGPT: 3 most important tricks

Provide 
context

Give 
examples

Provide 
reasoning 

steps



Prompt engineering: Context
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▪ In the prompt
 “You are an expert in ...”

▪ In the system prompt

▪ In the “custom instructions” (settings > personalisation > custom 
instructions)



Prompt engineering: Examples
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Prompt engineering: Reasoning
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▪ Chain-of-thought prompting

▪ Combine with examples! (first 
reasoning, then example)
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Opportunities (?) pt.3
(taking the leap)



Agentic AI for scientific discovery
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▪ Agent AI = autonomous systems that 
can solve complex, multi-step problems 
without human intervention

▪ “Capable of reasoning and planning”

▪ Usually in multi-agent set-up

▪ Can be used to make research practice 
more efficient



Agentic AI
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▪ Human-AI collaborative systems:

▪ Focused on accelerating research, enhancing experimental design, optimising 
decision making

▪ Still require manual validation and execution

▪ Example: accepts human-provided research ideas and assists with literature review, 
experimentation and report writing

▪ Fully autonomous systems

▪ Automating end-to-end workflows with minimal human intervention

▪ Efficient when tasks are well-defined, repetitive, or require high precision

▪ Focused on automating time-consuming processes



Agentic AI
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OpenAI’s Deep Research
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Google’s AI Co-scientist
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Google’s AI Co-scientist
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Google’s AI Co-scientist
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Agent Laboratory
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▪ Takes as input a human-
produced research idea and 
outputs a research report and 
code repository

▪ Consists of specialized agents 
driven by LLMs to support entire 
research workflow: from 
conducting literature reviews 
and formulating plans to 
executing experiments and 
writing comprehensive reports



Agent Laboratory
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Fully autonomous = Science fiction?
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Fully autonomous = Science fiction?

62



Fully autonomous = Science fiction?

63



Fully autonomous = Science fiction?
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More pitfalls & 
considerations



Privacy issues
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▪ Be careful when sharing your data

▪ Check ChatGPT settings: memory + custom instructions + model training (“Improve the 
model for everyone)

▪ Don’t use ChatGPT if you have sensitive data

▪ Alternative: open-source models hosted locally



Open-source models
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▪ Publicly available source code 
(or at least model weights)

▪ Customization and 
modification (e.g. fine-tuning)

▪ Transparency and 
reproducability

▪ Can be hosted locally

Llama4

Vicuna

GPT-NeoX

Qwen



Open-source models 
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▪ Try out different models at 
https://lmarena.ai/

▪ Check the leaderboard

▪ Open-source models included
(and keep on improving!)

https://lmarena.ai/


Open-source models
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▪ You can download and run open-source models locally 
using tools like LM Studio and Ollama

▪ User experience similar to ChatGPT web interface

▪ But mainly text-based, not a lot of extra features

▪ Ideal if you don’t want your data to leave your own 
infrastructure!

▪ Works best if you have a GPU (Apple M-series) or at 
least a powerful CPU



Ollama
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LM Studio

71



Research integrity
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▪ Researcher should stay in charge!

▪  Human in the loop → Machine in the loop



Research fun?
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▪ Should efficiency really be the 
goal in research?

▪ Let’s not lose the joy of 
conducting research!
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Customized solutions



TEXTUA
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▪ www.uantwerpen.be/textua

▪ pieter.fivez@uantwerpen.be

▪ Free first-hour consultation to review 
the potential assignment

▪ Follow-up with a detailed plan and 
quotation

▪ Antwerp Text Mining Centre

▪ Provides text mining solutions 
to researchers from any 
scientific discipline

http://www.uantwerpen.be/textua
http://www.uantwerpen.be/textua
mailto:pieter.fivez@uantwerpen.be
mailto:pieter.fivez@uantwerpen.be
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Thank you!

Luna De Bruyne

Assistant professor @ CLiPS

luna.debruyne@uantwerpen.be
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