Un iversity 3'32?5?3.5@222?!?, Group OrB:L
' * THE BELGIAN OPERATIONAL
Of Antwerp AN—l—/OR RESEARCH SOCIETY

ORBEL 38

Antwerp, 8-9 February 2024

Booklet of Abstracts




Copyright © 2024 ORBEL

PuBLisHED BY ORBEL, THE BELGIAN OPERATIONS RESEARCH SOCIETY

HTTPS://ORBEL.BE/

February 2024









3.1
3.2

4.1
4.2
4.3
4.4

Contents

Conference Information

Welcome to Antwerp!
ORBEL

Committees
Organizing Committee

Scientific Committee

Practical Information
Presenting

Chairing

Venue

Conference dinner
Sponsors

Schedule at a glance

13
13

15
15
16
17




7.1
7.2

8.1
8.2

Detailed program
Thursday, 8 February 2024
Friday, 9 February 2024

Plenary talks
Dolores Romero Morales

Margaretha Gansterer

Abstracts

TAT1 - Forecasting

TA2 - Packing

TA3 - Vehicle routing

TA4 - Warehousing

TB1 - Language processing

TB2 - Language processing

TB3 - Optimization

TB4 - Assembly lines and manufacturing
TC1 - Machine learning

TC2 - Matheuristics

TC3 - Graph theory

TC4 - Algorithmic design

FA1 - Machine learning

FA2 - Economics and game theory
FA3 - Collaboration and sharing
FA4 - Vehicle routing

FB1 - Machine learning

FB2 - Energy

FB3 - Graph theory

FB4 - Warehousing

FC1 - Feature selection and parameter tuning
FC2 - Scheduling

FC3 - ORBEL Award

FC4 - Vehicle routing

List of Authors

23
30

36
37

41
48
52
57
64
69
78
86
94
104
111
119
128
135
140
147
150
158
164
171
177
187
198
198



Conference Information







ORBEL38 is the 38th conference of ORBEL, the Belgian Operational Research (OR)
Society, Member of EURO, the association of European OR Societies, and Belgian
representative of IFORS (International Federation of OR Societies).

The conference is intended as a meeting place for researchers, users and potential
users of Operational Research, Statistics, Computer Science and related fields. It
will provide managers, practitioners, and researchers with a unique opportunity
to exchange information on quantitative techniques for decision making.

This year’s meeting (ORBEL38) will take place in the city centre of Antwerp at
the Faculty of Business and Economics of the University of Antwerp, and will be
organized by ANT/OR - the Antwerp Operations Research Group.




10 1. Welcome to Antwerp!




2. ORBEL

ORBEL is the Belgian Society for the promotion of operational research and ana-
lytics. Its goal is to contribute to the science, the development, and the adoption
of advanced tools, methods, and knowledge in these fields, by stimulating multi-
disciplinary research and scientific collaboration among its members, as well as
fostering cooperation between academia, industry, and society in general, both on
the national and the international level. Its main fields of interest include opti-
mization, simulation, data science, and other quantitative methods for effective
decision making in complex environments. ORBEL is a member of EURO, the Asso-
ciation of European Operational Research Societies, and IFORS, the International
Federation of Operational Research Societies.

THE BELGIAN OPERATIONAL
RESEARCH SOCIETY
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4.1 Presenting

Each presentation is scheduled for 20 minutes, including questions and discussion.
Please adhere to this time frame.

Rooms are equipped with a computer attached to a beamer. Thanks in advance
for using the provided computers as much as possible.

To ensure a timely progression of the session, we ask speakers to put their presen-
tation files on the computers before the start of the session.

4.2 Chairing

Session chairs are listed in the detailed program. The session chair should briefly
introduce the session topic as well as each of the speakers.

The chair should also remind the speakers to round off their talk when their time
is almost up. If necessary, the chair may interrupt a speaker that is exceeding
their alotted time slot.

We do not encourage switching rooms between talks in a session. In case of no
shows, the chair may distribute the extra time between the speakers.
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4.3 Venue

The conference is organized at the inner city campus of the University of Antwerp,
building S.C. A map of the campus can be found below. You will enter the campus
via Hof Van Liere, Prinsstraat 13, 2000 Antwerp.
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4.4 Conference dinner

The conference dinner will take place in the HORTA - Art Nouveau hall, just a
short walk from the conference location. We are expected to take our seats at
19.30h.
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Thursday, 8 February 2024

08:45 - 09:30
09:30 - 10:45

10:45 - 11:15
11:15 - 12:15
12:15 - 13:30

13:30 - 14:50
14:50 - 15:20
15:20 - 17:00
17:00 - 18:00
19:30 - 22:30

Registration and welcome coffee

Opening session & Keynote Romero

Morales

Coffee break

Parallel sessions TA
Lunch

ORBEL board meeting
Parallel sessions TB
Coffee break

Parallel sessions TC
ORBEL general assembly
Conference dinner

Friday, 9 February 2024

09:00 - 09:30
09:30 - 10:50
11:00 - 12:00
12:00 - 13:00
13:00 - 14:20
14:20 - 14:45
14:45 - 15:45
15:45 - 16:15

Welcome coffee

Parallel sessions FA

Parallel sessions FB

Lunch

Parallel sessions FC

Coffee break

Keynote Gansterer

ORBEL award and closing session

Corridors C
S.C.003

Corridors C

S.C.001, 002, 101, 102
Corridors C

Room “Lessius” (Building E)
S.C.001, 002, 101, 102
Corridors C

S.C.001, 002, 101, 102
S.C.002

Horta

Corridors C

S.C.001, 002, 101, 102
S.C.001, 002, 101, 102
Corridors C

S.C.001, 002, 101, 102
Corridors C

S.C.003

S.C.003







Thursday, 8 February 2024

08:45 - 09:30

09:30 - 10:45

10:45 - 11:15

Registration and welcome coffee
Corridors of building C

Opening session
Room: 5.C.003

Welcome by Christof Defryn

Keynote Dolores Romero Morales

A tour through explainable and fair machine learning with an
OR lens

Session chair: An Caris

Coffee break
Corridors of building C



24 Detailed Program
11:15-12:15 Parallel session TA1 - Forecasting
Session chair: J. Van Belle
Room: S5.C.001
Towards sustainable power systems: improving battery degra-
dation forecasts
E. Grégoire and S. Verboven ............. ... ... ... ... 41
An Exploration of Exact Methods for Effective Network Failure
Detection and Diagnosis
A. Burlats, C. Pelsser, and P. Schaus ....................... 44
Forecasting Business Process Models
J. Van Belle, 7. De Smedt, A. Polyvyanyy, and J. De Weerdt . .46
11:15-12:15 Parallel session TA2 - Packing
Session chair: B. Zondervan
Room: S.C.002
Decoupling Geometry from Optimization, an Open-Source Col-
lision Detection Engine for 2D irregular Cutting and Packing
problems
7. Gardeyn and T. Wauters ..............c.cccoiiiieiinin.. 48
Solving a tri-objective menu planning problem within the
SHARP framework
F. Martos-Barrachina, L. Delgado-Antequera, and M. Hernandez
Huelin ... . 49
Comparing mesh and voxel-based approaches for 3D irregular
Cutting and Packing Problems
B. Zondervan, T. Wauters ............c.couuuuueiueennni.. 51
11:15- 12:15 Parallel session TA3 - Vehicle routing

Session chair: T. Iswari
Room: S.C.101

Leveraging Contextual Information for Robustness in Vehicle
Routing Problems

A. I Mahmutogullariand T. Guns ........................ 52
Advancements in Space Logistics: The Moving Target TSP
Paradigm

P. Deleye, and C. Defryn ..........coiiiiiiiiiiinien.. 53

A study on the benefits of integrating inventory and routing
decisions in a city logistics context
T. Iswari, A. Caris, and K. Braekers ....................... 55
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11:15 - 12:15

12:15 - 13:30

13:30 - 14:50

Parallel session TA4 - Warehousing
Session chair: A. Leroy
Room: S.C.102

The autonomy effect in warehousing — Insights from a large-
scale lab experiment
T. De Lombaert, K. Braekers, K. Ramaekers, and R. De Koster 57

Deep Reinforcement Learning for the Real-Time Inventory Rack
Storage Allocation and Replenishment Problem
S. Teck, T. San Pham, L. Roussea and P. Vansteenwegen .. ... 59

Quantifying deviations in an order picking process through
data-driven analysis
A. Leroy, K. Braekers, A. Caris, B. Depaire, and T. van Gils .. 62

Lunch

Corridors of building C
ORBEL board meeting
Room: Lessius

Parallel session TB1 - Language Processing
Session chair: M. Reusens
Room: §.C.001

Determining well-being during a crisis based on social media
data using natural language processing

X. Wang, B. Janssens, M. Bogaert, L. Vanderbauwhede, and L.
SCREEZEN .o 64
Decoding Stock Market Reactions to Earnings Call Dialogues
P. Borchert, K. Coussement, J. De Weerdt, and A. De Caigny .66

Tell Me a Story! Narrative-Driven XAI with Large Language
Models
D. Martensand J. HIinns ..........oooiuiiiniiiinannnn.n. 67

Leveraging zero-shot learning for museum collection data en-
richment

M. Reusens, A. Adams, R. Pacheco-Ruiz, S. vanden Broucke,

and B. BAESENS .. ... 68
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13:30 - 14:50  Parallel session TB2 - Timetabling
Session chair: D. Goossens
Room: S.C.002
Improving the robustness of a railway timetable in a bottleneck
area: a case study in Belgium
I Van Hoeck and P. Vansteenwegen ....................... 69
Capacitated Examination Timetabling: Multi-Neighbourhood
Simulated Annealing
D. Van Bulck, D. Goossens and A. Schaerf ................. 71
Reforming the Belgian youth field hockey leagues with an in-
complete round-robin tournament
K. Devriesere and D. GOOSSENS ...........cuuiieuiien.n. 67
Multi-league sports scheduling
D. Goossens, M. Li, and M. Davari ..............ccccu.u... 76
13:30 - 14:50  Parallel session TB3 - Optimization

Session chair: W. Vanroose
Room: S.C.101

ManyWorlds: Combinatorial Programming with Functions

J. Devriendt ......... . 78
Parametric upper and lower bounds of linear variations of a
linear problem’s LHS

B. Miftari, G. Derval, Q. Louveaux and D. Ernst ............ 81

Residual Simplex method with applications in Network Design
W.Vanroose ......... .. .. . . 84
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13:30 - 14:50

14:50 - 15:20

15:20 - 17:00

Parallel session TB4 - Assembly lines and manufacturing
Session chair: H. Verplancke
Room: 5.C.102

Grid-based tow train routing optimization for efficient part
feeding
G. Guindiiz Mengiibas and K. Sorensen .................... 86

Mixed-model assembly sequencing with workers’ competencies
C. Miguel, S. Hoedt, . Cottyn, and E.H. Aghezzaf .......... 87
A Comparative Study of Methods for Solving the Large Flexible
Assembly Job Shop Scheduling Problems

L. Boveroux, D. Ernst and Q. Louveaux .................... 90
Strategic assembly line feeding decisions

H. Verplancke, V. Limére, E.H. Aghezzaf, and E. Thanos . .... 92
Coffee break

Corridors of building C

Parallel session TC1 - Machine learning
Session chair: A. Stevens
Room: S.C.001

A Causal Machine Learning Approach for the Influence Maxi-
mization Problem
D. Caljon, J. Van Belle and W. Verbeke .................... 94

Realistic Model Benchmarking using Synthetic. Data for Pre-
scriptive Process Monitoring

J. De Moor, H. Weytjens, J. De Smedt, and J. De Weerdt .. ... 96
CurveMMOoE: A Deep Multi-Task Learning with Multi-Gate
Mixture of Experts Approach for Trading Commodity Futures
Curves

J OngandD. Herremans .....................cccooouo... 99

Counterfactual Explanations for Predictive Process Analytics
A. Stevens, C. Ouyang, J. De Smedt, and C. Moreira ....... 102
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15:20 - 17:00  Parallel session TC2 - Matheuristics
Session chair: F. Phillipson
Room: S.C.002
An Efficient Decomposition Matheuristic for the Unit Commit-
ment Problem with Power Stability Constraints
E. M. Er Raqabi, A. Bani, M. Morabit, A. Blondin, A. Besner, I. El
Hallaoui . ... ... . . i 104
A Matheuristic for the Optimal Placement of EV Charging Sta-
tions in an Urban Environment
B. Coulier, H. Calik, T. Becker, and G. Vanden Berghe ... ... 106
A mixed-integer-programming formulation for the traveling
student problem
Q. LOUVEAUX .. oo e e e e e e e e e 108
Quantum Computing in Logistics and Supply Chain Manage-
ment - an Overview
F Phillipson ...... ..o 109
15:20 - 17:00  Parallel session TC3 - Graph theory

Session chair: T. Vancaeyzeele
Room: S5.C.101

A backtracking algorithm for finding bi-regular cage graphs

T. Van den Eede, }. Jooken, and J. Goedgebeur ............ 111
On the injective chromatic number of a graph

M. Daneels, J. Goedgebeur, and . Renders ................ 113
Tuning house network graphs

M. Geerts, S. vanden Broucke, and J. De Weerdt ........... 115

Graphical Processing for Fast Survivability Assessments
T. Vancaeyzeele, 3. Gallant, and B. Lauwens .............. 117
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15:20 - 17:00

17:00 - 18:00

19:30

Parallel session TC4 - Algorithmic design
Session chair: K. Sérensen
Room: S.C.102

A research framework for algorithm engineering
B. Depaire, J. Mendling, H. Leopold, and H. Meyerhenke ... 119

Hexaly Optimizer 12.5: interval based modeling and perfomance
improvements for routing and scheduling problems
JDarlay ... 121

Bandit Algorithms for Neighborhood Selection in Local Search
S. Michelini, R. De Landtsheer, S.-Mufioz, A. Franzin, and A.

Delecluse ........ ... i 124
50 years of metaheuristics

K. Sorensen, R. Marti, and M. Sevaux .................... 127
ORBEL general assembly

Room: S.C.002

Conference dinner
Horta - Art Nouveau Hall
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7.2 Friday, 9 February 2024

09:00 - 09:30

09:30 - 10:50

09:30 - 10:50

Welcome coffee
Corridors of building C

Parallel session FA1 - Machine learning
Session chair: J. Sanchez Ramirez
Room: S.C.001

Multi-Task Learning: a method for grouping tasks without
training a network

Y. Morello and S. Verboven .....................ccc ... 128
Selecting the Optimal Lawful ML Model
M. Hanson and S. Verboven ................ccccciiiiu... 121

Personalizing Discounts Using Learning to Rank
T. Vanderschueren, F. Moraes, and H. Proen¢a ............. 133

Discerning customer journey types through dynamic modeling
of usage Patterns

7. Sanchez Ramirez, K. Coussement, A. De Caigny, D. F. Benoit,
and L. Waardenburg ........ ... . ... . ... i i 134

Parallel session FA2 - Economics and game theory
Session chair: B. Lin
Room: S.C.002

Public Debt Dynamics, Debt Sustainability and the Role of Debt
Relief Initiatives: Empirical from Ethiopia, DSSI and CF
T. Merra, D. Cassimon, and J. Abafita .................... 135

Bankruptcy Problems over Time

M. Vollebergh, W. Dullaert, A. Estévez-Fernandez, and Y. Ghiami
136

Rawlsian Assignments

T. Demeulemeester and 3. S. Pereyra ..................... 138

Algorithmic Solutions for Maximizing Shareable Costs
R. Zou, B. Lin, M. Uetz, and M. Walter ................... 139
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09:30 - 10:50

09:30 - 10:50

11:00 - 12:00

Parallel session FA3 - Collaboration and sharing
Session chair: M. Wens
Room: §.C.101

Dynamic Assignment for a Crowdshipping Platform

E. Innocenteand 3. S. Tancrez ........................... 140
Dynamic Pricing, Admission and Repositioning in Ride-Sharing
Networks

T. De Munck, P. Chevalier, J. S. Tancrez .................. 143

Metaheuristic algorithm for the design of one-way electric car
sharing systems

H. Taki Eddine, B. Lauwens, and G. Vanden Berghe .. ...... 145
Determining areas suitable for demand-responsive transit
M. Wens and P. Vansteenwegen ......................... 146

Parallel session FA4 - Vehicle routing
Session chair: A. Maharani
Room: S.C.102

Synchronized Road Unblocking and Relief Material Distribution
for Effective Disaster Response
H. Sahin, A. L Mahmutogullari, and M. Kadan ............ 147

Heuristic for an integrated nurse routing and rerostering prob-
lem in hospital-at-home
A. Maharani, V. Frangois, and Y. Arda ................... 148

Parallel session FB1 - Machine learning
Session chair: A. Thuy
Room: §.C.001

On the role of model validity, coverage, and overlap in algorith-
mic fairness

C. Bockel-Rickermann, T. Vanderschueren, S. Goethals, T. Verdonck,
and W. Verbeke ....... ... . ... i, 150
A Pre-processing Approach to Strategic High-Value Customer
Representation in Churn Prediction

S. Rahman, B. Janssens, and M. Bogaert .................. 152
Cheaper neural network ensembles: a case study in manufac-
turing

A. Thuy, T. Suys, and D. F. Benoit ........................ 155
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11:00 - 12:00  Parallel session FB2 - Energy
Session chair: J. Springael
Room: S.C.002
Prosumer: a flexible optimization tool to support businesses on
their decarbonization journey
M. Boucquey ......... ... i 158
Navigating Uncertainties for Ensuring Energy Security
L. Mentens .......... i 161
Application of Reinforcement Learning for the Optimization of
Sustainable Energy Systems
G. Keutgen ...... ..o, 162
11:00 - 12:00  Parallel session FB3 - Graph theory
Session chair: B. De Clerck
Room: S.C.101
HIST-critical graphs and Malkevitch’s conjecture
7. Goedgebeur, K. Noguchi, J. Renders, and C. T. Zamfirescu 164
Computational bounds for the minimum order of an edge-girth-
regular graph
J. Jooken and J. Goedgebeur ............. ... . ... ...... 167
Comparative Analysis of Graph Randomization: Methods, Pit-
falls, and Best Practices
B. De Clerck, F. Van Utterbeeck, and L. E. C. Rocha . ....... 169
11:00 - 12:00  Parallel session FB4 - Warehousing

Session chair: B. Raa
Room: S.C.102

Leveraging Decision Trees to Optimize Medicine Stockpile Poli-
cies

S. Lemmens, O. Fourmentraux, H. de Vries, and T. Breugem .171
A Novel Multi-Objective Model for Data-Driven Scattered Stor-
age Assignment in Warehouses

M. Bahadornia, K. Ramaekers, K. Braekers, and T. Cornelissens
173

Stacking inbound sheets with scattered arrivals

B.RaaandS. Van Volsem ........ ... ..., 175
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12:00 - 13:00

13:00 - 14:20

13:00 - 14:20

Lunch
Corridors of building C

Parallel session FC1 - Feature selection and parameter
tuning

Session chair: B. Coquelet

Room: S.C.001

What characteristics define a Good Solution in Social Influence
Minimization Problems?
I Lozano-Osorio, J. Sanchez-Oro, A. Duarte, and K. Sorensen 177

Modeling Sand Ripple in Mine Countermeasure Simulations
with Stochastic Optimal Control
P. Blondeel, F. Van Utterbeeck, and B. Lauwens ............ 180

Determining stability intervals for intra-critreria parameters in
PROMETHEE II

A.Flachsand Y. De Smet ......... ... i, 183
Evaluating the PROMETHEE II ranking quality
B. Coquelet, G. Dejaegere, and Y. De Smet ................ 185

Parallel session FC2 - Scheduling
Session chair: Leonie Gallois
Room: S.C.002

Disjunctive scheduling using interval decision variables with
Hexaly Optimizer

LoBlaise .......ooooii i 187
A Constraint Programming Approach for Aircraft Disassembly
Scheduling

C. Thomas and P. Schaus ............................... 190
Lock scheduling with non-identical parallel chambers

M. Davari, M. Ranjbar, and D. Briskorn .................. 193

Project scheduling with an external resource
L. Gallois, M. Davari, and J. Matuschke .................. 195
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13:00 - 14:20

13:00 - 14:20

14:20 - 14:45

14:45 - 15:45

15:45 - 16:15

Parallel session FC3 - Orbel Award Nominees
Session chair: R. Leus
Room: S.C.101

Development of a Variable Neighborhood Search algorithm for
scheduling and routing fully flexible ’on-demand-only’ feeder
bus systems

A. Hens

Optimization method to integrate driver consistency and route
balancing in a heterogeneous multi-period dial-a-ride problem
M. Hubert

Inventory Management in a Synchromodal Transport Network
- An Inventory Replenishment Heuristic with Order Expediting
F. Sneyers

Parallel session FC4 - Vehicle routing
Session chair: L. Melis
Room: §.C.102

Systematic Derivation of a Global Constraint for Routing Opti-
mization
R. De Landtsheer .............ciiiiiiiiiiiiiiiiinn, 198

The Dial-a-Ride Problem with Limited Pickups per Trip
B. Zhao, K. Wang, W. Wei, and R. Leus ................... 201

Delivering efficiency: The parcel locker puzzle
L. Melis, A. Ranjbari, and V. V. Gayah ................... 203

Coffee break
Corridors of building C

Plenary session - Keynote Margaretha Gansterer
Last-mile delivery with shared resources: modeling and recent
developments

Session chair: Kenneth Sérensen

Room: S.C.003

ORBEL award and closing session
Room: 5.C.003
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8.1 A tour through Explainable and Fair Machine Learning with
an OR lens

Dolores Romero Morales, Copenhagen Business School, Denmark

The use of Artificial Intelligence and Machine Learning algorithms is ubiquitous in
Data Driven Decision Making. Despite their excellent accuracy, these algorithms
are often criticised for their lack of transparency. Algorithms such as Random Forest,
XGBoost and Deep Learning are often seen as black boxes, for which it is difficult
to explain their predictions. In addition, when applied to sensitive situations with
consequential impact on citizens’ lives, including access to social services, lending
decisions or parole applications, this opaqueness may hide unfair outcomes for risk
groups. Therefore, there is an urgent need to strike a balance between three goals,
namely, accuracy, explainability and fairness. In this presentation, and with an
Operations Research lens, we will navigate through some novel Machine Learning
models that embed explainability and fairness in their training.

L&

Dolores Romero Morales is a Professor in Operations Re-

search at Copenhagen Business School. Her areas of expertise

include Data Science, Supply Chain Optimization and Revenue
“ Management. In Data Science she investigates explainability/in-

terpretability, fairness and visualization matters. In Supply
Chain Optimization she works on environmental issues and
robustness. In Revenue Management she works on large-scale
network models. Her work has appeared in a variety of leading
scholarly journals, including European Journal of Operational Research, Man-
agement Science, Mathematical Programming and Operations Research, and has
received various distinctions. Currently, she is Editor-in-Chief to TOP, the Opera-
tions Research journal of the Spanish Society of Statistics and Operations Research,
and an Associate Editor of Journal of the Operational Research Society, Omega
and the INFORMS Journal on Data Science. She has worked with and advised
various companies on these topics, including IBM, SAS, KLM and Radisson Ed-
wardian Hotels, as a result of which these companies managed to improve some
of their practices. SAS named her an Honorary SAS Fellow and member of the
SAS Academic Advisory Board. She currently leads the EU H2020-MSCA-RISE
NeEDS project, which has a total of 15 participants and a budget of more than
€1.000.000 for intersectoral and international mobility, with the aim to improve
the state of the art in Data Driven Decision Making. Dolores joined Copenhagen
Business School in 2014. Prior to coming to Copenhagen Business School, she was
a Full Professor at University of Oxford (2003-2014) and an Assistant Professor at
Maastricht University (2000-2003). She has a BSc and an MSc in Mathematics from
Universidad de Sevilla and a PhD in Operations Research from Erasmus University
Rotterdam.
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8.2 Last-mile delivery with shared resources: modeling and recent
developments

Margaretha Gansterer, University of Klagenfurt, Austria

The Sharing Economy is on the rise. Traditional business models have to be adapted
and players have to succeed in a world of shared idle capacities on digital platforms.
Innovative concepts related to shared transportation resources include collaborative
vehicle routing or crowd delivery systems. A collaboration can be described as a
partnership between two or more companies to optimize operations by making joint
decisions and sharing information, resources, or profits. Crowdsourced deliveries
are either conducted by freelance drivers or by occasional drivers, where the former
conduct several tasks over a longer time horizon typically being active on different
platforms, while the latter offer their service on a more irregular basis. Both of these
concepts have their advantages but also specific challenges. In case of horizontal
transport collaborations we distinguish between centralized and decentralized settings.
In the former, it is assumed that one fully informed decision maker exists, while in
the latter, decisions under incomplete information have to be orchestrated. Crowd
delivery concepts, however, highly rely on the willingness of external drivers to offer
their service. Hence, attractive offers have to made. We focus on the generation of
bundles of requests such that the distribution of orders assigned to external drivers
and to a company-owned fleet is optimized. The talk will cover modeling approaches,
recent developments, and promising future directions.

Margaretha Gansterer currently holds a full professor posi-
tion at the University of Klagenfurt. Since October 2019 she is
serving as Head of the Department of Operations, Energy, and
Environmental Management and since January 2022 as Dean of
the Faculty of Management, Economics & Law. Margaretha ob-
tained her PhD and her Habilitation at the University of Vienna.
She also held research positions at Johannes Kepler University
Linz and the Austrian Research Centers, and a professor position
at Otto-von- Guericke University Magdeburg. From 2020 to 2021 she served as In-
ternational Liaison (Europe, Middle East, Africa) of the INFORMS Transportation
Science and Logistics (TSL) society. She is currently serving as president-elect
and will take over the TSL presidency in 2024. Her research interests lie in the
application of quantitative methods to planning problems arising in operations
management and logistics with a special focus on collaborative operational plan-
ning. She has published more than 50 refereed papers in international journals,
books, and conference proceedings. Margaretha has served as a reviewer for
numerous international journals such as Transportation Science, Transportation
Research Part B, and the European Journal of Operational Research. Since 2015
she is leading research projects financed by the Austrian Science Fund (FWF).
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Abstract

The task of developing a reliable and long-lasting battery system remains a major
obstacle to the expansion of the electric vehicle fleet and the improvement of storage
systems in renewable energy plants. To overcome this challenge, improving battery
ageing models to accurately forecast the battery degradation trajectory is a complex
but critical step. In this work, we introduce a novel sequence-to-sequence multi-task
learning (MTL) method. Empirical results on battery ageing datasets show that our
model enhances the data efficiency and precision of capacity and power degradation
forecasts for lithium-ion battery cells. Furthermore, our model generates new in-
sights into the trade-offs and key decisions for incorporating battery ageing models
into the MTL paradigm.

1 Problem setting

In order to enhance the positive impact of lithium-ion batteries on a carbon-neutral fu-
ture, significant improvements in battery performance and reliability are needed [1]. To
address these requirements, a crucial step is to enable accurate forecasting of lithium-ion
battery degradation, which is reflected by capacity loss and an increase in the internal
resistance. Recently, multi-task learning (MTL) has emerged as a promising approach to
improve the robustness and generalization performance of data-driven forecasting meth-

ods [2].

In MTL, the model parameters are partially shared among the different prediction tasks.
These parameters are updated through gradient descent by using the signal of the com-
posite loss L7,:, which corresponds to the weighted sum of the task-specific capacity
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and resistance losses, denoted by L and L g respectively,
Lot = wclc +wRLR. (1)

The coefficients we and wg, are the corresponding task-specific weights. In [2], the bene-
fits of a first instantiation of an MTL network were demonstrated. In this work we explore
the design space of MTL networks for battery degradation forecasting, and quantify the
impact of the corresponding choices.

Three-stage One-stage One-stage
.~ A B. c.
S 4
3
Encoder (A) 8
E 3
1 l g
Decoder Decoder g2
(B) (©) . 1 2 1 2 OL CA PC RA
1 1 Capacity weight Capacity weight Weighting algorithm
£C £R Static Static Dynamic
(a) Encoder-decoders (b) Test MAPE for different configurations

Figure 1: Left Figure (a): the encoder (A) and decoder (B and C) modules. Right Figure
(b): bar plots representing the mean absolute percentage errors (MAPE) for the capacity
predictions. The comparison between panels A and B illustrates the difference between
the three-stage and one-stage setups (i) and the corresponding impact of the capacity task
weight. Next, panels B and C demonstrate the difference between static and dynamic task
weighting (ii) for several weighting algorithms.

2 Methodology and Results

We explore the space of choices concerning (i) how to combine several (task-specific)
modules (Figure 1a) and (ii) how to assign weights w; to the task losses £; (equation 1).
To address (i) we compare the performance of two setups: the one-stage setup where
all modules are trained simultaneously (ABC) and the three-stage setup where different
subsets of the modules (AB-AC-ABC) are trained during each stage. Regarding (ii), we
analyze the impact of various static weights and compare the performance of state-of-
the-art dynamic weighting algorithms. We show that distinct choices for (i) and (ii) yield
significant differences (Figure 1b) in generalization performance and should be optimized
to obtain better results. The experimental evaluation is conducted on two open-source
datasets. The encoder and decoder modules consist of Bidirectional Long Short-Term
Memory (LSTM) layers.
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Computer networks form the backbone of modern digital communication, and their re-
liability is crucial for maintaining seamless connectivity across various sectors. Failures
within these networks can have significant consequences, leading to service disruption
and potential financial loss. As such, it is essential to develop efficient and accurate meth-
ods for detecting and diagnosing network failures, enabling swift recovery and minimiz-
ing the impact on end-users.

In this study, we focus on Boolean network tomography, a research field that holds great
promise for enhancing the resilience of networks. Boolean network tomography com-
bines end-to-end measures with inference algorithms to estimate the state of different
elements in the network. Its advantage is that it only requires a subset of nodes to be
monitors and supervise an entire network.

With this approach, monitors send messages to each other through measurement paths.
When a failure occurs on a node, all paths that cross it fail. Thus, the failure can be
detected by observing if some measurement paths are not working. If the set of failed
measurement paths forms a unique signature, then it is even possible to identify the failed
node.

Our investigation focuses on minimizing the number of designated monitor nodes while
ensuring some level of quality of network monitoring. This is crucial for minimizing
monitoring costs without compromising the network’s overall health and performance.
We explore two critical monitoring challenges: the cover problem, which seeks to detect
failures, and the 1-identifiability problem, which requires pinpointing the exact failing
node.

Conceptually, a node failure in a network results in the disruption of all paths traversing
it. These affected paths collectively constitute the symptom associated with the failing
node. A network is covered if there is a non-empty symptom for each node. Additionally,
anetwork is considered 1-identifiable if every node possesses a unique, non-empty symp-
tom, thereby serving as an identifier for the node in the event of a failure. By compiling
a comprehensive list of these identifiers, one can efficiently diagnose a failure by simply
observing the disrupted paths and cross-referencing a precomputed table that maps the
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failed paths (symptoms) to the corresponding node.

An important assumption of the considered networks in this study is that the routes be-
tween any pairs of nodes are imposed by the routing protocol and known by the planning
tool that will select the monitors. A pair of monitors is only able to verify the status of
those routes. In practice network operators usually configure link (IGP) weights to influ-
ence where the traffic flows in the network assuming they follow shortest paths (see for
instance [1] for optimizing IGP weights). Alternatively, other protocols such as segment
routing or MPLS [2, 3, 4] make it possible to introduce deviations or explicit route set-
ups between pairs of nodes, deviating from shortest paths. For all these protocols, the
monitors are able to determine which data paths between them are affected by a failure.

We introduce and compare an integer linear programming, a constraint programming
and a MaxSAT model to solve both the node cover and 1-identifiability NP-hard problems.
To reduce the search space, we propose redundant constraints and problem reductions
exploiting the network topologies. Using 625 real network topologies, we compare the
solutions returned by each model to a specialized version of a greedy algorithm called
MNMP [5], tailored for 1-identifiability. Our findings reveal that the introduced models
reduce the amount of monitor nodes compared to the greedy approach for 35 instances
of the cover problem and 157 instances of the 1-identifiability problem, paving the way
for more robust and reliable telecommunication networks.
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Business process management is a domain concerned with the identification, design, im-
plementation, execution, and improvement of business processes that underpin the oper-
ations of an organization. Over time, there has been a shift away from classical qualitative
approaches towards data-centric techniques, which led to the emergence of the process
mining field.

The key element in process mining is the use of event log data produced by process-aware
information systems. These event logs contain sequences of activities tied to a particular
case or process instance, such as a loan application, where a client fills in an application
form, goes through the required checks, and finally receives a formal response. Tradition-
ally, process mining relied on backward-looking and reflective analysis. More recently,
however, forward-looking or predictive approaches were developed in which event logs
are used to predict the future development of cases, e.g., to predict whether a loan ap-
plication will be accepted or the remaining time until a decision given the candidates
current progress through their application and their data. These predictive process mon-
itoring solutions typically focus on predictions for individual process instances or cases.
To address this limitation, De Smedt et al. (2021) propose a paradigm shift towards pre-
dictive modeling also at the process model level to predict how the system as a whole
will evolve over time.

In this paper, we propose a generic three-step methodology to robustly forecast entire
process models from an event log of the corresponding historical process. The first step
involves transforming the event log into a collection of directly-follows (DF) time series,
with each DF time series capturing the evolution in the number of transitions between a
specific pair of directly subsequent activities during a specified unit of time. The DF time
series thus capture the control flow aspect of the historical process. Each DF time series
can then be forecasted independently or jointly by relying on univariate or multivari-
ate time series forecasting techniques, respectively. In this work, we focus on univariate
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time series forecasting methods because they can generally be applied, irrespective of
the characteristics of the event log. Since event log data is typically collected on a nearly
continuous basis nowadays, the unit of time used to construct the DF time series can be
specified by the user by simply using a different aggregation filter. Choosing a single
data frequency while taking into account the desired forecast period length is, however,
a non-trivial problem. Therefore, in the second step, we generate different views of each
DF time series through non-overlapping temporal aggregation to construct temporal hi-
erarchies. Non-overlapping temporal aggregation is known to strengthen or attenuate
different elements of a time series. The different views of the data therefore allow us
to derive different insights. Various forecasting methods are applied to produce several
base forecasts for each view. For each forecasting method, we also create a reconciled
version of the base forecasts, ensuring consistency across time, i.e., imposing that lower-
level forecasts properly add up to higher-level forecasts (Athanasopoulos et al., 2017).
The base forecasts and reconciled forecasts are then used in forecast pooling to generate
a single consolidated forecast for each DF (Kourentzes et al., 2019). Finally, in the third
step, we obtain a robust process model forecast by combining a filtered set of consolidated
DF forecasts.

We apply this methodology to real-life event logs to illustrate how the forecasted process
models provide a substantial benefit over process models obtained through a classical
backward-looking process discovery approach. The generated process model forecasts
are evaluated from both a time series forecasting and a process mining perspective.
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2D cutting and packing (C&P) problems involve placing a set of smaller items within the
bounds of a larger container. This broad class of problems can be very challenging to
solve, especially when the items and containers are irregular (non-rectangular) in shape.
This difficulty has led to a highly active research domain featuring many approaches to
many variants of the problem.

While the objectives and particulars of these irregular C&P problems can differ, they all
share the need for a specific feasibility check: determining whether or not an item can
be placed at a certain position. This check is particularly complex due to the geomet-
ric irregularity of the items and containers. The general problem of collision detection
also prominently arises in other fields, such as computer graphics and simulations. This
seemingly simple problem is so challenging that entire books have been dedicated to this
subject.

For C&P problems, there is currently no sufficiently general approach to tackle this task
in an easy and efficient manner. This not only heightens the barrier to entry for those
who must address such problems, but also results in different researchers having to con-
tinuously reinvent the wheel whenever they are addressing new problems or developing
new approaches for existing problems.

This work aims to decouple geometry from optimization and develop a high-performing
adaptable engine, capable of efficiently handing the geometric component of irregular
C&P problems. We envisage two target audiences. First, there are those who simply
want to focus on their optimization problem at hand and who would therefore greatly
benefit from having an engine they can incorporate into their own methodology. Such
an engine would essentially outsource the geometric challenge and enable them to focus
their efforts on developing smart solution methods. The second target audience are those
who, rather than solving problems themselves, might have good ideas concerning how
to further improve and refine this open-source engine.
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1 The MPP Problem.

The Menu Planning Problem (MPP) can be conceptualized as a basic combinatorial op-
timization problem in the field of Operations Research (OR). In its essence, the MPP in-
volves determining an optimal combination of items (recipes) to include in a menu to
meet certain criteria while satisfying constraints.

In the context of combinatorial optimization, the goal is to find the best possible arrange-
ment or combination from a finite set of elements. In the MPP, these elements are the
various items that could potentially constitute a menu. The optimization objective typi-
cally involves maximizing acceptability or minimizing cost.

Mathematically, the MPP is often formulated as an binary variable problem. The decision
variables represent whether each menu item is included in a particular slot of the menu
or not. The constraints capture the limitations and requirements imposed on the menu,
particularly the nutritional and cultural ones.

2 The SHARP approach.

The SHARP approach in the Menu Planning Problem (MPP) is a comprehensive frame-
work that integrates five critical criteria into the decision-making process. The acronym
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SHARP stands for Sustainability, Health, Affordability, Reliability, and Palatability, en-
capsulating the key dimensions that are essential in crafting well-rounded and effective
menus.

In the most basic approach, cost is THE objective, and usually health (nutritiousness) is
encapsulated in the constraints. In these holistic approach, all five dimensions appear.
We have incorporated all of the criteria into the problem, ending up with a tri-objective
problem in which cost, palatability and sustainability are our goals.

3 Solving the multicriteria decision problem using an
E-WAF.

we have employed the Extended Wierzbicki Achievement Function to facilitate decision-
making by simultaneously considering three key objectives: Cost, Palatability, and Sus-
tainability. The Extended Wierzbicki Achievement Function is an extension of the clas-
sical achievement scalarizing function used in multi-objective optimization.

The Extended Wierzbicki Achievement Function enables us to navigate the trade-offs
between these three objectives, transforming them into a single aggregated measure that
reflects the overall performance of a given menu. By doing so, this approach provides a
practical and comprehensive method for decision-makers to evaluate and choose menus
that strike an optimal balance between cost-effectiveness, palatability, and sustainability.

This extended function is particularly useful in the Menu Planning Problem because it
acknowledges the inherently multi-faceted nature of the decision space. It allows us
to address the complexity of optimizing menus, where various, sometimes conflicting,
objectives must be considered simultaneously. The Extended Wierzbicki Achievement
Function contributes to a more nuanced and balanced decision-making process, aligning
with the holistic approach inherent in the SHARP framework.
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In logistics and manufacturing, a common task is to arrange objects within a three di-
mensional volume. This task presents a considerable challenge, particularly when dealing
with irregularly shaped objects that can be rotated in multiple ways. These optimization
problems are known as cutting and packing problems and are unique in the fact that they
combine geometric computations with combinatorial optimization.

At the heart of cutting and packing problems lies the question of how to represent objects.
Two popular techniques for representing objects are triangular meshes and voxelization.
Triangular meshes represent the objects by a triangulated surface. Voxelization approx-
imates the objects by 3-dimensional pixels called voxels.

Efficiently checking for overlaps between objects is crucial in cutting and packing prob-
lems. One method for this involves so-called nofit voxels. The nofit voxel for a pair of
objects is the set of all voxels that one object can be placed such that it intersects the
other object. By computing the nofit voxel in a preprocessing phase, it becomes possi-
ble to quickly decide if two object overlap, which is a question that occurs very often in
cutting and packing problems.

Moreover, voxelization and nofit voxels offer the advantage of parallelization on GPUs, a
crucial feature for speeding up computations. The main goal of this talk is to explain the
pros and cons of both representation techniques and to show results regarding the fast
parallel implementation of voxelization.
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We investigate the benefit of using contextual information in data-driven demand pre-
dictions to solve the robust capacitated vehicle routing problem with time windows. In-
stead of estimating the demand distribution or its mean, we introduce contextual machine
learning models that predict demand quantiles even when the number of historical ob-
servations for some or all customers is limited. We investigate the use of such predicted
quantiles to make routing decisions, comparing deterministic with robust optimization
models. Furthermore, we evaluate the efficiency and robustness of the decisions obtained,
both using exact or heuristic methods to solve the optimization models. Our extensive
computational experiments show that using a robust optimization model and predicting
multiple quantiles is promising when substantial historical data is available. In scenarios
with a limited demand history, using a deterministic model with just a single quantile
exhibits greater potential. Interestingly, our results also indicate that the use of appro-
priate quantile demand values within a deterministic model results in solutions with ro-
bustness levels comparable to those of robust models. This is important because, in most
applications, practitioners use deterministic models as the industry standard, even in an
uncertain environment. Furthermore, as they present fewer computational challenges
and require only a single demand value prediction, deterministic models paired with an
appropriate machine learning model hold the potential for robust decision-making.
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The Traveling Salesman Problem (TSP) is a combinatorial optimization problem which
aims to find a tour visiting a set of vertices, such that each vertex is visited exactly once
(Hamiltonian cycle). A large number of TSP variations have been studied extensively
within the operations research field, as these allow the mapping of several real-world
problems. A special case of TSP is the one in which the vertices are not static, but their
positions change over time. This variation is known as the Moving Target TSP.

The problem was first introduced by Helvig, Robins, and Zelikovsky (1998) within a single
dimension, i.e, all points lie on a single line crossing the origin. They describe more
generally the moving target TSP as a time-dependent generalisation of the TSP where
a pursuer must intercept a set of targets which move at a constant velocity. Although
a constant velocity was assumed for their targets, these could either move towards or
away from the origin. The authors propose exact and approximate algorithms for their
moving target TSP considering a small number of moving points (all on one line, with
or without resupply, i.e., returning to the depot before continuing to the next target, and
the case where the points never reach the origin.)

Over the last few decades, the problem has been enriched by several authors, each adding
one (or some) of the following elements: increased number of moving targets (from 5 up
to 100), different velocities of the moving targets (velocities are typically between 0 and
2 m/s; either constant for all targets or stochastic per target), the possibility to resupply
during the trip, release times and deadlines for individual targets, and various trajectories
(linear or parabolic).

Applications of the moving target TSP are often found in a military / defense context.
Examples include the interception of multiple missiles to protect a high-value target, an
aircraft hitting moving ground targets, the use of unmanned aerial vehicles to intercept
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multiple target persons in a dispersing crowd, or resupplying a fleet of patrol boats. For
more information we refer to the work of Ucar and Isleyen (2020). The moving target
TSP also features specific characteristics that might be highly valuable for applications
in space, such as the problem of servicing a constellation of satellites in orbit. To the best
of our knowledge, such applications are often overlooked but could be highly relevant in
today’s rapidly changing space market.

Our presentation will feature our first insights in the academic literature on the moving
target TSP with a focus on applications in space. As such, we aim to motivate the need
for models and algorithms that can deal with cyclical and elliptical target itineraries as
well as orbital dynamics.
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This study investigates the potential of utilizing an Urban Consolidation Center (UCC)
or a city hub as an intermediate storage facility within a B2B two-echelon urban distri-
bution system. The main objective is to assess the advantages of integrating inventory
and routing decisions in contrast to a traditional approach where the city hub functions
only as a consolidation point. Two scenarios are explored in this study: a traditional one
involving sequential inventory and routing decisions, and an integrated one where these
decisions are made simultaneously.

A traditional problem in which inventory and routing decisions are taken sequentially
is solved using the same model and method as in [1]. In the sequential scenario, various
replenishment methods are employed for the inventory aspect, and a Large Neighbour-
hood Search (LNS) metaheuristic is utilized to optimize routing decisions from the UCC
to the retailers. The integrated scenario is addressed using a matheuristic algorithm that
combines mathematical optimization techniques with heuristics. A matheuristic algo-
rithm based on the one presented in [2] is proposed to solve the integrated problem. We
adapt the method to our specific problem context by extending it to a multi-product, het-
erogeneous, multi-trip context with a more complex objective function that also includes
holding costs, order costs, and duration-based routing costs.

Computational results consistently demonstrate the superiority of the integrated ap-
proach across multiple performance metrics, including costs, logistics ratio, number of
urban trips, loading degree, and distance traveled. A sensitivity analysis highlights criti-
cal factors, including retailer storage capacity, order cost, and retailer participation, that
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influence the implementation of the integrated scenario. Retailers can benefit from the
implementation of the integrated scenario to reduce their storage capacity requirements
and allocate the available space for other purposes. Additionally, a higher order cost
reduces the savings obtained from implementing the integrated scenario. Furthermore,
higher levels of retailer participation result in more substantial cost reductions in both
the second and first echelons.

Further analysis is conducted to investigate the impact of different transshipment costs
on the cost difference between the sequential and integrated scenarios. As transship-
ment costs increase, the cost difference between the integrated and sequential scenarios
becomes even larger.
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Warehouses play a prominent role in the supply chain of a company and contribute to its
failure or success. Within a warehouse, many activities are performed, although it has
been shown that order picking (OP) is by far the costliest. OP is defined as the process
of retrieving products from their storage locations in a warehouse to prepare them for
shipping. Since approximately 50% of the total warehousing costs can be attributed to
OP, warehouse managers aim for high efficiency levels in the OP system. There are many
planning decisions involved to devise an efficient OP system, for instance the batching of
orders, the predetermination of picker routes, or the assignment of jobs/orders to pickers
[1]. However, in many modern-day warehouses, a central planning system underpins
these planning problems and sets out directives for human workers. This erodes the
(perceived) autonomy of order pickers, although autonomy is one of the three basic psy-
chological needs and found to affect worker well-being. The current study presents the
testing and post-hoc evaluation of an autonomy-increasing experiment in a lab ware-
house. We show that granting autonomy to order pickers has a beneficial impact on
individual well-being as well as organisational outcomes.

One planning problem which contributes to efficient warehouse operations, is the job
assignment planning problem. This planning problem manages the allocation of or-
ders/batches/tasks (henceforward: orders) to pickers, as well as the sequence in which
these orders should be picked. In many of today’s warehouses, those assignments are
completely random, apart from possible due dates (or priority) considerations. This re-
sults in the underutilisation of pickers’ skills, as picker-order misfits can occur. For exam-
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ple, a relatively short order picker could be assigned to top-shelf picks, or a picker with
fear of heights might have to pick boxes at great height. Such mismatches can be avoided
by repeatedly assigning pickers to specific orders, which are in line with their respective
skills. However, previous research has highlighted the aversion of pickers from being
assigned to products with the same characteristics over and over again [2]. In addition,
this form of repetition may physically overstrain pickers, and lead to boredom as a result
of monotony. The question arises whether it is possible to configure a system in which
picker skills can be exploited and thereby also preserving the pickers’ physical and men-
tal well-being.

In this study, we investigate the impact of an order assignment mechanism in which order
pickers get the opportunity to choose their next order from an order set that is presented
to them at the depot. We expect that pickers will chose orders that are in line with their
skills and/or preferences, resulting in a positive worker attitude. This assignment mech-
anism is tested during a three-month-long experiment. More precisely, we conduct a lab
experiment in which we explore the impact of autonomous worker decisions. We also in-
vestigate the additional influence of incentive systems, hence a within-subjects 2x2 study
design. In total, 165 students with an education background in logistics participate in our
study. Results show that participants appreciate the possibility to shape their own work.
Productivity, on the other hand, remains steady when comparing the system with and
the one without worker autonomy. In addition, no strong moderation effects are found
for the incentive system.

This study shows how high efficiency levels can coincide with increased worker in-
volvement. Using a holistic evaluation approach, we show the beneficial impacts of an
autonomy-increasing intervention. The insights derived from this study can be trans-
lated to other warehouse planning problems and give rise to several subproblems which
ought to be encountered with an OR perspective.
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The e-commerce sector is experiencing a rapid evolution towards increased automation
[1]. The growing complexity of warehouse operations necessitates control systems capa-
ble of efficiently managing this complexity. Real-time scheduling, particularly in the con-
text of inventory rack storage location and replenishment management, plays a crucial
role in ensuring optimal performance. This study focuses on Robotic Mobile Fulfillment
Systems (RMFS), a semi-automated warehousing system. Employing autonomous mobile
robots (AMRs), the system eliminates the need for human operators within the storage
area, with robots responsible for both storing and retrieving movable inventory racks.
Human operators stationed at workstations alongside the storage area pick goods from
these racks to fulfill customer orders. An intriguing characteristic of RMFS is its ability
to dynamically alter the positioning of the inventory racks [2]. For instance, positioning
may be based on the frequency of use of the inventory racks, allowing more frequently
requested racks to be stored in locations closer to the workstations. This decision is
important as it can significantly impact the overall system performance. Furthermore,
during the warehouse activities, the stock within the racks will deplete. Thus, beyond
deciding where to store inventory racks, determining the opportune time to restock the
rack is essential, since a poorly designed system may accumulate large waiting queues
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during operations.

The primary optimization objective considered in this study is to minimize the average
cycle time of the mobile robots for both retrieval and replenishment activities. To address
the real-time challenges of inventory rack storage allocation and replenishment in an
RMFS, we propose a deep-reinforcement learning (DRL) approach. The decision-making
agent in this study must make decisions following specific events, particularly after the
fulfillment of retrieval requests. The storage area is partitioned into distinct storage zones
due to the inherent challenges associated with explicitly allocating a storage location in
a large warehouse layout [3]. The explicit allocation of storage locations would impede
the learning process of the decision maker as it significantly increases its action space.
By dividing the storage area into manageable zones, the agent is better equipped to ex-
plore and exploit the search space. The learning agent interacts with the environment,
observes changes, and learns through trial-and-error from these interactions. In doing
so, it is able to construct a policy by mapping environment states to actions. The action
space include directly storing the inventory rack in a suitable storage zone or first re-
plenishing the rack and subsequently storing it in a suitable storage zone. The proposed
approach is extensively tested on a diverse set of problem instances varying in the num-
ber of storage locations, storage area layouts, and different storage zoning strategies. The
efficiency of the intelligent decision maker is compared to the commonly used decision
rules employed in the academic literature on this problem [4-6]. The experimental find-
ings underscore the benefits associated with the integration of learning agent over the
application of conventional decision rules in this warehouse environment, resulting in
significant cycle time improvements. This research contributes to advancing the under-
standing of intelligent storage allocation and replenishment strategies for the real-time
decision making processing within a semi-automated warehousing system.
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1 Abstract

Order picking is one of the most time-sensitive and cost-critical processes in warehous-
ing, so researchers often focus on this warehouse operation. During this process, or-
ders are retrieved from the warehouse storage to be shipped to customers. It is still ap-
plied manually in many warehouses, especially as the current trends, such as decreased
product life cycle and increased product differentiation, amplify the need for flexible
order picking systems and limit the possibility of automation. In these manual ware-
houses, picker-to-parts order picking is generally employed. Order pickers travel through
the warehouse to collect requested products from the shelves following pre-determined
routes. Researchers have developed numerous optimal and heuristic routing policies to
guide order pickers efficiently. However, those routing policies often consider a single
order picker in isolation or assume that multiple picker’ routes are performed indepen-
dently. In reality, numerous pickers travel through the warehouse simultaneously, and
their routes can interfere. This phenomenon, called picker blocking, adds uncertainty to
the picker routing problem and can lead to higher picking times than expected.

Using humans (i.e., order pickers) and their specific cognitive and physical skills to fulfill
order picking activities makes the process more flexible. For example, when experiencing
picker blocking, an order picker can independently decide to wait until the blockage is
cleared or deviate from its planned route to avoid the blockage. On the other hand, these
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human workers’ decisions introduce uncertainties in the order picking process. Our goal
is to learn about these uncertainties during the order picking process. These insights
can be used to include more real-life factors in future research. Numerous aspects can
influence the order in which order pickers complete a pick tour and the time it takes to
complete the pick tour. We analyze deviations in the order picking process in a broad
sense by focusing on both deviations in picking order and in time.

Related work on deviations during the order picking process is limited. First, Glock et
al. (2017) use a qualitative approach by conducting surveys to find the types, causes, and
consequences. The authors conclude that, although positive effects are possible, the con-
sequences of deviations on order picking efficiency are mainly negative. Second, Elbert
et al. (2017) compared optimal and heuristic routing strategies while considering route
deviations. To do this, the authors use agent-based simulation to analyze the effects of
route deviations on picking time under different routing methods. A range of artificially
selected probabilities determines whether a route deviation occurs. They conclude that it
is essential to consider route deviations when determining the preferred routing strategy.

We improve warehousing research by analyzing historical data to quantify the preva-
lence of order picking deviations. Our contribution to order picking research is twofold.
Firstly, a methodology to extract insights about order picking deviations from a data set
is proposed. Until now, the existence of order picking deviations has only been indicated
in survey results. However, a method to extract these insights from real-life data sets is
still missing. Secondly, the proposed methodology is applied to a case study to analyze
the real-life impact of order picking deviations. Currently, no data-based insights about
order picking deviations exist. Implementing real-life factors in order picking research
is necessary to make sure that outputs from order picking planning models resemble
reality more closely, and it also increases the likelihood of warehouse managers imple-
menting scientific research on warehousing. As the effects of order picking deviations
are expected to be mainly negative, the overall warehouse performance will no longer be
overestimated. This results in expectations from warehouse managers that are attainable
for order pickers and, therefore, higher employee well-being and lower burn-out rates
may be achieved.

As order picker deviations may manifest in different ways, the aim is to identify both
deviations from the planned pick order of items (e.g., locations in a pick aisle were skipped
because the aisle was congested) and deviations from the expected times at which picks
are performed (e.g., delays due to picker blocking or pickers taking alternative travel
paths). Insights based on an extensive real-life data set will be presented.
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The objective of this paper is to determine how subjective well-being (SWB) can be pre-
dicted based on Twitter (or X) data during a crisis. Having an accurate estimate of SWB
based on social media can be important for government institutions to see how policies
or other actions affect the population, without having to conduct time-consuming and
expensive questionnaires. This is especially valuable during a crisis when rapid govern-
ment responses are often crucial. Typically, a questionnaire, namely the International
Positive and Negative Affect Schedule Short-form (I-PANAS-SF), is employed to assess
SWB. As natural language processing (NLP) continues to advance, various techniques are
employed to harness text data for predictive purposes [1].

Our study focuses on the COVID-19 pandemic as a representative crisis scenario. First,
we obtain SWB by two methods: [-PANAS-SF (completed by human annotators) and sen-
timent analysis tools (i.e., valence aware dictionary for sEntiment reasoner (VADER) and
TextBlob). The emotions associated with positive affect and negative affect, extracted
from I-PANAS-SF, are individually labeled on a Likert scale. Second, we obtain struc-
tured features and unstructured features from our tweets. We evaluate five textual rep-
resentation techniques (i.e., TF-IDF, GloVe, ELMo, RoBERTa, and OpenAI’s ada embed-
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ding) across five machine learning algorithms (i.e., elastic net regression, support vec-
tor machines, random forest, artificial neural networks, and eXtreme gradient boosting
(XGBoost)) [2, 3]. Finally, we use metrics (i.e., RMSE and R?) to evaluate all the ma-
chine learning algorithms and identify the best combination of textual representation
techniques and machine learning algorithms. We report RM SE and R? of sentiment
analysis tools to make a comparison with all prediction models. This study also attempts
to provide insights into the most significant predictors of SWB prediction by assessing
feature importances.

Results reveal that sentiment analysis tools prove to be suboptimal approaches for es-
timating SWB, as evidenced by the combined Alpayadin F-test with various prediction
models. In contrast, prediction models constructed using the combination of textual rep-
resentation techniques and machine learning algorithms exhibit relatively strong perfor-
mance. Overall our empirical results show that models using advanced embedding meth-
ods (RoBERTa and OpenAl’s ada embedding) are promising text representation tech-
niques for predicting SWB. It is plausible that OpenAl’s ada embedding holds the po-
tential for superior performance compared to RoBERTa, albeit at the cost of increased
computational time. The models using RoBERTa in our study (pretrained on social me-
dia data) appear to be less dependent on machine learning algorithms, which confirms
the powerful ability of domain embedding for specific tasks. In a case study, we demon-
strate that our methods allow for a more accurate tracking of SWB.

This research contributes to the existing literature by exploring two fundamental aspects:
the suitability of using sentiment scores as SWB, and the optimal combination of text rep-
resentation techniques and machine learning algorithms in the field of predicting SWB
during a crisis based on social media data.
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1 Abstract

This research investigates the influence of earnings conference call Q&A sections on stock
market responses. By harnessing the analytical capabilities of Language Models, we an-
alyze earnings conference call transcripts from a broad spectrum of publicly traded com-
panies. Our objective is to determine the extent to which these Q&A interactions predict
abnormal stock returns. Our experiments demonstrate that the Q&A segments provide
substantial predictive power. This provides insights for understanding the role of corpo-
rate communication in shaping market perceptions and influencing stock performance.
The findings are particularly relevant for investors, analysts, and corporate communica-
tors, highlighting the importance of the information exchanged during these interactive
sessions.

2 Methodology and Preliminary Findings

Our approach utilizes Language Models to analyze transcripts of earnings conference
calls from leading US stock exchanges, namely NASDAQ and NYSE. We place a special
focus on the Q&A section, a segment distinguished by interactive dialogue format. In
this part of the call, executives engage with and respond to inquiries from analysts and
investors. Our comprehensive analysis indicates that the content of earnings disclosures,
particularly the Q&A sections, provides predictive insights for market reactions. We
note that the predictive value of different sections within these transcripts is not uniform
across various industries. Our preliminary findings suggest a spectrum of information
content in the Q&A segments. This ranges from repetition of details already covered
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The dominance of complex black-box machine learning models for most state-of-the-art
prediction tasks, highlights the need for Explainable AI (XAI). Whilst feature attribution
methods such as SHAP and LIME are frequently used to quantify feature importance,
their numerical format can pose understanding challenges for lay-users. Additionally,
while counterfactual (CF) explanations offer *what if” scenarios, they often leave users
struggling to understand the *why’ behind them. To mitigate these issues, we present
XAlstories. Through the use of Large Language Models, XAlstories provide narratives
of possible rationale behind AI predictions: We present two implementations — SHAP-
stories, based on SHAP explanations of a prediction score, and CFstories, based on CF
explanations of a decision. Our findings present a compelling case: upwards of 90% of
respondents from the general public find the narratives created by SHAPstories to be per-
suasive. Data scientists identify the primary value of SHAPstories in its ability to com-
municate explanations to a general audience, with 92% of data scientists indicating that it
will contribute to the ease and confidence of lay-users in understanding AI predictions.
83% of data scientists indicate they are likely to use SHAPstories for this purpose. In
image classification, CFstories are considered at least as convincing as users own crafted
stories by over 75% of lay-user participants. Furthermore, CFstories improves accuracy
by over 20% and is ten times faster than manually created narratives. Our results sug-
gest that XAlstories empower non-data scientists to better grasp complex Al predictions.
By providing explanations that appeal to a broader audience, we offer domain experts,
especially those without knowledge of data science, a platform to evaluate models with
greater ease and confidence based on their explanations.
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Nowadays, large language models have gained widespread popularity. The substantial
performance increase in these models coincides with the accumulation of external knowl-
edge. This can be leveraged for multiple purposes, facilitating the automation of tasks that
were previously handled manually. In the domain of museum collection management,
this automation allows individuals to focus on challenging tasks that require human ex-
pertise. More specifically, this is well suited for tasks such as keyword extraction and
enrichment regarding descriptions of historical objects when extensive descriptions are
available.

This research investigates the utility of leveraging a large language model as a zero-shot
learner for keyword extraction and enrichment based on descriptions of historical ob-
jects. Employing a unique dataset from the National Museum of the Royal Navy, we
investigate the model’s capability to accurately extract keywords directly from descrip-
tions of historical objects provided by curators. Additionally, we research whether the
model can correctly apply external knowledge to enhance keyword extraction and au-
tonomously augment the set of relevant keywords. Our results are manually evaluated by
a team of experts allowing us to meticulously examine patterns within the results, partic-
ularly instances where external knowledge was (not) accurately employed or where too
detailed results were obtained. This work contributes to the broader understanding of the
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The Belgian railway network is very dense and heavily used. This can easily cause delays
to propagate through the network, which obviously has a negative effect on the travel
time of the passengers. Therefore, we aim to improve the passenger robustness, which
is defined as minimizing the total travel time of all passengers in practice in case of fre-
quently occurring small delays (Dewilde et al, 2011). However, calculating this objective
directly is computationally expensive. Instead, Dewilde et al. (2014) and Burggraeve and
Vansteenwegen (2017) indirectly strive for passenger robustness by looking for a good
spreading in time of the trains by considering the buffer times between them. Caimi et al.
(2011) also argue that maximizing the buffer times between trains will allow small delays
to be absorbed. Our objective function is based on their work and focuses on improving
the smallest buffer times. Between each pair of trains that have infrastructure in common,
the buffer time is defined as the minimum time span between the two trains. A piecewise
linear, monotone decreasing function is used to associate a cost with a buffer time. The
slope of these linear pieces becomes less steep as the buffer times become larger. This
corresponds to the idea that it is much more valuable to increase a (very) small buffer
time, than to increase a large buffer time even more. The objective is to minimize the
sum of the costs for all train pairs.

The timing, the dwell times and the microscopic routing of the trains can be adapted to
improve the robustness. Besides being conflict-free on a microscopic level, the timetable
should satisfy certain properties to be useful in practice for the Belgian railway compa-
nies. Therefore, an LP model is developed where the user can decide which constraints
to impose depending on the properties that the resulting timetable should have. The fol-
lowing properties can be included: fixing the timing of a train, providing a time window
for the timing of a train, spreading in time between two trains, symmetry between two
trains and the reuse of a train.

A case study of a bottleneck area centered around the station of Halle is considered.
NMBS and Infrabel provided the necessary information about the timetable properties
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that should hold. The most restrictive of these properties is related to the timing of the
trains. Because the considered area is located just outside of the even larger bottleneck of
Brussels, additional constraints are required to guarantee that the new timetable is also
feasible in that part of the network. This is done by fixing the timing of the trains at the
border with Brussels. Several experiments are performed for this case study. First, the
timetable is optimized while all the necessary properties are imposed. An improvement
of 18% in the objective value compared to the original timetable is found. Additional
experiments with a varying number of alternative routing options and more freedom for
the timing at the border with Brussels are performed as well. The results give more insight
into which changes have the most impact on the quality of the timetable. Finally, the
model is used to analyze and optimize alternative scenarios that are provided by NMBS
and Infrabel. One of these scenarios looks at the addition of trains. The results show that
two trains can actually be added to the timetable, while still obtaining a better robustness
than for the current timetable. Another scenario considers a list of possible trains that
can be cancelled. Obviously, cancelling a train will always lead to an improvement in
the robustness, but the results clearly show that cancelling certain trains leads to a larger
improvement than others.
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1 Introduction and problem description

Many variations of the Examination Timetabling Problem exist, each with their own re-
sources, constraints, and objectives. This talk focuses on the classic version proposed for
the Second International Timetabling Competition (ITC-2007; see McCollum et al. (2010)
and Ceschia et al. (2022)). Here, the task involves allocating each exam to a single period
and room, allowing for room sharing among exams. Prominent constraints include en-
suring each student has only one exam per period (i.e., the timetable is ‘conflict-free’) and
that, for each period, the capacity of a room is sufficient to host all students of the exams
assigned to it. The objective is to distribute student exams evenly over time, avoiding
scheduling exams with different durations in the same room, and considering room and
period preferences for specific exams.

2 Solution method

The literature on examination timetabling almost exclusively focusses on the design of
metaheuristics, ranging from standard techniques like simulated annealing and tabu search,
to more exotic variants like harmony search and intelligent water drops. Despite the
plethora of methods proposed, we observe that almost all neighbourhoods used for ITC-
2007 originate from uncapacitated timetabling and have been straightforwardly adapted
to deal with the assignment of exams to rooms. Moreover, we observe that neighbour-
hoods are often restricted to the most basic ones as it is not always clear how to (ef-
ficiently) implement more complex ones like Kempe chains. In addition to presenting
an overview of existing operators and their implementation, we introduce two novel
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neighbourhoods coined Beam and Component. Given a subset of exams assigned to a
single period, Beam re-optimizes the room assignment via beam search. On the other
hand, Component exploits the fact that most conflict graphs associated with ITC-2007
instances turn out to be disconnected. Hence, stretching the interval during which ex-
ams of a disconnected component are scheduled may enhance the spread for students,
without introducing any new student conflicts.

We integrate five existing as well as the two newly developed neighbourhoods into the
framework of multi-neighbourhood Simulated Annealing (SA). Our search space is com-
posed by an array of pairs that assigns to each exam a period and a room, and also includes
solutions that may violate hard constraints such as conflicts or room capacities. These
violations are included in the cost function, along with the soft constraints, but with a
suitably larger weight. During the development of the algorithm, we avoided premature
commitment to certain design choices by including these choices as parameters of the
algorithm (a paradigm known as programming by optimization). All parameters of the
algorithm were then tuned with irace, followed by an extensive ablation analysis to
assess the contribution of the various neighbourhoods.

3 Experimental results

To assess the efficacy of our algorithm, we executed it twice: once with a short runtime
(less than five minutes, adhering to the official ITC-2007 time limit), and once with an
extended runtime of approximately 7 hours (100 times the official ITC-2007 time limit,
which is more in line with Gogos et al. (2010)). With regard to the official time limit, our
algorithm turns out to be competitive to or even outperforms existing state-of-the-art,
even if restricted to the use of the most basic yet efficiently-implemented neighbourhood
operators. Moreover, using the extended runtime, our algorithm finds new best solu-
tions for about half of the problem instances. These instances have been validated and
uploaded to OptHub (see https://opthub.uniud.it/problem/timetabling/edutt/
ett/itc-2007-ett). For a comprehensive analysis of our results, please refer to our
published work in Van Bulck et al. (2023).
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Traditionally, teams from the youth leagues of the Royal Belgian Hockey Association
(RBHA) are partitioned into groups. Each group is then organized as a double round
robin tournament, meaning that each team meets each other team in its group exactly
twice. The groups are formed based on the travel distance between the teams. Given the
assignment of teams to groups, a schedule is constructed for each group.

In this traditional competition design, the opponent set and travel distance of each team
are determined through the assignment of teams to groups. We propose to organize
each of the U7-U9 hockey leagues according to a more flexible design, namely an incom-
plete round robin tournament (Cochran, 1971). Instead of partitioning the teams into
different groups, in this new format each team’s opponent set is the whole league. A
league is understood as a set of teams that share the same age, gender and strength level.
Strength levels are determined by the RBHA based on the input of the clubs. Inter-league
matches are forbidden. We further restrict teams from facing the same opponent more
than twice. There are interdependent capacity constraints, since hockey fields are shared
among teams in different leagues. Since the incomplete round robin design offers more
flexibility with respect to the possible opponent sets of each team, this competition design
has great potential to improve the total travel distance of the leagues.

The goal of professional sports competitions is typically to reveal the relative strength
of teams (Placek, 2023). For this reason, an integral part of professional sports competi-
tions is the ranking method, which produces an ordering of the teams based on pairwise
comparisons (Vaziri et al., 2017). Because each team potentially faces very different op-
ponents, constructing a fair ranking method for an incomplete instead of a traditional
round robin tournament is considerably more difficult. In youth sports leagues, however,
revealing the true strength of teams is only of secondary importance. Instead, other fac-
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tors related to development, social interaction and enjoyment of sports are deemed far
more important in youth leagues (Wankel & Kreisel, 1985). In fact, for age categories
U7-U9, the RBHA even desires to omit an official ranking so as to fully focus on the de-
velopment of the players. Hence, while developing a fair ranking is considerably more
complicated for the incomplete round robin design, we can safely ignore this concern for
the hockey youth leagues.

We propose an integer program formulation to solve this problem. Since the instance
size (> 800 teams) makes it impractical to find good solutions in a reasonable amount of
time by directly solving the model with a commercially available software, we developed
a Variable Neighborhood Search to tackle this problem. A neighborhood is generated
by fixing a subset of the variables while releasing all other variables. This heuristic is
known as Fix-and-Optimize and has recently proven successful in a number of sports
scheduling applications (Van Bulck & Goossens, 2020). We show that the incomplete
round robin design performs much better with respect to travel time compared to the
traditional design used by the RBHA. Furthermore, we show that our heuristic is able to
give solutions close to optimality within a reasonable amount of time.
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1 Introduction

Sports scheduling, i.e. deciding which match is to be played when, is an important part
of any sports competition. Various papers describe the scheduling of a single league as a
highly challenging problem, which requires reconciling various wishes constraints from
several stakeholders using advanced methods (see Van Bulck et al. (2020) and Ribeiro et
al. (2023) for an overview). In amateur and youth sports, however, the sports scheduling
problem typically involves multiple leagues, which are categorized based on the age or
skill of the players. This number of leagues may be several hundreds, involving thousands
of teams, and tens of thousands of matches to be scheduled. Moreover, since teams from
the same club share the same venue, a capacity problem at each club results. Indeed, if a
team is the home team for its match, its club should host the match, and the maximum
number of matches a club can host simultaneously is limited by its number of terrains.
We say that a club has a venue capacity violation if at some point in time, it has more
teams that are scheduled a home game than it can accommodate. As the teams of a club
play in different leagues, this capacity problem creates dependencies between the leagues.

2 A step-wise approach

To handle multi-league tournaments in practice, league organizers typically use a step-
wise approach. First, the teams are grouped into leagues. The main goal here is to mini-
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mize the resulting total travel distance while respecting competitive balance constraints.
This problem is known as the sports team grouping problem (see e.g. Toffolo et al. (2019).
In order to avoid collusion and match-fixing, league organizers strive to compose leagues
such that they have at most one team per club. Second, the organizer decides on a starting
round for each league, and next determines for each team on which round it plays a home
game. This is reasonable, as the club’s venue capacity (and possibly also availability) is
the most important constraint in youth and amateur sports. It is done by assigning each
team to a so-called Home-Away Pattern (HAP), which indicates for each round whether
its team has a home game (H), or an away game (A). Finally, combining the HAP assign-
ment with a compatible opponent table, which specifies each team’s opponent for each
round, the schedule follows. Note that not just any set of HAPs will allow a schedule.
Despite being a well-researched topic (see e.g. Briskorn (2008), Van Bulck and Goossens
(2020)), the complexity of deciding whether a schedule exists for a given HAP set is still
open.

3 Results

In this talk, we present a heuristic to handle large-scale multi-league scheduling prob-
lems. We illustrate the impact of using different sets of home-away patterns on the total
venue capacity violations. We also discuss the trade-off between minimizing the total

distance travelled by all teams and minimizing the total venue capacity violations over
all clubs.
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In its most abstract form, combinatorial programming consists of writing down unam-
biguous expressions that a computer can interpret and solve. Those expressions range
from simple propositional clauses (SAT solving) over mathematical (in)equalities (pseudo-
Boolean solving, mixed integer programming (MIP)...) to algebraic or logic-based for-
malisms (mathematical programming, first order logic and extensions, answer set pro-
gramming, satisfiability modulo theories...), perhaps with special purpose constraints
(constraint programming (CP)).

The core of all these formalisms, which this paper unifies under the notion of combinato-
rial programming, is that a set of possible worlds (solutions) is described by an unambigu-
ous expression, and that the backend solvers, grounders, compilers and translators for
these formalisms, reason about this set of possible worlds. The focus of a formalism or
a backend may differ: e.g., it may specialize in finding an optimal world (optimization),
on deciding whether at least one world exists (satisfiability), on counting the number of
worlds, on finding the intersection of all worlds (propagation), on explaining logical con-
sequences etc. But in the end, this all comes down to reasoning about a set of possible
worlds.

ManyWorlds is a new high-level combinatorial programming language that centers its
syntax and semantics squarely on the concept of a function, which both programmers and
high-schoolers are familiar with. Additionally, in an effort to be accessible, ManyWorlds
styles itself as a classic programming language akin to Python, with simple keywords
for builtin operators and functions, using short-hand symbols only for basic well-known
arithmetic. It also introduces the fold-map-filter expression, which, similar to set and list
comprehensions, greatly simplifies specifying aggregate expressions.

Beyond its syntax and semantics, ManyWorlds aims to provide a beginner-friendly user
experience. A no-install online editor is available on manyworlds.site with basic syntax
highlighting and in-browser syntax checking. An effort is made to provide clear syntax
errors and advanced debug information in case of unsatisfiability. ManyWorlds is free
and open with source code available at gitlab.com/nonfiction-software/manyworlds.
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ManyWorlds’ main inspiration is FO(-) [1]: an extension of typed first order logic with
arithmetic, aggregates and inductive definitions. ManyWorlds aims to be a simpler, less
mathematical and more approachable language than FO(-), using functions as basic build-
ing block instead of FO(-)’s relations. OPL [6], Essence [4] and MiniZinc [5] are high-level
constraint programming languages similar to ManyWorlds. The main difference is the
simplicity and accessibility ambition of ManyWorlds - i.a., a user does not need to learn
about variable arrays, matrices, global constraints, decision variables, parameters...

The same argument applies to high-level mathematical programming languages such as
AMPL [3]. For a particular example where AMPL requires a user to do more mental work
than needed, consider a next function mapping a city to the next in an unknown Hamil-
tonian cycle (e.g., for a TSP). The following ManyWorlds expression elegantly captures
the total distance objective:

sum [ distance(x,next(x)) for x where City(x) 1]

The ManyWorlds compiler removes the burden to a user of unnesting this next function
and automatically translates this to the usual weighted linear sum:

Z Distance(z, y) * (next(z) = y)
x € City,y€City

In AMPL syntax, one could conceivably specify
sum {x in City} Distance[x,next[x]]
but this ultimately fails as “[v]ariables in subscripts are not yet allowed”.

Similarly to AMPL and other high level combinatorial languages, ManyWorlds translates
the high level specification to a low level integer program solved by its backend solver
Exact [2]. Performance-wise, ManyWorld’s goal is not to beat state-of-the-art MIP or
CP solvers, but rather, to provide decent performance on a wide range of computations,
including the less well studied intersection and explanation computations.
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1 Abstract

For many linear problems, a lot of assumptions are made upon uncertain constraint co-
efficients. These uncertainties can be lifted by performing an in-depth analysis of the
optimum. One of the tasks related to this analysis consists of assessing the impact of the
assumptions taken on the final objective function value. In this presentation, we focus
on linear modification of the constraint matrix. For a given parameter A, the problem can
be written as

f(A) =min c'z
s.t All' S b1 (1)
AQI’ + ADx S b2.

The matrix D contains all the coefficients impacted by the parameter A. In the literature,
a lot of work has been done regarding modifications on the right-hand side [1, 5, 2] and
objective [7, 4, 9] but little on the left-hand side. Lifting the uncertainty on the left-hand
side relies on heavy computations, re-optimizations or approximations to compute the
objective for every value of A [3, 8, 6]. In order to alleviate this issue, in this paper, we
propose a novel approach consisting of finding upper and lower bounds of the problem
depicted in (1) that require fewer computations and give guarantees upon the behavior
of the objective. We formulate several bounds based on three techniques:
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+ Optimum reuse: we optimize the problem and reuse the optimal as long as it stays
feasible.

+ Robust optimization: We reformulate the inner problem using several robust opti-
mization approaches separated in two categories: one consisting of constant solu-
tion for a given range, the others as an affine function of A (resulting, respectively,
in a constant and a linear bound). These techniques applied on the primal problem
provide upper bounds.

« Lagrangian relaxation: we relax the constraints linked to the modification, Aox +
ADz < b, while adding the term Asx + ADx — by to the objective function cta
with an associated cost. This relaxation on the primal provides lower bounds. From
this principle, we derive three bounds of increasing complexity: a constant one, a
linear one, and a quadratic one.

Their application to the dual problem leads to the opposite type of bound. The bounds
provide guarantees in between the computed points, i.e. they do not allow for any out-
liers, and require a smaller number of computations. They give an indication of the evo-
lution of the objective and can help practitioners to focus on particular values of A within
the interval that have interesting or unconventional behavior. Moreover, a basic iterative
refinement algorithm allows computing the function f(\) up to a given precision using
the bounds. We illustrate the bounds on two problems from the energy field and provide
benchmarks.
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1 Subspace methods

Krylov subspace methods such as Conjugate Gradients (CG) and Generalized Minimal
residual (GMRES) solve extremely large linear systems in parallel. They are used as
solvers in many engineering and natural sciences simulations for problems such as fluid
flow, quantum mechanics and mechanical structure calculations [1]. These methods
work by creating a subspace of vectors spanned by the residuals of the subsequent guesses
for the solution. These residual vectors form an orthogonal basis. This leads to fast con-
vergence since these methods never search in the same direction. They can solve prob-
lems with 100s of millions of variables and avoids the factorization of the sparse matrices
that appear in these problems.

2 Residual Simplex method

Inspired by these subspace methods and ResQPASS [2] we propose the Residual Simplex
method, where a sparse linear programming problem (LP) of the form min ¢” x subject to
Az =band! < x < uis projected on the basis of residual vectors, where ¢, z,l,u € R™
and A € R™*", The iterations are defined as

Definition 2.1 The residual subspace LP iteration is a sequence xj, € R™ of guesses with

k=1,2,... where
T

T = argminc’ T
stV (Az —b) =0 (1)
| <x<u,
where
70 ! Tk—1
Vk:Span{ ) [N }a (2)
ol ™ Il [yl

wherer; = Ax; — b € R™ and x is any initial feasible solution for the constraints.
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The resulting method is a combination of constraint aggregation and a subspace method.
We solve the sequence of problems with a dual simplex [3]. Each new problem can
be warm-started with the previous solution. The method is especially performant for
strongly degenerate problems, where the basic solution hits the lower and upper bounds.

In this presentation, we introduce the method, derive its most important properties and
illustrate the performance for network design problems from the airline industry.
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1 Abstract

Effective part delivery to an assembly line plays a crucial role in Just-in-Time (JIT) man-
ufacturing, and is frequently accomplished using tow trains. Nonetheless, the optimiza-
tion of tow train routing becomes extremely important, especially when dealing with the
complexities of intricate and adaptable manufacturing systems.

This research focuses on the need to attain unobstructed (blocking free) tow train routing
in manufacturing settings with limited aisle space. The suggested grid-based approach
for tow train routing utilizes optimization techniques that take into account blocking
constraints.

This research makes several contributions. First, we divide the layout of the production
facility into grid-based pixels, and implement Dijkstra’s algorithm to find the shortest
path between workstations. The pixel layout allows us to easily verify whether tow trains
block each other, i.e., occupy the same pixel at the same time. Second, we model the
problem of delivering parts to workstations as a Generalized Vehicle Routing Problem
(GVRP). Third, we develop a Simulated Annealing (SA) algorithm to solve the GVRP.
Fourth, we implement several operators to avoid tow train blocking by rerouting the tow
trains when conflicts are detected on the grid-based layout.
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1 Introduction

Currently, customers have access to a wide portfolio of variants of the same product,
called models. These are tailored towards different customers’ desires, thus sharing a
main frame of characteristics while differing in others. These models are normally man-
ufactured in mixed-model assembly lines (MMAL). In any given workstation, the total
processing time changes with the sequence of products through the line. This can disrupt
the flow of the line if several high processing time models are scheduled consecutively
[1], leading to work that can not be completed in its assigned slot, called work overloads.
This type of assembly line features a wider variety of tasks than their conventional coun-
terparts. Manual assembly is thus more common, given the higher adaptability character
of manual workers compared to automated systems. Despite this, workers may have dif-
fering competence levels, which may result in varying performance [2] depending on the
tasks they are assigned to.

Worker assignment and product sequencing in manual assembly are treated in literature
as separate problems. Nevertheless, these two decisions are linked. Unforeseen inef-
ficiencies may occur if operators are assigned to tasks for which they lack the required
competence. Moreover, assignation priorities may also change depending on the product
mix or on the competence of the workforce. Our research presents a proposal to extend
the current models to consider both problems simultaneously.

2 Problem extension

We start with the mixed-model sequencing problem (MMSP) proposed by Scholl [3],
specifically in its formulation minimizing work overloads, MMSP-W. This problem is for-
mulated as a MILP with a set of four constraints and a main binary sequencing variable.
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These impose the following rules: only one model may be processed at any slot of the
sequence, the demand for all model units shall be processed across all sequence slots, the
processing of a model may only start if the processing of the previous one has already
been completed, and the processing of a model is restricted to the time window of the
station.

We expand this by adding a binary worker assignment variable and two constraints to
regulate it. These impose that a worker can only be assigned to a workstation and that
each workstation shall always have only one worker assigned to it. This worker assign-
ment variable is added to the process time calculation in constraints 3 and 4 of the original
problem.

To introduce competencies, we consider all operators to be able to do all tasks, but pro-
cessing times vary depending on operator competence levels. Each task in a workstation
has a competence requirement value. If both of these values are equal, then the task will
be finished in its standard time. If an operator exceeds or fails to meet this requirement,
it will work faster or slower than the task processing time, respectively. To guide the
allocation process towards competence-efficient worker assignments, we include a com-
petence gap variable, which is also featured in the objective function as a value to be
minimized. Competence gaps are calculated in an additional constraint.

3 Preliminary results

We have conducted tests using a series of instances that feature seven workstations and
workers and cycle times of around 30 minutes. Instances differ on the specific sequence,
competency levels of the workforce, and cycle time.

As a result of the additional variables and constraints introduced, model complexity in-
creases significantly. Runtimes markedly increase for all instances compared to MMSP-
W. Nevertheless, the inclusion of worker assignment variables permits observing the
influence of worker competence in the results. Compared to MMSP-W, instances with
workforces with lower average competence levels show higher work overloads. The re-
verse is also true; workforces with higher competence levels incur in lower workloads.

This extension of the model can result in more accurate and realistic scheduling planning
in manual MMALs. Despite this, we will explore the relationship between worker com-
petence levels and processing times, as well as decompositions and heuristic methods in
order to reduce the high solving times caused by the increase in model complexity.
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1 The Flexible Assembly Job Shop Scheduling Problem
(FAJSP)

Scheduling is a decision-making process and plays an important role in diverse indus-
tries, including manufacturing, transportation and healthcare. It refers to the process of
efficiently allocating a set of jobs to machines in order to minimise one or more objec-
tives. In the context of Job Shop Scheduling Problems (JSPs), each job j consists of a set
of operations {0, 1,0;2,...,0;,} that must be performed in a given linear order on
specific machines.

The Flexible JSP introduces flexibility by allowing operations to be processed on multiple
machines. There exist alternative machines capable of performing the same operation.
The assembly aspect introduces another dimension by defining the precedence between
operations by a directed acyclic graph rather than a linear order. The goal of schedul-
ing problems is to determine the optimal assignment of operations to machines and the
sequencing of these operations while minimising an objective. The objective to be mini-
mized in this paper is the sum of job completion times, reflecting the desire of industries
to maximize billings. Working with instances of FAJSP has the goal of closely replicating
real industrial scenarios.
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2 Methods

This paper presents a comparative study that evaluates the effectiveness of seven method-
ologies in addressing the challenges posed by FAJSPs, particularly in the context of large-
scale instances. The methods include:

—_

. Dispatching Rules (DPRs) [1],

2. Load Balancing Heuristics [1],

3. Genetic Algorithm (GA) [2],

4. Constraint Programming (CP),

5. Mixed Integer Linear Programming (MILP) [3],
6. Large Neighborhood Search (LNS),

7. Deep Reinforcement Learning (DRL) [4].

This comparative analysis aims to provide insights into the strengths and weaknesses of
each method, specifically their performance on large-scale instances of the FAJSP cre-
ated with the generator given in [3]. The results should facilitate decision-making by
practitioners and researchers dealing with complex large-scale FAJSPs.
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The ever-increasing needs of customers have pushed production companies to high mix
low volume assembly line systems. Customized products have become the rule rather
than an exception, which causes companies to produce large numbers of product vari-
ants on the same assembly line. This results in multiple challenges for production com-
panies, such as the logistic difficulty of storing a growing number of parts and feeding
them from the warehouse to the assembly line. While the number of parts is increasing,
the available space at the border of line remains the same and is limited, not allowing to
store full pallets of every individual stock keeping unit at its corresponding work place
area. Therefore, different ways of stocking and feeding must be considered. The assembly
line feeding problem studies ways to take up this intralogistic challenge in production
environments.

Looking at the existing literature on the assembly line feeding problem, some relevant
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solutions have come up in recent years. The introduction of supermarkets i.e., prepa-
ration areas where parts can be repacked, and five different part feeding policies helps
companies to develop a tailored plan for every part. Diving deeper in the literature a firm
focus on the tactical decision level can be noticed. The routing of both parts and vehicles
and the assignment of feeding policies to parts have all been studied extensively. On
the other hand, the strategic decision making on assembly line feeding, i.e., intralogistics
design decisions, still remains largely unexplored.

These strategic capacity planning decisions mainly include facility lay-out and vehicle
selection and sizing. Starting from an empty production site, companies have to decide
on the number of supermarkets to construct, their locations and sizes. On top of that,
the type and number of vehicles to be purchased must also be considered. In literature,
those decisions have generally been studied separately, frequently resulting in restrictive
assumptions.

The present study develops a mathematical model for the strategic assembly line feeding
problem to fill this gap in the existing literature. The goal of the model is to minimize the
total costs, which include the costs for transportation, replenishment, preparation, con-
struction, extension and usage. To construct a solution applicable in real-life production
environments, a number of constraints need to be incorporated in the model. Limited
space at the border of line, non-overlapping restrictions for supermarkets and limited
capacities for supermarkets, vehicles and kits are considered.
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Social networks play a vital role in word-of-mouth effects, product adoption, disease
outbreak modeling, and more. A well-studied and important topic within the (social)
network analysis literature is the problem of finding the set of entities to target for treat-
ment to maximize the total effect of the treatment assignment, e.g., the set of customers to
target in a marketing campaign to maximize the number of people who adopt a product.
Kempe et al. (2003) formally introduced this problem as the Influence Maximization (IM)
problem. The problem is defined as follows: given a graph G and a diffusion process, i.e.,
a model of how information or behavior propagates through the network, find the set of
k seed nodes to maximize the total influence spread through the network.

There are some limitations to the current methods to model and solve the IM problem.

Node features. In the IM literature, node features are mostly ignored. Nevertheless,
these features, such as age, might contain important information about how well in-
formation spreads through the network. For example, young people might share more
about what they (want to) buy with their friends than older people. Incorporating these
features in the optimization procedure should improve the treatment assignment.

Individualized degree of susceptibility. To the best of our knowledge, all methods
assume that each node that is selected for treatment, will also be activated, e.g., buy the
product. However, in reality, some people might not be susceptible to a certain campaign.
These customers are called lost causes and sure things in the uplift modeling literature.
Lost causes will never buy the product, whereas sure things will always buy the prod-
uct, regardless of the treatment. This highlights the existence of an individual treatment
effect (ITE): individuals react differently to a certain treatment depending on their char-
acteristics. One might only want to target those customers that react positively to the
treatment while trying to avoid customers that do not react, or react negatively, e.g., cus-
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tomers targeted by a retention campaign might get triggered to churn (Devriendt et al.,
2018).

Diffusion processes are model-based. The most widely used diffusion processes to
solve the IM problem often rely on assumptions rather than on data. However, solving
the IM problem with a misspecified diffusion model might give widely different solutions
than the optimal seed set. Consequently, if the diffusion process is not empirically valid,
the found solution using one of the “classic” model-based diffusion processes might lead
to undesired outcomes (Aral and Dhillon, 2018).

Our solution. To address these limitations, we propose a causal machine learning solu-
tion for data-driven estimation of a node’s susceptibility and spillover effect using node
features. The spillover effect refers to the effect of giving treatment to one node, i.e., in-
cluding it in the seed set, on other nodes’ outcomes (Ogburn and VanderWeele, 2014). For
this purpose, we use a Graph Neural Network (GNN) based causal estimator inspired by
NetEst (Jiang and Sun, 2022). In this work, we show that using a two-step approach, i.e.,
training a causal estimator and using its predictions to optimize the treatment allocation,
improves the expected influence spread compared to traditional IM and uplift modeling
approaches. This improvement is observed in semi-synthetic experiments using both
simulated and real networks. To optimize the treatment allocation, we employ modified
versions of classic IM algorithms such as the greedy algorithm proposed by Kempe et al.
(2003) and the genetic algorithm proposed by Bucur and Iacca (2016).
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Prescriptive Process Monitoring. The emerging field of Prescriptive Process Monitor-
ing (PresPM) focuses on devising methods to suggest interventions in business processes
with the goal of optimizing them and attaining desired outcomes [1, 2].

Interventions in PresPM can be categorized across three dimensions, illustrated here
through a bank’s loan application process. First of all, the dimension data impact dis-
tinguishes interventions into those that influence the sequence of executed process ac-
tivities (e.g., a cancellation of the application) — known as the control flow - and those
that influence only a data attribute (e.g., changing the interest rate). The dimension action
width pertains to the range of possible actions available during an intervention [3]. An
intervention can be categorized as binary (e.g., cancel the application or not), multi-class
(e.g., choosing to call, email or visit the applicant) or continuous (e.g., when setting the
interest rate, options form a continuous range). Action depth, the third dimension, char-
acterizes the extent to which intervening actions can be executed consecutively, along
with the timing of these actions [3]. In this dimension, interventions can be classified
into two perspectives: those with fixed timing in the process (e.g., choosing between a
fast and slow procedure once the application is submitted) and those without (e.g. doing
a background check), as well as those involving a chain of intervening actions and those
that do not.

Ideally, a PresPM model should be capable to generate pertinent intervention sugges-
tions for each individual process case. However, given the causal relationship between
an intervention and a case outcome, evaluating models using historical data is challeng-
ing because of the absence of ground truths [3]. While historical data is necessary for a
(partial) indication of a model’s real-world performance, assessing a model’s policy on an
individual case basis is infeasible because the intervention is either present or absent in
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a given case. The concept of a counterfactual for a case involves considering what would
have occurred if an intervention had been applied when it was originally absent in the
given case, or vice versa. While having access to these counterfactuals would address the
evaluation problem, such accessibility is not viable when working with historical data.
Consequently, synthetic data can be effective for model evaluation, facilitating the gener-
ation of process cases and their counterfactuals. Another advantage of synthetic data is
the flexibility it offers in manipulating the data generation. The generative functions are
known and can be easily adjusted to setup different experiments focusing on a variety of
problems (e.g., intervention types and combinations of them).

Research gaps. A first research gap concerns the lack of comprehensive synthetic data.
Despite their significant potential for PresPM, synthetic datasets often suffer from is-
sues of being unrealistic, oversimplified, and predominantly tailored to singular types of
interventions. Secondly, studies typically involve a limited array of techniques and inter-
ventions considered concurrently. As a result, both research gaps present opportunities
for improvement to enable comprehensive comparisons of machine learning techniques
within PresPM.

Proposed approach. We propose an extensive comparison of machine learning tech-
niques, employing a synthetic dataset with the aim of covering as many intervention
dimensions as possible. This dataset is designed to emulate a loan application process
within a local bank unit, striking a balance between real-life complexity and simplic-
ity essential for drawing meaningful conclusions in method comparison. Notably, the
dataset incorporates a diverse array of interventions across each dimension, facilitating
method selection for various intervention types. We structure the data generation pro-
cess to allow for straightforward modification of the data generative functions.

Our study employs diverse machine learning approaches, assuming an unknown initial
process model. We compare variants of Causal Inference and (offline/online) Reinforce-
ment Learning, using the synthetic data first to easily obtain clear insights. Whenever
feasible, we validate the reliability of these insights in practical settings by employing his-
torical datasets, leveraging the aforementioned advantage of historical data to (partially)
indicate real-world performance.

In summary, our contribution involves conducting comprehensive and realistic model
benchmarking. We achieve this by utilizing a flexible data generator, considering various
intervention types, and employing multiple machine learning techniques.
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1 Introduction

Commodity futures curve trading is a sophisticated financial strategy that involves ana-
lyzing and speculating the price movement of commodity futures curve over timer [1].
This type of trading is grounded in understanding the futures curve, which represents
the prices of futures contracts for commodities at different expiration dates. At the core
of this strategy is the concept of the futures curve. There are two primary shapes that
a futures curve can take: contango and backwardation. Contango occurs when futures
prices are higher in the forthcoming months than in the immediate months. Conversely,
backwardation is when future prices are lower than the current prices.

By understanding the relationships between different contract expiration dates, a Trader
can leverage these relationships to generate profits. Traders may employ various tools,
such as technical analysis and fundamental analysis, to predict the curve’s movement
more accurately. Increasingly, Traders are also turning to advanced machine learning
and deep learning models. These models provide an opportunity to understand better
and predict the intricacies involved in the dynamics of futures curve movements.

2 Methodology

This work introduces CurveMMOoE, a novel deep-learning framework for strategic com-
modity futures curve trading. Utilizing a Deep Multi-Task Learning (MTL) approach,
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Figure 1: The figure depicts our proposed Multi-task learning architecture with Multi-
Gate Mixture of Experts. The architecture consists of 6 Long-Short Term Memory (LSTM)
modules, each called an expert. Each task-specific layer is a feedforward network (FNN)
layer, whereby each FNN learns a set of parameters optimized to their respective task.
In addition, Gating networks are introduced for each task; gating networks assemble the
experts with different weights, allowing different tasks to utilize the experts differently.

CurveMMOoE incorporates a Multi-Gate Mixture of Experts (MMoE) model [2], allowing
for the simultaneous execution of various predictive tasks in the domain of futures curve
trading. The essence of CurveMMOoE lies in its MMoE model, which coordinates a range
of specialized sub-models, each responsible for different aspects of market data analysis,
thus enhancing the system’s overall predictive capability.

3 Conclusion

In our comprehensive evaluation using diverse commodity futures datasets, Curve MMoE
exhibits significant improvements in predictive accuracy and trading efficacy compared
to benchmark models. CurveMMOoE establishes itself as the state-of-the-art approach
for trading commodity futures curves. It achieves this through a sophisticated blend of
Deep Multi-Task Learning and integrating a diverse array of expert models. The insights
gained from this research have broader implications, shedding light on the potential of
artificial intelligence to revolutionize financial market analysis.
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Process mining, situated at the intersection of data science and process management, ex-
tracts insights from executed cases of processes within information systems. The focus of
Predictive Process Analytics (PPA), a subfield of process mining, is on exploring process-
related trends such as identifying bottlenecks (e.g., how long will it take to process my
healthcare procedure?), future activities (e.g., will a specific diagnostic test be necessary
for this case?) or predicting outcomes (e.g., will my patient be admitted to the Intensive
Care Unit (ICU) or not?). In the latter case, the challenge lies in the ability to predict the
future state from observed data - an event we aim to predict but has not occurred yet.
These insights help to enhance operational efficiency, reduce costs, increase productivity,
and enhance customer satisfaction across diverse industries such as healthcare, finance,
logistics, and manufacturing [2].

In recent years, the advent of sophisticated deep learning architectures has shown the
potential of black-box models in predicting the outcome of uncompleted cases. However,
their extensive parametric space with hundreds of layers and parameters results in a lack
of transparency. This opacity impedes users from comprehending the rationale behind
a particular prediction, prompting the need for Explainable Artificial Intelligence (XAI).
Given the Al transparency regulations outlined in the General Data Protection Regula-
tion (GPDR) and the proposed European Union regulation for Artificial Intelligence (AI),
known as the AI Act, counterfactual explanations emerge as a highly promising approach
for providing human-understandable explanations [3]. While factual explanations offer
a more distinct understanding of the relative importance of each feature in influencing
the model output, a what if” analysis offers users a set of changes that an individual
should undertake to avoid certain undesired outcomes.
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Counterfactual explanations are highly relevant in the field of PPA to help reasoning
about (and preventing) negative outcomes such as patient ICU admissions, equipment
failures, process deviations, and quality issues. For example, in a scenario where a black
box model predicts whether a patient will be admitted to the ICU (or not), a counterfac-
tual explanation would reveal the changes in the input necessary to prevent the predicted
admission to the ICU. However, not all counterfactuals may propose changes or inter-
ventions that are feasible or realistic in the given context [3]. Therefore, we adapt the
most important properties that constitute a valid counterfactual [1] such as feasibility,
plausibility, proximity, diversity and sparsity, to make them suitable for a process-based
analysis.

In this paper, we introduce a novel approach for obtaining feasible and plausible coun-
terfactual explanations for predictive process analytics. First, we use Declare language
templates to learn sequential patterns in the cases. Patterns that are present in all cases,
i.e. trace Declare patterns, define the minimal requirement for a case, while label-specific
Declare patterns provide insight into the behavioural characteristics shared among cases
with the same outcome. To enforce plausibility, we enforce that our tailored approach
does not violate any label-specific Declare patterns when generating counterfactuals. En-
suring the feasibility of our approach involves constraining the algorithm to generate
scenarios within high-density regions of the process data, i.e. aligned with the observed
data distribution. We additionally implement that our algorithm does not violate any
trace Declare patterns to ensure alignment with the historical cases.

Finally, We present a case study in which we assess the applicability and usefulness of our
counterfactual generation algorithm, and we introduce a post-hoc evaluation framework
to assess other important properties such as proximity, sparsity and diversity.
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1 Trigger

Hydro-Quebec (HQ), a vertically integrated utility, produces, transmits, and distributes
the majority of the power in the province of Quebec. The vast 735kV transmission line
and significant hydroelectric dams in the far north give the power grid a unique archi-
tecture, enabling the generation to satisfy the total demand, located thousands of kilo-
meters in southern Quebec. Compelled by the grid’s uniqueness, HQ created significant
procedures for tracking the system’s stability. Several stability phenomena (e.g., voltage,
frequency, and angular stabilities) are the sources of those stability limits. These limits
are non-linear. Still, HQ must incorporate them in the design and generation operation.

2 Contributions

We tackle HQ’s unit commitment (UC) problem with power stability constraints (Valette
etal., 2009). After linearizing these constraints, we present the mixed-integer linear pro-
gramming (MILP) model, which incorporates power stability restrictions into HQ’s UC
and reserve monitoring tools. Then, we conduct an investigation strategy to identify
complexity sources. After that, we develop an efficient matheuristic to solve the MILP.
We highlight computational results on real-life instances.
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The contribution is fourfold:

1. An exploratory analysis to identify the complexity sources of the UC problem with

power stability constraints.
2. An efficient decomposition matheuristic with various variants to solve the MILP

model.
3. A computational study on real-world instances to show the performance of the

suggested matheuristic.
4. A post-computational analysis to highlight several managerial insights.

3 References

[1] Valette, A., Huang, J. A., Guillon, S., Loud, L., Vanier, G., Levesque, F., Riverin, L.,
Rizzi, J.C. & Guillemette, F. (2009). An integrated approach for optimizing dynamic
transfer limits at Hydro-Quebec. IEEE Transactions on Power Systems, 24(3), 1310-
1317.



106 Parallel session TC2 - Matheuristics (Thursday 8, 15:20 - 17:00, S.C.002)

A Matheuristic for the Optimal Placement of EV
Charging Stations in an Urban Environment

B. Coulier
KU Leuven, VITO, EnergyVille, Department of Computer Science

bryan.coulier@kuleuven.be

H. Calik T. Becker
KU Leuven, EnergyVille, ELECTA VITO, EnergyVille, AMO

G. Vanden Berghe

KU Leuven, Department of Computer Science

Keywords: EV Location Optimization, Power Grid Optimization, Grid Decomposition

In response to global environmental concerns and policy initiatives, the automotive in-
dustry is currently undergoing a significant transformation towards sustainable trans-
portation. The surge in Electric Vehicle (EV) adoption is one of the most identifiable
and fast-moving components of this transition. Moreover, this particular shift is set only
to intensify further in the coming years with governments worldwide setting ambitious
targets to reduce C'O; emissions and phase out Internal Combustion Vehicle (ICV) sales

2.

As EVs become a major component of the transition to a greener, more electrified future,
governments are investing heavily in charging infrastructure. The rapid rise of EV adop-
tion poses significant challenges to conventional power grids, particularly transformer
overloading and voltage fluctuations arising from the proliferation of charging stations
[1]. Intelligent solutions are necessary in order to ensure reliable and efficient charging
infrastructure.

Current studies concerning EV charging infrastructure often overlook the underlying
power distribution network and the accessibility of charging stations for EV users. The
majority of these studies are small in scale, employing metaheuristics without validating
their results using exact solutions. Moreover, researchers have predominantly focused
on fast chargers, while slow chargers play an equally crucial role in urban settings. Slow
charging stations are cost-effective, require minimal grid investments, and are conducive
to sustainable day-to-day charging.

In an effort to address these significant gaps, our research focuses on the placement of
slow charging stations in urban areas while taking into account (i) the distribution net-
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work, (ii) customer demand, and (iii) accessibility. We propose a novel Mixed-Integer
Linear Programming (MILP) model to determine the optimal placement, quantity, and
type of charging stations, considering both charging station installation costs and power
generation costs. To enhance scalability and computational speed, we also introduce a
multi-stage matheuristic for solving large-scale instances by decomposing the grid net-
work.

The proposed matheuristic offers a robust solution method for optimizing the placement
of slow charging stations in urban areas, ensuring reliable EV charging while minimizing
grid impact.

References

[1] F. Ahmad, A. Igbal, I. Ashraf, M. Marzband, et al. Optimal location of electric vehicle
charging station and its impact on distribution network: A review. Energy Reports,
8:2314-2333, 2022.

[2] E. Commission. European green deal. https://commission.europa.eu/strategy-and-
policy/priorities-2019-2024/european-green-deal_nl, 2023. Accessed: 01-08-2023.



108 Parallel session TC2 - Matheuristics (Thursday 8, 15:20 - 17:00, S.C.002)

A mixed-integer-programming formulation for the
traveling student problem

Q. Louveaux
University of Liége, Computer Science and Electrical Engineering Department

g.louveaux@uliege.be

Keywords: Room allocation, mixed-integer programming

1 Abstract

We consider the problem of allocating rooms to classes assuming that the timetable of
courses of a school or university is fixed. In this context, the first set of hard constraints
is to assign a sufficiently large room in order to accomodate all students of a given class.
We define the traveling student problem as the problem of allocating the rooms in such
a way that the students have the minimum distance to travel during a course day. In
general, this problem can be formulated as a quadratic assignment problem which is too
expensive to solve for problems with a size typical of those faced by universities. In this
talk, we propose to relax the problem in order to take into account the large distances that
a student may face and to minimize specifically this type of events. We then propose a
mixed-integer programming formulation for this relaxation. Computational experiments
show that this approach is successful in order to tackle instances of real-life size. In
particular, our data set comes from allocating rooms for the courses at the Liége campus
of the University of Liege.
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1 Introduction

The work explores the integration of quantum computing into logistics and supply chain
management, highlighting its potential for solving complex optimisation problems. The
challenges in this field involve route planning, inventory management, production schedul-
ing, and more. Addressing conflicting objectives and dynamic system behaviour adds
complexity to decision-making processes. Advanced techniques, such as mathematical
modelling and metaheuristics, are commonly employed from the field of Operations Re-
search to solve these problems.

Quantum computing, a transformative paradigm, leverages principles from quantum me-
chanics to surpass classical computers’ capabilities. Advancements include improved
database searching, integer factorisation and, expectedly, combinatorial optimisation.
The latter can be found in logistics and supply chain management, including vehicle rout-
ing, facility location, and scheduling problems.

2 Current State and Challenges

While quantum computing offers great promise, practical, large-scale implementations
are in the early stages. However, quantum hardware is evolving rapidly, and researchers
are developing software stacks and algorithms for this hardware. The methodology used
involved an extensive literature search using Google Scholar and Scopus, focusing on
quantum algorithms and logistic problem categories. Our work categorises logistics and
supply chain problems into six pivotal categories: routing, logistic network design, fleet
maintenance, cargo loading, prediction, and scheduling. It provides an overview of quan-
tum approaches used to provide approximate solutions to these problems. The overview
of around 70 published papers in the field of logistics and supply chain optimisation high-
lights ongoing research worldwide.



110 Parallel session TC2 - Matheuristics (Thursday 8, 15:20 - 17:00, S.C.002)

o N - --.--

2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

mflect mcargo Mprediction Wscheduling Wrouting W network

Figure 1: Distribution of the papers on quantum approaches for logistics and supply chain
management over the years, per category: fleet optimisation, cargo loading, prediction,
scheduling routing and network design

3 Conclusions and Recommendations

The literature review underscores a prevalence of hybrid quantum solutions, aligning
with two key considerations. Firstly, the limited size of current hardware. Secondly,
for many optimisation problems, a hybrid approach is anticipated to persist as quantum
computers are not expected to solve NP-hard problems [1].

Another notable observation in the overview is the widespread use of Quantum Anneal-
ing as the primary quantum paradigm, orginating from the technology’s higher qubit
count. Gate-based devices, including Quantum Approximate Optimisation Algorithm
(QAOA) and other Variational Quantum Eigensolver (VQE) approaches, rank as the sec-
ond most adopted approach. The landscape still offers significant room for experimenta-
tion, particularly within more problem-specific and machine learning-oriented approaches.
An examination of covered topics reveals a predominant focus on classical areas such as
routing and scheduling. Notably, the prediction domain emerges as an area with un-
tapped potential for further research, particularly in the realm of Quantum Machine
Learning (QML) approaches.

In general, our findings align with the conclusions drawn in [2]. Extending beyond the
scope of Vehicle Routing Problem (VRP) and Traveling Salesman Problem (TSP) studies,
our overview concurs that existing hardware is in its infancy, marked by a small number
of qubits and inherent limitations. Researchers encounter challenges tailoring problems
to hardware capacities, limiting their ability to address complex formulations effectively.
While a minority of papers suggests the superiority of hybrid approaches over current
classical methods, the majority underscore the potential advantages and benefits inher-
ent in their proposed quantum solutions.
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The vertex degrees and cycles are one of the most fundamental notions of a graph. In
this work, we focus on (r, g)-graphs, which are defined as graphs where all vertices have
degree r and the shortest cycle is g edges long. It is known that (r, g)-graphs exist for
all integers r > 2 and g > 3 [1], but much less is known about the smallest such graphs.
These smallest graphs are called (r, g)-cages, which are (r, g)-graphs of minimum order.
The order of an (r, g)-cage is denoted by n(r, g). Figure 1 illustrates the only (3, 6)-cage,
also known as the Heawood graph. Since this cage has 14 vertices, n(3, 6) is equal to 14.

Figure 1: The Heawood graph.

The problem of determining n(r, g), also known as the Cage Problem, is a notoriously
difficult problem. A recent trend is to look at variants of (r, g)-cages in hopes of shedding
more light on the Cage Problem. One such variant is the ({r, m}; g)-cage, also denoted
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as the bi-regular cage. An ({r, m}; g)-cage is a graph of minimum order with girth g and
vertices of degree r and m, with r < m.

In the history of the field, backtracking algorithms have been able to find unknown val-
ues for n(r, g) [2, 3]. These backtracking algorithms exhaustively generate all possible
(r,g)-graphs of a given order based on the development of interesting pruning rules
and appropriate modellings of the search space. In analogy to these algorithms, we will
present a foundation for a backtracking algorithm to exhaustively generate ({r, m}; g)-
graphs.
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A k-coloring of a graph G = (V, E) is amapping ¢ : V' — 1,2, ..., k. The coloring c is
injective if, for every vertex v € V, all neighbours of v are assigned with distinct colors.
The injective chromatic number x;(G) of G is the smallest & such that G has an injective
k-coloring. Graph coloring has many applications in scheduling problems. In 2012, Chen
et al. conjectured an upper bound for the injective chromatic number of planar graphs
[1], stating that for each planar graph G, x;(G) < [23A]. This conjecture was disproved
by Luzir and Skrekovski who provided some counterexamples [3]. Luzir and Skrekovski
proposed the following conjecture for the injective chromatic number of planar graphs:
Let G be a planar graph with maximum degree A. Then

(@) xi(G) <5,if A=3;
b) \i(G) <A+5,ifd<A<T;
© xi(G) < [2A| +1,ifA>8

This conjecture, if true, has been proven to be sharp. The conjecture is closely related to
the conjecture of Wegner on square coloring [4]. A coloring c is a square coloring if, for
every vertex v € V, all neighbours of v and v itself are assigned with distinct colors. If
the conjecture of Wegner is true, the conjecture of Luzar and Skrekovski is also true.

We study this topic with the use of an exact backtracking algorithm to calculate the
injective chromatic number of graphs. For A = 3, the conjecture of Luzar and Skrekovski
has been proven correct for fullerene graphs [2], which are planar cubic graphs that only
contain pentagons and hexagons. They proved the conjecture in de case of exact square
coloring. A coloring c is an exact square coloring if, for every vertex v € V, every pair
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Figure 1: The second generation of an infinite family with A = 3 and x;(G) =5

of neighbours of v need distinct colors if they are not neighbours of each other. If a
graph does not contain any triangles, the exact square chromatic number is equal to the
injective chromatic number. We found an infinite family of graphs with A = 3 and
Xi(G) = b that contains triangles (see Figure 1). We also found a way to, in some cases,
be able to extend a graph where x;(G) > 9 without changing x;(G). This provided us a
way to make multiple infinite families with x;(G) = 14 where A = 9.
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Recent advances in Deep Learning continue to prove the impressive predictive power
of Graph Neural Networks (GNNs) to leverage graph structured data. A common use
case is a citation network where nodes represent documents that are connected if one
cites the other. While house price data sets are tabular data, the geographic location of
houses provides the intuition to model housing data as a graph. That is, a graph struc-
ture allows to spatially position houses relative to each other. Few attempts have been
made to predict house prices with graph neural networks [1, 3, 4, 5]. However, one of the
main points of discrepancy within the literature is the construction of the housing net-
work. Houses are connected based on geographic distance [1, 5], feature similarity [3],
or through other nodes that represent their characteristics [4]. Distance and similarity
metrics for edge construction require an additional choice, that is, a threshold to deter-
mine which houses to connect. Nevertheless, methodologies for setting this threshold
and alternative network construction methodologies remain unreported.

We systematically investigate the construction of the housing network with respect to
downstream price prediction performance in GraphSAGE models [2]. These models fit
the house price prediction case well as they are inductive and generally perform well on
large graphs. First, we provide a theoretical approach to optimal network architecture
for GraphSAGE-based price prediction. Starting from a common distance-based housing
network, we investigate edge removal and edge addition for optimizing this network. A
data set of real estate transactions in Belgium is used to present the theoretical bound for
GraphSAGE-based predictive performance. We show that an optimized housing network
informed by the target can result in a considerable boost in performance of GraphSAGE
models, leading to outperform traditional baselines such as Gradient Boosting. Second,
we extend this theoretical approach towards inductive strategies, which replicate this
theoretical approach performance-wise in a real-world practical setting.
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1 Abstract

One of the current methods to estimate or predict the probability of survival for a new
type of threat and to evaluate the effectiveness of a new effector involves ray-tracing
and Monte Carlo Simulation based on the predicted fragmentation program. During the
design phase of a fragmentation warhead, the predicted average fragment distribution
pattern including the ejection angle and ejection velocity can be estimated using a ded-
icated software such as Split-X. Once the fragment information is available, the effects
are evaluated by tracing the individual fragment trajectories. Here, the trajectories are
considered to be linear, ignoring the different forces acting upon the fragment during its
flight. This approximation can only be used when considering short flight times.

With a 3D model of the threat available, the effects of the warhead can be simulated. Here
the individual fragment trajectories are calculated as rays and their interaction with the
3D model is registered. An interaction occurs when the ray passes through the structure,
in general modeled as a mesh structure. Through this calculation, the scenario-specific
probability of hitting the threat can be determined. To obtain the average probability,
the simulation must be run a large number of times varying the initial roll angle, until a
convergence has been attained. By randomly changing the roll angle, the uncertainty of
the final orientation can be simulated.
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The projectiles are in general loaded with a random initial roll angle for the warhead. The
spin damping and acceleration which is partly determined by the muzzle velocity, barrel
twist, axial moment of inertia and aerodynamic parameters is stochastic in nature. It is
reasonable to expect the final roll angle to follow a uniform probability distribution. For
the ejection of the fragments, using the Taylor angles and explosives behaviour equations
will lead to a velocity vector for each fragment. Without further indications, this vector
can be assumed as the average fragment behaviour, which in turn can be defined using a
normal distribution.

At close ranges, for slow threats, the speed of the fragments could be replaced with the
relative speed (with respect to the threat) and the travel time for the fragments can be
ignored. Considering the warhead as the centre of the reference system, the threat can be
projected on a virtual cylinder through a Mercator or cylindrical projection. When using
a black and white representation of the projected threat, the positional information of
the threat is translated to a 2D projection. For the fragments, this would allow reducing
the problem further by converting the fragment distribution pattern to a one dimensional
filter aligned with the projectile axis, on the projection surface. Using convolution, the
predicted probability of hitting the threat can be determined by analysing the projection
image after convolution. Both probability of hit information and the average number of
predicted hits are available in the resulting image.

This approach speeds up probability of hit estimations significantly, which allows faster
estimations of the effectiveness of a certain effector against a “new” type of threat, allow-
ing more time for the Fire Control Unit to determine the optimal firing solution.

This method also greatly increases the calculation speed when considering multiple threats
in a fleet or swarm, in which case determining a good defence strategy is more complex.
This can be accomplished, for example, by using different colours or masks while gen-
erating the threat projections. Through the use of the “visualisation buffer”, targets or
areas of targets which are “obstructed” by obstacles or other threats are easily removed
from the final probability of hit analysis by using masks. This way, fragments hitting a
threat are not necessarily also considered hitting other “aligned” threats further along
the undisturbed, ideal fragment trajectory.

This method proves it can provide good probability of hit approximations a lot faster,
using less computing time and capacity, leaving more time for the Fire Control Computer
to search for better firing solutions under uncertain conditions.
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1 Abstract

The design, analysis, and evaluation of algorithms have been a major concern of algorithm
engineering ([1]), which embraces both theoretical and empirical contributions. An algo-
rithm is a well-defined finite sequence of computational steps that transforms some input
into some output [2]. Today’s research and development of algorithms is not restricted to
the field of algorithm engineering, but occurs in many ’data science’-related disciplines,
such as Machine Learning, Operational Research, Metaheuristics and many others. For
2022 only, Google Scholar lists more than 72,000 research papers with the term algorithm
in the title!, highlighting the importance and the richness of research on algorithms.

As a first challenge, we observe that a review of the practice of algorithm engineering
is missing. Much of methodological considerations seem to be implicitly clear within
the domains of major conferences such as the European Conference on Operational Re-
search (EURO), Very Large Databases (VLDB), Neural Information Processing Systems
(NeurIPS), European Symposium on Algorithms (ESA), or Visualization (VIS). On the
one hand, it might be argued that such implicit standards reflect a consensus in their

thttps://scholar.google.com/scholar?as_g=&as_epg=algorithm&as_oq=8&as_eq=&as_occt=title&
as_sauthors=&as_publication=&as_ylo=2022&as_yhi=2022.
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respective fields, which can be interpreted as a sign of maturity. Kuhn [3] calls this
normal science to signify the incremental work in an established, consensual paradigm.
On the other hand, the requirements, e.g., for evaluating algorithmic contributions can
differ quite considerably across algorithm-oriented disciplines. While there are good rea-
sons for these differences, the question is whether a common scientific framework can
integrate these differences in requirements, such that it might help different algorithm-
oriented disciplines to transfer methodological advances.

As a second challenge, we observe that many areas of algorithm engineering have turned
to competitive testing with the help of benchmark data sets with established quality met-
rics to tease out the last epsilon of improvement. As a consequence, most of the knowl-
edge on algorithms is of a comparative nature - which algorithm performs best - with
limited research producing explanatory knowledge - why is an algorithm performing
well [4]. A common scientific framework on algorithm engineering would provide the
necessary meta arguments for authors to deviate from common practice and expand al-
gorithmic research towards producing explanatory knowledge.

The main contribution of this study is the development of such a common research frame-
work for algorithm engineering. Our framework builds on three areas discussed in the
philosophy of science: ontology, epistemology and methodology. In essence, ontology
describes algorithm engineering as being concerned with algorithmic problems, algorith-
mic tasks, algorithm designs and algorithm implementations. Epistemology describes the
body of knowledge of algorithm engineering as a collection of prescriptive and descrip-
tive knowledge, residing in World 3 of Popper’s Three Worlds model. Methodology refers
to the steps how we can systematically enhance our knowledge of specific algorithms.

Our framework has important methodological implications for researching algorithms.
First, it offers a theoretical foundation for algorithm engineering grounded in the philos-
ophy of science. This foundation clarifies how algorithms can be studied as well as the
nature and different types of knowledge that can be obtained. Second, our framework
provides guidance for the methodological evaluation of newly proposed algorithms. Au-
thors can use considerations that are related to the different validity concerns as a starting
point. Third, this methodological grounding offers a framework for conducting research
on algorithms in various ’data science’-related domains in a way that supports an in-
cremental research path. The concepts tied together in our framework might eventually
help to foster knowledge transfer across disciplines on how to research algorithms.
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1 Introduction

Hexaly Optimizer, previously LocalSolver, is a global solver based on exact and heuristic
techniques. Its modeling formalism enables it to accept any model using the usual math-
ematical operators (arithmetic, logical, relational, etc.) with continuous, integer or set
variables. The solver uses exact techniques to obtain lower bounds and prove optimal-
ity. It also run heuristics in parallel to quickly find good solutions and to handle larger
instances.

The talk will present the new features of version 12.5, including a new modeling formal-
ism for scheduling problems and new set operators to better model exclusion constraints
in very large models. This new version brings performance improvements on scheduling
and vehicle routing problems, which will be illustrated on literature benchmarks.

2 Modeling

The list decisions can be used to represent an ordered sequence of integers, such as the
list of tasks to be processed on a machine. In order to represent the start and end dates of a
task, an interval variable has been added to the modeling formalism. The relational op-
erators < and > have been extended to intervals with the semantics A < B, if the interval
A ends before the interval B starts. The expressions start(A), end(A), length(A) and
contains(A, t) respectively represent the start date, the end date, the length of the in-
terval A and the expression ”t € A”. The combination of 1ist and interval variables
enables disjunctive and cumulative scheduling problems to be modeled efficiently.

The distinct expression was introduced to return the list of unique elements of a col-
lection. This expression is particularly useful in assignment problems in which a con-
tainer can only receive one type of product. This can be modeled by requiring that
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the cardinality of distinct object types in the container to be less than one: constraint
count(distinct(set, i => typel[il])) <= 1.

The intersect expression is used to represent the intersection of two collections. Ex-
clusions of pairs of objects in the same collection can be modeled in a compact way by
constraining the cardinality of the intersection between a collection and the collection of
prohibited values: constraint count(intersect(set, {1, 2, 5})) <= 1.

The sort expression is used to sort a collection according to a criterion. It is useful in
stochastic optimization when uncertainty is modeled by scenarios and the user wishes
to minimize the value of a particular quantile.

3 Primal heuristics

Set based modeling is particularly adapted to vehicle routing problems. A list variable
naturally modeling the sequence of customers to visit for a truck. Hexaly Optimizer
12.5 brings performance improvements with the addition of new destroy & repair type
neighborhoods on pickup & delivery problems with time windows (PDPTW). For these
problems, the average gap on classical instances in the literature falls from 8% to 2.5%
in 60s. A second neighborhood based on the ejection chain principle [1] extends the
performance obtained to PDPTW variants with interdiction constraints between vehicles
and trucks.

The interval variables have been introduced to simplify the writing of scheduling prob-
lems while maintaining the performance of previous versions (less than 3% gap in 60s
for instances with several hundred tasks: jobshop, flexible jobshop, RCPSP, etc.). Solv-
ing techniques have been extended to handle pseudo-preemptive scheduling as well as
producer-consumer scheduling.

4 Lower bounds

PDPTW problems and heterogeneous variants of vehicle routing problems are now auto-
matically reformulated into compact integer linear programs [2] for solving to optimality
small instances. This compact reformulation is solved in parallel with the cut generation
reformulations already present in the solver for computing lower bounds.

Bounds for scheduling problems have been reinforced by the exact resolution of com-
binatorial relaxations. The idea here is to automatically simplify scheduling problems
by eliminating constraints. The resulting problem is solved to optimality by efficient
dedicated algorithms. This improves the bounds computed on all scheduling problems
involving the minimization of a weighted sum of end dates.
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1 Neighborhood selection

When tackling a combinatorial optimization (CO) problem using local search, choosing
the right neighborhood functions is crucial for good performance. This is especially true
for methods such as variable neighborhood search, where different neighborhood func-
tions are used sequentially. Common selection policies include round robin, that iterates
through all the available neighbourhoods, and hill climbing, that prioritizes the ones that
allow to obtain the best improvement. The best slope first policy prioritizes the neigh-
borhoods that exhibit the best improvement in solution quality relative to the elapsed
computing time. The latter is one of the default policies in OscaR.cbls, the local search
framework for CO used in this study [1].

2 Bandit algorithms for neighbourhood selection

In recent years, the application of machine learning techniques for the acceleration of
more traditional techniques to solve CO problems has garnered considerable attention [2].
In particular, reinforcement learning (RL) models the behaviour of an agent interacting
with an environment. The agent’s actions change the state of the environment, and are
each associated to a reward. The goal is to learn a policy of actions that maximizes the
total reward.
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One class of such methods is multi-armed bandit algorithms, where each action is a choice
among a set of competing alternatives. The agent needs to learn the optimal schedule of
a limited amount of actions. Recent examples of hybdrization between CO and bandit
algorithms include [3], where an agent dynamically selects the variable to branch on dur-
ing the exploration of a search tree, or [4], where the choice is among several heuristics
for branch-and-bound exploration.

Inspired by [4], we define the environment as the state of the local search at each itera-
tion and the action space as the set of available neighbourhoods. The optimal policy is the
schedule of neighborhoods that yields the best possible solution. The policy is learned
online, that is, during the search, without a preliminary training phase. We define sev-
eral reward schemes, such as rewards depending on the presence of improvement, or
proportional to the improvement in solution quality, with different frequencies of up-
date. We also implement different bandit algorithms, including the popular e-greedy and
UCB, as well as custom implementations. We evaluate whether this approach can define
a neighborhood schedule that outperforms the default best slope first method.

3 Experiments

We evaluated these algorithms on the pickup and delivery problem with time windows,
for which several neighborhoods are defined. In our experiments we used the benchmark
set by Li and Lim [5].

Preliminary results show that some of these algorithms, notably UCB and e-greedy, per-
form at least as well as the best slope first method, while other alternatives exhibit higher
variance in solution quality. These results may anyway be improved by exploiting the
higher flexibility of these methods, entailed by their parameterization, with respect to
the best slope first policy.

Further studies are therefore aimed at enhancing overall performance by following sev-
eral directions, such as introducing a preliminary learning phase to optimize algorithmic
parameters, as well as refining the definition of the reward schemes. The inclusion of
different bandit algorithms is also under consideration. Additionally, since the imple-
mentation of these methods is modular and readily available for other problems defined
in OscaR.cbls, further research may include the evaluation of their performance on dif-
ferent classes of CO problems.

Acknowledgement This work is supported by the Service Public de Wallonie Recherche
under grant n°2010235 - ARIAC. The authors are active members of the TRAIL Institute
(Trusted AI Labs, Fédération Wallonie-Bruxelles, Belgium).
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In this talk, we examine the significant advancements in heuristic methods for optimiza-
tion over the past 50 years. Our focus is primarily on the European perspective and we
undertake a critical analysis of the key findings and contributions in this field. We begin
by exploring the origins of heuristics, which can be traced back to classical philosophers,
and then proceed to trace the historical development of heuristics and metaheuristics in
the field of operations research. We highlight the major milestones along this path, in-
cluding the latest efforts to combine metaheuristics with machine learning. A particular
emphasis is placed on the theories that have revolutionized our understanding of problem
solving, as well as the role played by the European Journal of Operational Research in
advancing these theories. Our approach centers on methodologies and their connections
to related areas, enabling us to identify potential avenues for future research.
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1 Background

Multi-Task Learning (MTL) is a machine learning approach where a single model is de-
signed to perform multiple tasks simultaneously. It aims at leveraging the interdepen-
dencies between different tasks to learn more efficiently. A significant challenge in MTL
is the strategic grouping of tasks. Poorly chosen groups of tasks fail to achieve any en-
hancement. Somewhat related, yet distinct, Hu et al. [2022] has articulated that MTL may
be inherently more prone than Single-Task Learning (STL) to the acquisition of spurious
correlations, especially in certain configurations of task pairings. Spurious correlations
are those which are not causal, as for instance in the case of unbalanced classes.

2 Prior Work

To date, the extraction of relevant information from datasets for task grouping stands as
a pivotal process. Even in the context of low computational cost methods, it necessitates
the complete training of a neural network. Additionally, the issue of spurious correla-
tions introduces a significant challenge. To the best of our knowledge, this factor has
consistently been overlooked in the methodologies adopted for task grouping in MTL,
pointing to a gap in the current understanding and application of these systems.

3 Our work

In our work, we propose a method for grouping tasks which does not require prelimi-
nary training of a neural network. Furthermore it provides some insights into the impact
of potentially spurious correlations. This is achieved by introducing a novel family of
measures, with a focus on one particular measure, designed to explore databases and
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their subsets. This exploration aims to compare the learning dynamics of neural net-
works trained on various subsets. Our methodology is inspired by two distinct research
trends. Firstly, the work of Kvinge et al. [2021] provides a versatile set of measures for
evaluating models in relation to data, leveraging some tools from mathematical category
theory. Secondly, the investigations of Saxe et al. [2019] into the differential equations of
back-propagation in linear architectures reveal that their learning dynamics, under some
strong assumptions, depends only on the Singular Value Decomposition (SVD) of some
covariance matrices. These findings hold empirical significance even for more complex,
non-linear network architectures. Building on these, our measure introduces a method
to quantify the impact of removing a task from a group of tasks or a subset of data points
from a set. Specifically, it assesses the effect on the Singular Value Decomposition com-
pression of various correlation matrices. Contrasting with existing methods, our ap-
proach yields comparable clustering recommendations through experimental replication,
with the notable advantage of eliminating the need for network training. Additionally,
our method demonstrates, both theoretically and empirically, the ability to discern effects
of features from those arising due to spurious correlations. This includes imbalances in
class correlations that persist even in “balanced” datasets.

4 TIts implications

Our approach not only establishes itself as a low computational cost method for task
grouping in neural networks but also offers critical insights into the mechanisms of in-
formation propagation within these architectures. Significantly, it extends beyond the
traditional confines of MTL, contributing to narrowing the gap between data character-
istics and neural network learning dynamics. In particular, our findings could provide
empirical support for the provocative hypothesis presented in Paul et al. [2021], which
suggests that it might be possible to determine the subset of data for pruning directly
from the dataset itself, without initial model training.
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1 Introduction

Machine learning (ML) systems developed for and deployed in real-world applications
must comply with the applicable legal framework. Ensuring such compliance can be
complex. On the one hand, legal experts must identify which laws apply and then deter-
mine the correct application thereof. Both tasks are inherently ambiguous as these are
questions of interpretation. On the other hand, data scientists must develop technical
solutions that integrate legal constraints into ML systems.

In addition to the individual complexity of these two aspects, the design of lawful ML
systems raises another key question: how should one identify the optimal lawful model?
The literature provides limited guidance on this question. While there is sparse literature
that explores technical translations of specific legal principles, see e.g., [1], this literature
does not address any approach for identifying the ’optimal lawful model’. In [1], for in-
stance, the authors first translate the EU General Data Protection Regulation’s (GDPR)
data minimisation requirement [2] to fixed legal constraints and then analyse model per-
formances within those fixed legal constraints without addressing model selection. On
the basis of such literature, one could then draw the impression that identifying the opti-
mal lawful model is merely a matter of selecting the best performing model within fixed
legal constraints.

However, such an approach fails to recognise that the legal constraints themselves will
often be uncertain. Therefore, we propose an integrated approach to enable exploration
within flexible legal guardrails, which consists of 3 main elements: (1) legal experts iden-
tify multiple potential interpretations and translate those into alternative sets of legal
constraints (rather than a single fixed set), each with their individual legal risk; (2) data
scientists then construct various models within each plausible set of legal constraints; (3)
finally, the optimal model is chosen by balancing both legal risk and predictive quality
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through a joint evaluation and selection process. In what follows, a simple example is
developed to illustrate our approach.

2 The Case for an Integrated Approach: an illustrative
Example

We consider a current legal issue characterised by considerable uncertainty. In this case,
we focus on the question: can an ML model be considered ’personal data’ under the
GDPR and, if so, what would some consequences thereof be?

Some scholars argue a machine learning model can effectively be considered personal
data under the GDPR if a the model can be successfully ’attacked’ to infer information
about natural persons that were included in the training set [3]. However, other scholars
argue the opposite view that a machine learning model should not be considered ’per-
sonal data’ under the GDPR [4].

Depending on the interpretation adopted, there are different legal consequences and thus
different legal constraints. If one follows the interpretation that ML models are not ’per-
sonal data’ under the GDPR, no additional legal constraints are introduced. If one takes
the alternative interpretation, additional legal constraints will be incorporated. To fur-
ther develop the example, we briefly set out some potential constraints as identified in
the article [3]:

« Constraint 1: the capability to remove specific personal data from a ML model
upon request [5];

« Constraint 2: resiliency to attacks aimed at inverting the model; and

« Constraint 3: the capability to automatically remove personal data that is no
longer necessary to retain.

In other words, the interpretation of ML models as personal data may introduce signifi-
cant constraints that could limit model performance if imposed too rigidly at the outset.
Rather than locking in stringent restrictions initially, the integrated approach involves le-
gal experts evaluating, for each of the constraints, whether there exist other legally valid
approaches. This leads to various constraint sets, each with associated legal risk levels
(e.g., one set with constraints 1 and 2, another with all three constraints, etc.). Data scien-
tists then construct multiple models within each specific set of constraints (e.g., Models
A and B in set 1, Models C and D in set 2, etc.). Finally, legal and technical experts jointly
evaluate the models by weighing the legal risk profiles and their performance to select the
optimal lawful model (e.g., Model C may be selected over A, B and D due to significantly
lower legal risk than A and B and higher performance than D).

3 Conclusion

We argue that the decision to select the optimal lawful ML model should recognise that
the legal constraints are in themselves uncertain and, thus, be based on a trade-off be-
tween legal risk and model performance. This contrasts with the approach that model
selection should solely be a matter of comparing model performance within a pre-defined
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set of legal constraints. In future work, the aim is to empirically show potential benefits
of our proposed approach.
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Efficiently allocating treatments with a budget constraint constitutes an important chal-
lenge across various domains. In marketing, for example, the use of promotions to target
potential customers and boost conversions is limited by the available budget. While much
research focuses on estimating causal effects, there is relatively limited work on learn-
ing to allocate treatments while considering the operational context. Existing methods
for uplift modeling or causal inference primarily estimate treatment effects, without con-
sidering how this relates to a profit maximizing allocation policy that respects budget
constraints. The potential downside of using these methods is that the resulting predic-
tive model is not aligned with the operational context. Therefore, prediction errors are
propagated to the optimization of the budget allocation problem, subsequently leading
to a suboptimal allocation policy. We propose an alternative approach based on learning
to rank. Our proposed methodology directly learns an allocation policy by prioritizing
instances in terms of their incremental profit. We propose an efficient sampling proce-
dure for the optimization of the ranking model to scale our methodology to large-scale
data sets. Theoretically, we show how learning to rank can maximize the area under a
policy’s incremental profit curve. Empirically, we validate our methodology and show its
effectiveness in practice through a series of experiments on both synthetic and real-world
data.
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With the evolution of big data and customer analytics, businesses are storing a diverse
set of data sources resulting from multiple touchpoints, including marketing interac-
tions, support, training, transaction history, and usage. Integrating this information into
a holistic view of the customer journey provides insights into consumer decisions, al-
lowing analysis of short and long-term impacts of marketing interactions and guiding
program designs for the entire customer lifecycle.

In this project involving real-life use case, we first explore the integration of different
data sources as part of the customer journey (CJ). Second, we investigate the integration
of usage data through the CJ to identify different usage patterns. Finally, we evaluate the
impact of these usage patterns on business-relevant metrics such as customer lifetime
value (CLV) and churn rate.

This research contributes to the literature on the exploration of usage data in a network-
based setting. It aims to capture relevant aspects such as the temporal structure of usage
and the integration of heterogeneous inputs. Our research has the potential to provide
a transferable methodology capable of capturing and incorporating usage patterns in
different applications of business analytics models, enhancing their adaptability and ef-
fectiveness across diverse contexts.
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This paper aims to explore the main drivers of the renewed build-up of public debt and
the role of debt service suspension initiative (DSSI) and the common framework (CF)
beyond the DSSI in Ethiopia using time series data from 1980 to 2022, paying a more
attention to the last decade. Autoregressive distributive lag (ARDL) bound test and error
correction model was employed in dealing with the drivers of debt accumulation, and
followed by a real option approach to assess the role of DSSI and CF. Using a real option
method, we assessed the decision to opt participation (benefits of participation) or not
to participate (fearing costs of participation) to these debt relief initiatives. The result of
the co-integration test of the ARDL bound test reveals the existence of multiple long-run
equilibrium relationship between the debt variables and debt accumulation. In the long
run the main drivers of debt accumulation were debt servicing, inflation and national sav-
ings where as in the short run debt servicing, exchange rate, inflation and primary budget
deficit remains the main determinant of debt build ups. The empirical result shows that
external debt servicing has a significant and positive long run relationship with external
debt accumulation. The elasticity of external debt stock with respect to debt servicing
is 0.8393, that implies, a percentage change in debt servicing will increase the external
debt accumulation by 84 percent and the P-value (p-0.000), reveals that debt servicing is
statically significant at 1 percent level in affecting debt accumulation in the country. As
aresult, the positive effect of current debt service on debt accumulation was as expected,
based on both theoretical and empirical basis. The result also depicts that inflation and
saving were statistically significant and have long run relationship that affect debt build
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Allocation problems arise often in practice: ranging from profit allocation in an inter-
modal transport system (Algaba et al., 2019), to sharing water in a transboundary river
(Ansink and Weikard, 2012) and the allocation of vaccines over multiple populations (Dui-
jzer et al., 2018). These problems can be modeled in the framework of bankruptcy prob-
lems. A bankruptcy problem arises when a group of agents each claims a portion of an
estate that cannot satisfy the sum of all claims, leading to the question of how to fairly
divide the available estate among the agents. A solution to bankruptcy problems is given
by so-called bankruptcy rules, which specify the part of the estate that each agent should
get. In the traditional bankruptcy problem, there is a single decision made at a single
point in time. Looking at the above applications, one can see that these are actually
problems where allocations have to be made over time.

In this presentation, we introduce the concept of bankruptcy over time in the Multi-
period Bankruptcy Problem. We also present three different perspectives on bankruptcy
over time. For each perspective, we generalize existing bankruptcy rules, examine and
prove their properties, and derive efficient algorithms to apply them.

To the best of our knowledge, bankruptcy rules over time have not been considered in the
literature. In Chen and Thomas (2018), the time aspect is considered for what they call
common allocation rules, which are the same as the common bankruptcy rules. However,
Chen and Thomas (2018) do not take into account the loss that each agent has taken in pre-
vious periods in the proposed common allocation rules. Recently, sequential bankruptcy
problems have been introduced in Estévez-Fernandez et al. (2021). This generalization
of the Bankruptcy Problem covers, among others, the problems of sharing water in a
transboundary river. Although in this paper the estate is divided into multiple parts,
it still considers a single decision made at some point in time. Our approach therefore
goes further than this generalization by considering multiple decisions that will be taken
successively.
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The perspectives on bankruptcy over time that we present each consider the claims in
each time period differently. The way the estate is considered, however, remains the
same. In each time period, the available estate is fully utilized.

The first perspective on bankruptcy over time considers each time period separately: only
the claims given for the current period are taken into account for determining the alloca-
tions. The second perspective also takes the difference between the agents’ claims and the
agents’ awards in the previous periods into consideration, while still making a distinction
between this ‘memory’ and the claims of the current period. The third perspective con-
siders for each agent the difference between that agent’s claims and that agent’s awards
in the previous periods and the claim given for the current period together as one claim.

For each of these perspectives, we present mechanisms to generalize existing bankruptcy
rules to the multi-period setting. Moreover, we formulate the properties of these multi-
period bankruptcy rules. This is done in such a way that the properties are inherited: if a
bankruptcy rule satisfies this property, then the multi-period generalization of this rule
also satisfies the property. Finally, we present efficient algorithms to compute the results
of a bankruptcy rule by using recursive methods and giving explicit formulas to calculate
the parameters in these rules.

By introducing the Multi-period Bankruptcy Problem, presenting and computing multi-
period bankruptcy rules, we hope to extend the usefulness of bank-ruptcy rules in prac-
tice and open avenues for further research on multi-period bankruptcy problems.
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1 Abstract

We study the assignment of indivisible goods to individuals when monetary transfers
are not allowed. Previous literature has mainly focused on efficiency (from both ex-
ante and ex-post perspectives) and individually fair assignments. As a result, egalitarian
concerns have been overlooked. We draw inspiration from the assignment of apartments
in housing cooperatives, where families consider egalitarianism of assignments as a first-
order requirement. Specifically, they aim to avoid situations where some families receive
their most preferred apartments while others are assigned options ranked very low in
their preferences.

Building on Rawls’ concept of fairness, we introduce the notion of a Rawlsian assignment.
We prove that a unique Rawlsian assignment always exists. Furthermore, the Rawlsian
rule is efficient and anonymous. To compute the Rawlsian assignment, we propose a
polynomial-time algorithm based on linear programming.

To illustrate our analysis, we use preference data from 24 housing cooperatives from
Uruguay. We show that the Rawlsian rule substantially improves, from an egalitarian
perspective, both the well-studied probabilistic serial rule (Bogomolnaia & Moulin, 2001),
and the rule currently used to assign apartments in the housing cooperatives.
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We addresses the linear optimization problem to maximize the total costs that can be
shared among a group of agents, while maintaining stability in the sense of the core
constraints of a cooperative transferable utility game, or TU game. When maximizing
total shareable costs, the cost shares must satisfy all constraints that define the core of a
TU game, except for being budget balanced.

We first study the computational complexity of this optimization problem, its relation to
optimization over the core itself, and its equivalence to other, minimal core relaxations
that have been proposed earlier.

Then we address minimum cost spanning tree (MST) games as an example for a class of
cost sharing games with non-empty core. While submodular cost functions yield efficient
algorithms to maximize shareable costs, MST games have cost functions that are subaddi-
tive, but generally not submodular. Nevertheless, it is well known that cost shares in the
core of MST games can be found efficiently. In contrast, we show that the maximization
of shareable costs is NP-hard for MST games and derive a 2-approximation algorithm.
Our work opens several directions for future research.
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Driven by the growth of online shopping, parcel delivery has grown rapidly in recent
years, resulting in an increased demand for cost-efficient last-mile delivery [3]. At the
same time, the question of sustainability is increasingly present in logistics and in society
in general.

Crowdshipping applies the concept of crowdsourcing to the personalized delivery of
freight, turning ordinary citizens into couriers for the distribution of small items. In
this collaborative delivery system, individuals already traveling from an origin to a des-
tination take charge of all or part of the delivery, taking a package along with them and
making a stop along the way to drop it off. In a successful implementation, crowdship-
ping reduces the number of freight delivery trucks, benefiting companies by reducing
their delivery costs, as well as improving sustainability [4].

The matching of crowdshippers to parcels as they appear in real time is key for crowd-
shipping to yield its intended effects. Indeed, the high degree of uncertainty inherent to
crowdshipping, primarily in crowdshippers’ and parcels’ availability, can result in high
operational costs and low service reliability [2]. In determining the assignment of crowd-
shippers to parcels over time, the main questions are as follows: (1) To which crowdship-
per should we assign the parcels? (2) Should we postpone some delivery in the hope
for a future crowdshipper with a shorter detour? (3) How can we consider the future
uncertainty and downstream cost in real-time decision making? (4) Can we increase
the total number of served parcels and/or decrease delivery distance by making smarter
assignment decisions?

Interestingly, the majority of research on crowdsourced transportation does not directly
address the challenges of uncertain availability, but rather assume perfect information.
Studies that incorporate the uncertainty in crowdshipping operations are scarce, and only
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few of those consider a dynamic problem setting (e.g., [1]; [5]; [7]; and [2]). Recent works
by Mousavi et al. [2] and Dayarian and Savelsbergh [1] are the closest to ours. However,
both consider in-store customers as crowdshippers to deliver groceries within few hours.

Our article focuses on crowdshippers with any origin and destination, and longer dis-
tances. Crowdshippers are known in advance, enabling planning and decision-making
more ahead of time. Exogenous information relative to the arrival and disappearance of
parcels and crowdshippers is observed throughout the day. At the beginning of each day,
decisions regarding the assignment of crowdshippers to parcels are made among those
available. Then at the end of the day, based on the decisions and observed exogenous
information, the state of the system is updated. The dynamic assignment problem con-
sidered in our article therefore consists of solving a sequence of crowdshipper-to-parcel
assignment problems over time, with both crowdshippers and parcels arriving randomly
over time. By their very nature, crowdshippers will only be available a single day, while
parcels have a delivery window. This problem can be classified as a discrete time sequen-
tial stochastic decision problem, that we formulate as a discrete time Markov decision
process.

Due to the “curse of dimensionality”, the model is not solved with conventional dynamic
programming methods. The proposed algorithm uses an Approximate Dynamic Pro-
gramming (ADP) approach based on Value Function Approximation (VFA) [6]. It is based
on offline learning of value functions through simulation of the problem’s Markov deci-
sion process. This adaptive learning algorithm provides nonmyopic behavior yet requires
only solving sequences of assignment problems no larger than would be required with a
myopic algorithm.

Our first numerical results show the efficiency of our algorithm in comparison with my-
opic solutions on small instances. We compare the performance of our algorithm against
both myopic and perfect-information approaches. The comparison is made in terms of
the number of parcels handled by crowdshipping, as well as of the reduction of the de-
livery distance.
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1 Problem Description

Over recent years, ride-sharing platforms (e.g., Uber, Lyft, or Bolt) have considered var-
ious levers to balance supply and demand in their network. This work explores three
categories of decisions made on ride-sharing platforms: pricing, customer admission,
and driver repositioning decisions. The goal is to evaluate the value of these decisions
and understand how they influence the dynamics of ride-sharing networks.

2 Methodology

To this aim, we develop a model formulated as a discrete-time Markov decision process.
Customers are impatient and arrive with varying willingness to pay. Drivers can decide
to self-relocate to maximize their expected earnings, given the platform’s pricing pol-
icy. The platform operates over a network of locations characterized by supply-demand
imbalances. In this setting, the objective is to find a dynamic policy that maximizes the
revenues while minimizing the costs for driver repositioning and customer rejection.

Due to the “curse of dimensionality” (Powell, 2007), the model cannot be solved to opti-
mality with conventional methods such as dynamic programming. We address this issue
by deploying a methodology that combines mathematical optimization and deep rein-
forcement learning (DRL). Specifically, our approach proceeds in three stages to find a
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near-optimal policy. First, the stochastic model is formulated as a deterministic opti-
mization problem to obtain a heuristic policy. Second, neural networks are trained to
reproduce the heuristic policy. Third, the policy accounts for stochastic components of
the environment using deep reinforcement learning.

3 Results and Contributions

In a numerical study, we apply our approach to real-world data from the New York City
Taxi and Limousine Commission. We first demonstrate the efficiency of our approach in
comparison with regular deep reinforcement learning, both in terms of final performance
and computational effort. We then explore several managerial insights by analyzing the
decisions taken by the near-optimal policy. Namely, admission and repositioning control
are used in different situations and can lead to positive implications for the platform, the
customers, and the service providers.

The contribution of this work is twofold. From a modeling perspective, we develop a
model that optimizes joint pricing, customer admission, and driver repositioning in an
extensive setting. In contrast to existing studies (e.g, Afeche et al., 2023), our frame-
work includes multiple layers of complexity that capture (i) spatial-temporal supply-
demand imbalances, (ii) stochastic demand and travel times, and (iii) idle drivers with
self-relocating behavior. From a methodological perspective, we propose an original ap-
proach that can significantly reduce computational effort. To date, there is still limited
research (e.g., Oroojlooyjadid et al., 2022, De Moor et al., 2022) that leverages transfer
learning methods in operational models. Our methodology stands out by its recourse to
mathematical optimization as a way to fasten the training process of the reinforcement
learning algorithm.
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Car sharing systems provide users with short-term access to a variety of shared vehicles,
including cars, bikes, scooters, or vans. It is an innovative transport strategy that allows
users to use the adequate type of vehicle according to their needs and only when required.
Various car-sharing systems have been established, falling into three categories [1]: round
trip, where the trips start and end at the same station; one-way trip, allowing users to
pick up a car from one station and drop it off at another; and finally, free-floating systems
where cars are not based at specific stations.

The configuration of these systems has a major impact on the car sharing operators’ rev-
enues and their ability of serving maximum number of customers. This configuration
consists of several parameters such as the fleet size or the number of cars, their types,
their battery or fuel tank capacity, the number of the stations and their locations in the
city.

In this work, we present a metaheuristic method to design an effective one-way electric
car sharing system. The aim is to select a set of locations to establish the stations, the ini-
tial number of cars at each station and select a feasible trip if exists for each customer. We
tested our method on the scenarios published by [2], and our method shows promising
results. Next step is to consider the stochasticity in the demand.
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Many public transit operators notice the limitations of providing a public bus network
only consisting of fixed lines. This type of transportation is rigid, inflexible, and assumed
to be sub optimal in places with low demand. At the same time, academics have been do-
ing theoretical research on alternative services, such as demand-responsive, on-demand,
or paratransit, for decades. An aspect of these flexible services which is currently not
often included is where they should be implemented, and how they can synergise with
other public transport services [1]. This research tries to fill that gap.

The first step in this research is to design a network of fixed lines based on a a population-
based optimisation algorithm. In this algorithm, different priorities are modelled at the
same time. As a result, each member of the population provides a different network
optimised under different conditions (e.g. different penalisation waiting times). This
method allows to determine which parts of the studied area are certainly served well
with conventional lines, because these lines return in most of the alternative networks.
At the same time, zones where the resulting networks differ in offering a service or not,
are interesting candidates to provide an alternative service.

A second benefit from the inclusion of these different objectives inside the optimisation
algorithm, is that it can be used to improve traditional population based algorithms. The
optimisation of several networks in parallel, each with similar goal but with different
weights attributed to different parts of the objective function, leads to a natural diversity
in the population. The algorithm still converges, but each subpopulation converges to a
slightly different solution.

This algorithm is shown in table 1 to beat the current benchmarks for fixed-line optimisa-
tion in decent time. Furthermore, it is capable to optimise the current network of Flemish
busses in a case study for "De Lijn”, the main Flemish bus operator. The case study con-
sist of the Mechelen transport region. In this case study an optimal bus network is found
for a network with 700 zones, 500 bus stops, 70 bus lines, 37 train stations and 7 train
lines. The cost included are an access cost to the bus stops (walking), a waiting costs
which is a function of the frequencies of the lines, an in-vehicle driving cost, and transfer
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Natural disasters, with their unpredictable and large-scale impact, cause significant phys-
ical, economic, and social losses. These events generate residual materials known as de-
bris. In disaster areas, debris often blocks roads and impedes transportation. However,
prompt access to disaster areas becomes crucial in order to improve the quality of life
for affected individuals by efficiently delivering relief materials to those in need. In this
study, we address the problem of synchronized unblocking of roads blocked by debris in
the disaster areas and the delivery of relief materials to critical locations as quickly as
possible. This problem involves coordinating the actions of a single road-clearing ma-
chinery and multiple homogeneous relief material delivery vehicles, a scenario not yet
realistically addressed in the literature. We propose a mixed-integer linear programming
model to solve the problem. Since the proposed model is not able to find a solution
in a reasonable time for realistic-sized problems, a heuristic algorithm is developed for
large instances. The heuristic is based on an adaptive large-neighborhood framework
that produces high-quality solutions. To evaluate the performance of the mixed-integer
linear programming model and the heuristic algorithm, a series of computational exper-
iments are conducted using synthetic data that emulate urban street structures. These
experiments analyze the impact of roadblocking rates, the number of relief material de-
livery vehicles, and the number of critical locations on the optimal solution. The findings
indicate that the proposed heuristic is effective in terms of both solution time and quality,
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1 Introduction and problem definition

Hospital-at-home (HaH) is an emerging trend that provides care for patients whose med-
ical condition requires admission to a hospital ward, but is sufficiently stable to be treated
at home. The following are the expected benefits of such systems: increased capacity of
the institutional health care system, potential cost savings, improved patient quality of
life, and shorter length of stay [2]. This study focuses on the operational planning deci-
sions in HaH services. Having an acute illness, patients in HaH need intensive care for
a limited period. As a result, the patient mix fluctuates. Moreover, resource availability
varies over time. Thus, a precise scheduling plan is required to better match the actual
resources and the demand.

Given a baseline roster of nurses and the requirements from patients, several operational
decisions are taken simultaneously over the planning horizon: select the patients to be
admitted, assign nurses to those admitted patients, sequence and schedule the care visits
to build the daily tour of each nurse, and decide whether and to what extent the base-
line roster should be updated. The studied problem is a combination of task scheduling,
nurse routing, and nurse rerostering problems. Generally, the underlying subproblems
are solved independently in the literature, as this approach is less complex and thus more
computationally practical. However, this sequential decision-making process may lead to
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inefficient or even infeasible solutions, since those subproblems are strongly intertwined.

A lexicographic objective function is used to first maximize the number of patients treated
at home, and second minimize the total working duration of the nurses. A variety of com-
plex real-world characteristics are considered, yielding a rich integrated problem. The
routing subproblem addresses additional constraints associated with home healthcare
services, including aligning the medical expertise of nurses with the needs of patients
and respecting the time window for treatment administration. When rerostering is nec-
essary, compliance with institutional working hour regulations, encompassing limits on
working days and adherence to forbidden shift sequences, is essential. Additionally, the
continuity of rostering constraints between consecutive planning horizons is also en-
sured.

2 Solution method

This work proposes a heuristic solution method to solve the task scheduling, routing,
and rerostering subproblems in an integrated manner, aiming to obtain a good HaH
operational plan. Infeasible solutions are allowed to be explored during the search by
relaxing time windows, rostering, and rerostering constraints. In the first stage of the
algorithm, an initial solution is constructed using a greedy insertion mechanism to select
which potential patients should be admitted and schedule the care visits of those ad-
mitted patients given the baseline roster. The algorithm improves the initial solution in
the second phase oscillating among different directions in the search space, i.e. patient-
related neighborhoods, route-related neighborhoods, and roster-related neighborhoods.
Destroy-and-repair mechanisms based on the large neighborhood search (LNS) approach
[1] are employed to increase the number of admitted patients and improve the perfor-
mance of the routing subproblem. A guided local search is embedded in the heuristic to
restore the feasibility of the roster and to refine its performance. The first results obtained
by this algorithm will be presented, followed by a discussion about several challenges en-
countered due to the integration of scheduling, routing, and rerostering decisions.
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The increasing abundance of machine learning (ML) applications in business, research,
policy-making, medicine, and beyond has led to a growing interest in measuring and
protecting algorithmic fairness.

The established literature on fairness in ML has thus far focused on biases in training
data which impact the fairness of a model on the output level. Tools to measure fairness
include assessments of accuracy and prediction heterogeneity across (sub-)populations of
interest. This is grounded in the belief that biases in models stem primarily from biases
in the training data, but that the model specification is correct. Such an assumption,
however, might not hold in a variety of settings and might worsen analytical models, for
example, through enforcing a fairness-accuracy trade-off when it is not needed.

Hence, in this work, we will link fairness in ML to causal inference. The literature on
causal inference has discussed a plethora of challenges that hinder the accurate specifi-
cation of ML models, especially when dealing with observational data. This is a critical
threat to algorithmic fairness. While finding a truly causal model might be out of reach
in many situations, many concepts from causal inference have the potential to improve
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fairness nevertheless. In this regard, we will focus on the concepts of “overlap” and
“coverage”’.

Overlap, in the context of treatment effect estimation, and coverage more broadly, refers
to the necessity to observe sufficiently similar observations in the training data to make
predictions on an unseen observation. If adequate coverage is not assured, the best a
model can do is to inter- or extrapolate based on some known concepts of data. This is
troublesome whenever new observations might behave differently from known training
data. In the process, models might give a confident estimation of an output, yet fail to
capture reality. The consequence can be biases in models that do not stem from biases
in the generating process of training data, but from assuming that the training data is
sufficiently expressive when it is not. For an extreme example, it is false to assume that
a model trained on the behavior of dogs, can predict the behavior of cats.

To achieve higher degrees of fairness in ML, we introduce the minimum viable model
(MVM). An MVM is a model that has sufficient coverage in the training data for any pre-
diction that it makes. In reverse, an MVM is constrained to only making such predictions
where coverage is met. These constraints prevent unreasonable inter- and extrapolations,
hinting to practitioners where an ML model should not be used and where it can safely be
applied. Therefore, an MVM can ensure better model specification. Rather than adjusting
a model globally, we take a fine-grained approach that is observation-specific, and that
can be a step before discretionarily and globally adjusting models on the output level.

The concept of an MVM is relevant in a wide range of ML applications. Alongside prac-
tical examples, our work presents a definition of an MVM, how it can be built from data,
and how it can be used in both prediction- and decision-making contexts. We illustrate
that understanding coverage has positive implications for both reaching higher degrees
of fairness and improved business operations.
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1 Extended Abstract

In the dynamic landscape of Customer Relationship Management (CRM), customer re-
tention stands out as a pivotal element for sustained growth and competitiveness. The
advent of Customer Churn Prediction (CCP) models has been a consequential develop-
ment in this context, seeking to identify customers at risk of churning in the future (Burez
& Van Den Poel, 2007). However, the conventional evaluation metrics applied to these
models, such as the Area Under the Receiver Operator Curve (AUC) and top-decile lift,
often fall short of aligning with the overarching business goal of maximizing customer
retention campaign profit (Verbeke et al., 2012).

This research contends that a paradigm shift is requisite in CCP methodologies to bridge
the gap between theoretical model evaluation and practical business impact. To address
this misalignment, the Expected Maximum Profit measure for Customer Churn (EMPC)
was introduced, offering a novel performance metric that allows practitioners to select
models directly based on their business impact (Verbraken et al., 2013). However, de-
spite these efforts, both conventional and novel algorithms continue to assume that the
most profitable retention campaigns result from accurately ranking customers based on
their churn propensity, inadvertently overlooking the nuanced distribution of Customer
Lifetime Value (CLV) among customers (Janssens et al., 2022).
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Recognizing the paramount importance of distinguishing between high-value and low-
value customers, recent studies by Janssens et al. (2022) and Oskarsdéttir et al. (2018)
have introduced novel metrics and algorithms. The EMPB metric, proposed by Janssens
et al. (2022), offers an alternative to profit-driven metrics that fail to account for indi-
vidual differences in customer value (Verbraken et al., 2013). Furthermore, the B2Boost
algorithm, introduced by the same authors, focuses on high-value customers through
instance-dependent learning, leading to a significant improvement in campaign prof-
itability. Oskarsdéttir et al. (2018) introduces the EMPC vector, comprising individual
EMPC values computed with customer-specific CLV values. Analyzing summary statis-
tics of this vector provides a more nuanced insight into the distribution of EMPC values
across the heterogeneous customer group.

Despite the promise of these individualized metrics, their integration within profit-driven
models demands considerable effort, often resulting in slower operational pace. This
paper explores an alternative, less cumbersome path by advocating the incorporation
of pre-processing techniques. Inspired by machine learning fairness literature (Kami-
ran & Calders, 2012), these techniques, including Massaging, Reweighting, and Resam-
pling, aim to rectify the under-representation of high-value customers within the targeted

group.

The significance of this approach lies in its potential to streamline the enhancement of
churn campaign profitability. Through adept feature cleaning, engineering, and selec-
tion, even simple logistic regression models can compete with sophisticated algorithms
(Coussement et al.,, 2017). Similarly, this research finds a comparable effect when pur-
suing improved representation of targeted high-value customers. This contribution is
two-fold: firstly, it addresses the oversight in the current pre-processing literature by
proposing techniques to amplify the often-underrepresented high-value customer frac-
tion within the targeted group (Janssens et al., 2022; Oskarsdottir et al., 2018). Secondly,
by framing the challenge as one involving the sensitivity of high-value customers as a
group, this research provides a simpler interface for improving churn campaign profit on
par with existing profit-driven techniques. Additionally, it delves into the essential pre-
requisites for the success of individualized profit-driven techniques, exploring situations
where conventional methods are most advisable.
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Introduction

Ensembles of neural networks (NNs), referred to as Deep ensembles, have been regularly
used in the operations research (OR) literature. Deep ensembles demonstrate robust per-
formance, both in terms of predictive accuracy and uncertainty quantification (Thuy and
Benoit, 2023). Despite their strong performance, applying Deep ensembles in OR poses
challenges due to the significant computational and memory requirements. Specifically,
these demands increase linearly with the ensemble size. Computation-wise, each member
requires a separate forward pass during training and testing. Memory-wise, each mem-
ber requires a copy of the NN weights. Allocating such substantial resources becomes
hard to justify, considering both financial constraints and environmental impact.

Fundamental research has proposed NN ensembles that offer reduced computational
overhead while maintaining strong predictive performance and uncertainty quality. How-
ever, despite their potential, these methods have not been studied in the context of typical
OR applications. This study aims to bridge this gap by conducting a comparative analysis
involving a single NN, Deep ensemble, and more cost-effective NN ensembles within an
OR case study. The objective is to make reliable uncertainty estimates more accessible in
OR applications with NN, as this is critical for out-of-distribution (OOD) data frequently
encountered during deployment.
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Methodology

For the advanced NN ensembles, we use a Snapshot ensemble (Huang et al., 2017), Batch
ensemble (Wen et al., 2020), and Multi-input multi-output ensemble (Havasi et al., 2020).
The NN ensembles are compared on a dataset containing images of manufactured parts.
Computational and memory costs are recorded during runtime. The models are trained
and tested on images of five object classes, representing the in-distribution set. Addi-
tionally, the models are tested on an out-of-distribution dataset of three other object
classes, simulating instances during deployment where the data distribution differs from
the training data distribution. In the OOD setting, robust uncertainty estimates are cru-
cial to raise a warning and reduce misclassifications by bringing a human expert in the
loop for uncertain observations.

Results

This study reveals a clear trade-off between computational cost and uncertainty qual-
ity. On the one hand, the single NN is confidently wrong when confronted with OOD
data. On the other hand, the Deep ensemble exhibits high uncertainty in predictions
on the OOD set. Among the advanced NN ensembles, the Snapshot ensemble demon-
strates the strongest performance, nearly matching the Deep ensemble, closely followed
by the Batch ensemble. However, the Multi-input multi-output ensemble yields disap-
pointing results, marginally surpassing the single NN. Regarding in-distribution accu-
racy, the Batch ensemble and Multi-input multi-output ensemble perform comparably to
the Deep ensemble, while the Snapshot ensemble performs weaker and is even outper-
formed by the single NN.

Overall, this work demonstrates that Batch ensembles provide a cost-effective and com-
petitive alternative to Deep ensembles. They perform similarly on the in-distribution set
and are slightly less effective on the OOD set while exhibiting a training time speedup
of 2X, a test time speedup of 7X, and 5X memory savings. We anticipate that the acces-
sibility of these cheaper NN ensembles will prove advantageous within the OR domain.
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To mitigate climate change as far as possible, it is urgent to dramatically reduce our green-
house gas emissions. For this reason, public and private entities make an effort to join
their forces to initiate a disruptive and large-scale energy transition. However, even with
growing citizen pressure and financial incentives for decarbonization, business actors as
well as policymakers are still experiencing major difficulties in meeting their emission
commitments. They are even often distraught when trying to fully engage in their decar-
bonization journey. This is mainly due to the new challenges and the generally increasing
complexity of the energy landscape coming from intermittency caused by the injection
of renewable energy sources, decentralization of the energy system blurring the roles of
producer and consumer, interdependency of energy systems and land use. Nevertheless,
business actors seek to better understand possible energy levers (i.a., green electricity,
hydrogen, e-fuels, biogas,...) and technology choices to accelerate their decarbonization
journey to be able to fulfil their commitments without compromising their business prof-
itability.

To support the Engie group and its clients on this journey, a web-based optimization
software, called Prosumer, has been developed by ENGIE Impact R&D lab, which is com-
posed of researchers in mathematics as well as experts in energy systems. As its name
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suggests, Prosumer (Producer-consumer) targets to harmonize decarbonization targets
with the production potential and the energy needs of a given business actor while pro-
viding financially optimal solutions. Finding the most appropriate and profitable option
constitutes a complex problem, as it depends on the amount of particularities and require-
ments to decarbonize, involving a large number of decisions (i.a., investment decisions,
production decisions) to make. Therefore, Prosumer utilizes a tailored Mixed Integer Lin-
ear Program (MILP) to describe the underlying generation expansion planning problem
which is solved using a state-of-the-art commercial solver. A linear Generation Expan-
sion Planning (GEP) problem consists of finding the optimal energy equipment mix to
meet future demand. The GEP problem is expressed as commodity and technology ag-
nostic, involving flexible space and time dimensions. While the nodes and edges of the
flow network, parameters for the different assets, the accessible commodity markets, and
the loads to satisfy are defined by the modelling choices, investment and operational de-
cisions are the outcome of the mathematical optimization, leading to the lowest total cost
of ownership. Prosumer, therefore, provide business developers with great flexibility to
describe the future portfolio of assets and used commodities.

While also other modelling frameworks have similar mathematical approaches, Prosumer
outperforms many approaches thanks to the accessibility of the framework (graphical
web-interface is provided), the scalability (cloud-based solving), and the user experience
(users do not need to be mathematical modelers), increasing the efficiency of the day-to-
day business of Engie Impact consultants. To this end, Prosumer finds application, e.g.
to perform Net Zero Factory studies, but is also used by other Engie segments as a pre-
feasibility tool to dimension heat or cold networks, green energy supply for datacenters
robust to crisis scenarios, charging infrastructure for electric mobility or even equipment
to produce green hydrogen with a renewable energy portfolio.

The presentation will involve practical business examples where the full modelling po-
tential Prosumer and the concrete realizations and achievements following its optimal
investment recommendations will be showcased.



160 Parallel session FB2 - Energy (Friday 9, 11:00 - 12:00, S.C.002)

1 Energy Vectors

Sizing of Assets

2 Time Horizon
Dispatch of Assets
3 Nodes
Economic
Performance
RES Share

Investment
4 Loads

Strategy

Optimized LCOx
Avoided CO2
Emissions

6 Commodities

7 Regulatory

Figure 1: Hllustrative diagram of the input modelling potential and the optimized output
information of Prosumer.
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The expansion of generation capacity in Europe is witnessing substantial growth, pri-
marily driven by the adoption of clean energy sources that are poised to transform global
electricity systems. However, the rapid growth in capacity presents challenges due to the
variable and uncontrollable nature of renewable energy, leading to a less predictable and
more uncertain energy supply. This paper will address the issue of supply security by
examining five distinct scenarios for Belgium’s future energy mix. This is done by using
the urbs software, which is a linear programming model specifically tailored to handle
complex energy systems, considering both total system cost and total emitted CO, of
the modeled system. Each scenario entails different iterations to examine the impact of
changing parameters. The analysis of the planned actions reveals risks for blackouts, pri-
marily due to the lower baseload capacity of nuclear energy and the increasing share of
renewable energy sources in Belgium and neighboring countries. The results show that
adequate cross border capacity and a diversified renewable energy mix supplemented
with storage capacity can mitigate these risks for potential blackouts. It proves to be
essential for maximizing renewable energy integration and reduces the reliance on con-
ventional, higher-emitting power sources leading to environmental benefits and lower
economic costs. This paper highlights the relationship between cross border capacity,
storage capacity, CO, emissions, and costs. It underscores the importance of proactive
planning and investment in cross border capacity and storage infrastructure to enhance
the resilience and decarbonization of energy systems. By optimizing the utilization of re-
newable energy sources and minimizing environmental impacts, the findings contribute
to the ongoing transition towards a sustainable and secure energy supply.
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1 Curse of uncertainty in sustainable energy optimiza-
tion

In the contemporary context, the imperative of effecting an energy transition has emerged
as a pivotal element in the pursuit of a sustainable global future. Nations and industrial
sectors are progressively incorporating an expanding proportion of sustainable energy
sources within their energy portfolios. Nevertheless, the integration and effective man-
agement of these emergent technologies to align with energy demand introduce a height-
ened level of operational complexity. Industrial operators now contend with stochastic
and weather-dependent energy productions, an expanded spectrum of technologies and
the intricacies associated with storage and energy conversion management.

In response to these challenges, the adoption of digital tools powered by mathematical
modeling and optimization methodologies assumes a pivotal role. Operational decisions
of sustainable assets are improved by these tools. They allow to formulate robust, secure,
and economically viable strategies.

Nevertheless, a significant challenge in addressing optimization problems related to sus-
tainable energy management systems lies in their inherent stochastic and non-linear
characteristics.

« Stochastic data: solar farms and wind turbines production, electricity and hydro-
gen prices

+ Non-linear behavior: charge and discharge efficiency of batteries, efficiency of
energy conversion in hydrogen electrolysers

These aspects pose considerable difficulty when employing conventional optimization
approaches. In many cases, there is no hope to meet operational time constraints. Rec-
ognizing this challenge, Engie Impact is presently directing a segment of its research ef-
forts towards comparative analyses between optimization techniques and reinforcement
learning (RL) methodologies. RL methods are trained to acquire optimal decision-making
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insights from simulations and involve the construction of a probabilistic surrogate model
for the underlying problem. These methods diverge from the conventional optimization
practices avoiding to re-start the computation from scratch each time case parameters
are changed. Moreover, the exploration capacities of RL seem of potential to deal with
non-linearities.

2 Perspectives on industrial applications

Following an academic literature review, we can see more and more examples of success-
ful applications of RL in energy management systems. This gives the wish to evaluate
whether these successes could be replicated on our own industrial applications.

Engie Impact’s current research in this domain concentrates on two aspects of energy
management: battery and electrolyser dispatch. Both scenarios include a renewable
source with uncertain production levels. Moreover, the system is interconnected with
the electricity grid and subject to uncertain market prices. The battery dispatch challenge
is to efficiently store and release energy with a non-linear charging and discharging effi-
ciency. Similarly, in the second case, electrolyser non-linear production and Hs storage
should be optimized. In both cases, the goal is to maximize revenue from energy sales
while ensuring a robust response to cope with stochastic input data.

Wind Plant

External Grid

attery (BESS)

Solar Plant

Figure 1: Battery dispatch problem configuration

In this presentation the two cases will be outlined as well as preliminary results and
learned insights.
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In a given graph, a spanning tree without vertices of degree 2 is called a HIST (homeo-
morphically irreducible spanning tree). In the theory of these spanning trees, HIST-free
graphs, i.e., graphs not containing a HIST, play an important role. Many fundamental
questions remain unanswered.

We investigate HIST-freeness from two perspectives. Firstly, we focus on HIST-critical
graphs, i.e., HIST-free graphs in which every vertex-deleted subgraph contains a HIST.
Secondly, we study a conjecture by Malkevitch [2] stating that planar 4-connected graphs
must contain a HIST.

This topic is closely related to the study of hamiltonian graphs and hamiltonicity-related
concepts. A graph is hamiltonian if it has a cycle visiting every vertex of the graph. In
other words, a hamiltonian cycle is a connected spanning subgraph in which every vertex
has degree 2. A HIST is a connected spanning subgraph in which no vertex has degree 2.
Malkevitch’s conjecture is a HIST-analogue of the famous theorem by Tutte [4] stating
that planar 4-connected graphs are hamiltonian and HIST-critical graphs are an analogue
of the well-studied concept of hypohamiltonian graphs, i.e., non-hamiltonian graphs in
which every vertex-deleted subgraph is hamiltonian.

To study these concepts, we implemented an efficient branch and bound algorithm for
counting the number of HISTs in a given graph. It can then also be used to determine
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HIST-freeness or HIST-criticality of a graph. We use this algorithm to obtain computa-
tional results and to aid in the proving of theoretical results.

In particular, we performed an exhaustive search for the smallest HIST-critical graphs
of at least a given girth, i.e., the length of a smallest cycle. See Figure 1 for the three
smallest examples. Note that these have girth equal to 3. Some of the graphs found in
this way gave rise to an infinite family of HIST-critical graphs. This family together with
the exhaustive search are then used to prove the existence of HIST-critical graphs for
nearly every order.

Figure 1: The three smallest HIST-critical graphs.

We performed similar computations for the planar case and also here found an infinite
family of planar HIST-critical graphs (see Figure 2), mirroring the study in the hypohamil-
tonian case, where the non-existence of planar hypohamiltonian graphs was conjectured
by Griinbaum [1], but later an infinite family of them was given by Thomassen [3].

Using our algorithm we confirmed Malkevitch’s conjecture up to order 21 and look at the
4-connected planar graphs having the fewest number of HISTs for each order. It seems
that for even orders this minimum is attained by the antiprism graphs and we prove a
formula giving the number of HISTs in such graphs.

Figure 2: An infinite family of planar HIST-critical graphs.
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In 2018, Jajcay, Kiss and Miklavi¢ [1] introduced a class of highly symmetrical graphs,
called edge-girth-regular graphs (abbreviated as egr graphs). For integers v, k, g and A
the authors define an egr(v, k, g, A) graph G as a graph consisting of v vertices such
that every vertex has degree k, the shortest cycle in G consists of g edges and every
edge of GG is contained in precisely A shortest cycles. This class of graphs contains a
number of famous graphs that often appear as the minimizers or maximizers of certain
functions on graphs. Fig. 1 shows the Petersen graph, which is an egr(10, 3, 5,4) graph
that appears for example in Cambie, Goedgebeur and Jooken [2] as the graph containing
the most number of connected induced subgraphs among all 3-regular graphs on at most
10 vertices.

In this work, we are interested in determining n(k, g, A): the minimum number of ver-
tices v such that an egr(v, k, g, \) graph exists for given parameters &, g and \ (or oo
if no such graph exists). To this end, we develop an exhaustive graph generation algo-
rithm for enumerating all egr(v, k, g, A) graphs based on efficient pruning rules that we
integrate in a backtracking algorithm. We implemented this algorithm and conducted a
computational experiment on a cluster, which took about 6 CPU-years. This experiment
resulted in new extremal graphs and improvements to several lower and upper bounds
from the literature for n(k, g, \).
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Figure 1: The Petersen graph.
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1 Context

Graph randomization is pivotal in network science for distinguishing significant struc-
tural patterns from those arising by chance. While random graphs have been a subject of
study since the inception of graph theory, the choice of randomization method for spe-
cific research questions is not always clear, especially for non-mathematicians. Moreover,
practitioners often rely on existing tools, which may not transparently convey their as-
sumptions and algorithms. As graph randomization becomes increasingly popular for
assessing the statistical significance of network metrics and topologies, understanding
these methods’ assumptions and implications is crucial.

This work explores the intricacies of graph randomization, its potential pitfalls, and the
various methods and tools available. We aim to provide a comprehensive overview of
different randomization approaches, their algorithms, and the tools implementing them.
Additionally, we highlight the importance of method selection for particular research
questions and raise awareness of the risks associated with improper randomization, of-
fering guidance to avoid common pitfalls.

2 Methods

We compare conceptual approaches to graph randomization, such as microcanonical and
canonical ensembles, and examine the algorithms they employ, including edge swaps,
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rewiring, and entropy maximization. We also discuss different metrics for quantifying
statistical significance in network structures. Our analysis uses a range of graphs and
metrics to demonstrate the coherence, or lack thereof, across various tools and methods.

3 Results

Our findings indicate significant discrepancies in the conclusions drawn from different
tools and methods. We provide insights into the often opaque assumptions of these meth-
ods and offer recommendations for selecting the most suitable approach for specific re-
search questions. These insights are valuable for network science researchers and prac-
titioners, offering a critical perspective on the methodologies and tools used to analyze
complex real-world systems.
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1 Introduction

Drug shortages are recognized as a growing problem worldwide. It has been declared a
major public health concern by the European Parliament and Council, and it has been
qualified a “national security issue” by U.S. experts and has prompted the creation of
numerous task forces. As such, it is studied under multiple lights to identify the causes,
consequences, and possible mitigation strategies.

Drug shortages lead to increased patient monitoring, delayed care, increased length of
hospitalization, readmission due to adverse events, operations and care cancellation, or in
some rare cases, death. Economic consequences are also substantial because of the time
pharmacy teams spend dealing with shortages and the cost of purchasing more expensive
alternatives.

We know that a myriad of factors can contribute to a drug shortage, such as the avail-
ability of raw materials, manufacturing problems, regulatory issues, the structure of the
tendering process, just-in-time inventory, demand variability, or various other disrup-
tions along the pharmaceutical supply chain.

Medicine stockpiling has been recommended multiple times, and it is being discussed or
implemented in many countries. Stockpiling involves keeping a minimum stock level
specified in agreements, guidelines, and/or legislation. Such policies vary from country
to country regarding the number of months of demand to keep in stock, the subset of
medicines it applies to, and who is responsible for managing and storing it.
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2 Research problem

While strategic stockpiles have been argued to have the potential to reduce shortages
significantly, this measure is heavily debated. First, it does not address the underlying is-
sues and vulnerability of the supply chain. Second, stockpiles are very expensive and can
lead to much waste because of the medicine’s limited shelf life. Third, countries typically
express the quantity to be stockpiled as a certain number of months of demand, and this
number is the same across all medicines included in the stockpile. Hence, there is little
to no tailoring of stockpile quantities, while medicines differ greatly in terms of price,
demand fluctuation, holding cost, supply chain risks, or criticality for health. Addition-
ally, a significant challenge in implementation is the difficulty in reaching consensus on
the location for inventory storage, as ample storage space is required. Calculating the
optimal inventory levels according to various factors could prevent hoarding and over-
stocking, hence reducing the overall cost.

Tailoring is needed, but it increases the complexity of the policy. An effective public
policy must remain simple to promote understanding, ease of implementation, and good
governance. Furthermore, complex policies may require more resources and be difficult
to enforce, while simple policies are easier to understand and require fewer resources to
implement. Decision trees are an elegant way to deal with the trade-off between tailoring
and policy complexity, and governments often use them for this reason. Policymakers
face a decision problem where they must determine the optimal way to split the tree, how
to perform it, and which policy or course of action should be assigned to each leaf node.
While models and corresponding exact methods for decision tree optimization exist, they
disregard the latter aspect of this problem. Instead, the models are mostly designed for
classification or regression purposes.

3 Methodology

This paper proposes a new mixed-integer optimization model that addresses the trade-off
between tailoring and complexity in policy optimization. Building on the mixed-integer
optimization formulation for classification decision trees brought by Bertsimas and Dunn
(2017), we revisit the objective function to go beyond misclassification minimization and
demonstrate that doing so allows us to optimize policies. Adding a new set of constraints
to the optimal classification trees model was also necessary to allow splits on categorical
values which frequently appear in policy optimization.

We use our model to optimize the inventory levels of medicines stockpiled in The Nether-
lands and devise a cost-effective policy that is easy to implement. The model generates a
set of splits that aim to minimize the cost of the stockpile inventory in terms of holding
and stock-out costs. We estimate the stock-out costs from data on shortages and demand
for medicines over the past decade in The Netherlands. The decision tree is designed to
split over data on registered medicines and their medicinal characteristics, such as their
Anatomical Therapeutic Chemical (ATC) code, route of administration, dosage, form, etc.
The inventory level of each medicine can be determined by classifying them according
to the characteristics and levels indicated by the tree.
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Today’s competitive retail market is faced with high expectations from customers on
both delivery (time) and price (cost). This situation has led retailers such as Amazon
and Zalando to improve their replenishment and picking strategies at their distribution
centres to achieve a higher degree of efficiency [1]. One of these replenishment strategies
is Scattered Storage Assignment (SSA). The underlying idea behind SSA is to unbundle
each received Stock-Keeping Unit (SKU) and spread it over different storage positions in
the warehouse. As the distance travelled by pickers to retrieve items is a crucial issue
in warehouse operations management, SSA increases the average adjacency of pickers
to SKUs, irrespective of his/her actual position, which leads to less travel distance in the
warehouse [2].

To the extent of our review, the prevalent definition and measure used in literature for
scatteredness is based on [3]. We present a new data-driven scatteredness measure which
extends the concept of scatteredness to include more real-world requirements and takes
customer order data into account. To do so, a novel multi-objective mathematical model
is proposed in this study. This model assigns SKUs to storage positions with the aim to
(a) maximize the scatteredness; (b) minimize splitting order-lines by aiming to collect all
items of an order-line from the same location; (c) maximize order correlation of items
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close to each other by reducing the distance between items which are frequently ordered
together and (d) maximize adjacency of frequently-ordered items to the depot.

The proposed model in this study has several benefits. Firstly, as order frequency of
items is not identical, their degree of scatteredness is weighted differently. Therefore,
association rules which describe customer order behaviour, are included in the proposed
scatteredness measure. Secondly, as mentioned by [4], balanced dispersion of each SKU
through the warehouse is important. In other words, if 18 units of an SKU are located
in three different locations with the inventory of (6, 6, 6), it is more balanced than (5, 1,
12). Consequently, this characteristic is also embedded in the proposed measure. Thirdly,
pairwise distance between various locations of an SKU is taken into account. Namely, if
2 units of an SKU are located in two different locations where their pairwise distance is
30 meters, they are more scattered than the situation where their pairwise distance is 5
meters. Fourthly, in contrast to existing SSA measures that allow a single SKU in each
position, the proposed measure in this study allows multiple SKUs in a position which
can have different spatial capacities. Fifthly, previous research requires a pre-defined
degree of scatteredness [5], while our proposed multi-objective SSA model determines
the optimal storage location without needing pre-calculation of a fitted scatteredness
degree. Like this, the provided approach in this study not only scatters the inventory fit
to the context of the corresponding business but also tries to keep the inventory level of
each SKU in each location in a way that minimizes splitting order-lines.

In order to avoid having to find the Pareto frontier, which is complex and may require
long computation times, lower and upper bounds for each of the four objectives are cal-
culated. These bounds are then applied to re-scale each objective, such that they can be
used in a weighted-sum approach. Next, a data-driven method for assigning the weight
of each objective is introduced in this study. Finally, as the proposed model is both non-
linear and non-differentiable, a meta-heuristic solution algorithm based on Differential
Evolution is developed.
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1 Problem description

We study an inbound stacking problem at a company that assembles (large) constructions
from steel sheets. The steel sheets are produced by a supplier and delivered to the assem-
bly company in batches. An incoming delivery batch usually contains a mix of sheets for
different construction projects. For efficient floor space utilization in the warehouse, the
steel sheets are stacked. Once assembly for a certain project is started, all corresponding
sheets are collected from the warehouse. In fact, most projects require multiple days of
assembly work and are split up into sub-projects that correspond to one working day in
assembly. Only one project is active on any given day, and the planning of which project
is assembled on which day is known beforehand.

The stacks of incoming steel sheets need to be built up in such a way that sheets required
for an earlier project are not put below sheets for a later project. Otherwise, the sheet
needs to be ‘excavated’ from the stack, resulting in additional workload for the cranes
collecting the sheets. Furthermore, there are stacking constraints related to height, length
and width. The stack height is limited to a maximum (e.g., 2m). For stability reasons, a
larger sheet can only be put on top of a smaller one if the relative difference in length
and width is less than a certain fraction ¢ (¢ is for tolerance). E.g. if t = 10%, then a sheet
that is put on top of a 6.00m by 1.20m sheet cannot be longer than 6.60m or wider than
1.32m.) Finally, because of the limited carrying capacity of the warehouse floor, there is
also a weight constraint for each stack: the weight is limited to the surface of the sheet at
the bottom of the stack, multiplied with the floor carrying capacity (e.g., 10 ton per m?).

The supplier produces the sheets in batches based on the required metallurgic charac-
teristics and dimensions (length, width, thickness). As a result, the delivery of sheets
required for a specific project is scattered over time. Some sheets already arrive four
weeks before the project assembly starts, while others may only arrive a few days be-
forehand. This means the stacking problem is crucial, since the number of available slots
for building stacks in the warehouse is limited.
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2 Solution approaches

To gain some initial insights, we have developed, implemented and evaluated two algo-
rithms. The first algorithm is a construction heuristic that builds a solution by adding the
sheets one by one to an existing or additional stack. It is a greedy heuristic that assigns
sheets to stacks without taking into account the other sheets that still need to be added.
The major advantage of this heuristic is that the stack logic embedded in it is easy to un-
derstand, which is often an important consideration for practitioners. The disadvantage
is that this heuristic will often produce solutions with too many stacks.

The second algorithm is based on a MIP formulation of the problem that is solved using
Gurobi. To expedite finding the optimal solution, the solution from the heuristic is used
as a warm start, and symmetry-breaking constraints are added on top of the functional
constraints. This algorithm consists of two phases. In the first phase, the number of
stacks is minimized. However, there are often multiple solutions with the same number of
stacks. Therefore, a second phase is added, in which the number of stacks is constrained
to the minimum found in the first phase. The modified objective function in phase two
is then used to minimize the cumulative ‘lifetime’ of the generated stacks. This leads
to a better grouping of sheets in stacks according to their arrival and retrieval times,
so that stacks are created later and/or emptied earlier. This ensures that physical stack
spaces are occupied for a shorter duration and are thus freed up more quickly to store
new stacks. The significant advantage of this MIP-based algorithm is that it provides
a solution with a guaranteed minimum number of stacks (under the given constraints).
The drawback is that the computational time can quickly become prohibitive because the
search space increases combinatorially with the number of sheets in the dataset. Another
disadvantage is that the resulting solutions are not built based on an easily explainable
stacking logic and may therefore sometimes seem counterintuitive.

3 Results

Computational results based on data provided by the company provide insights into
the trade-off between computational efficiency and solution quality and show the added
value of the 2-phase exact approach.

In further research, we plan to develop a hybrid MIP-based heuristic solution approach
that efficiently trades off runtime with solution quality. Also, we will study how trans-
forming some of the stacking constraints into soft constraints (e.g., allowing sheet exca-
vations at a penalty cost) affects both the solution methodology and the solution quality.
Furthermore, we will validate our solution approach by testing it on problem variants
found in the literature.
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1 Introduction

Social Network Influence Problems aim to strategically select users to optimize a certain
criterion, such as maximizing or minimizing influence, that can be restricted for a certain
budget. Some real-work applications are: rumors, fake news, misinformation, etc.

This paper addresses a NP-hard variant of the Influence Minimization Problem (IMP) [2]
which, given a Social Network (SN) and a set of Malicious Nodes (MN), aims to minimize
the influence propagation by selecting a set of Block Users (nodes that block the propa-
gation). To our knowledge, the best algorithm proposed to solve this problem is named
Greedy Replace (GR), which is based on dominator trees [2].

Formally, a SN is represented by a graph G = (V, E), where the set of vertices V' corre-
sponds to users, and the set of edges E indicate the relationships between users in the
SN. The objective of IMP is to strategically place a set of Blockers (B) that are devoted to
block the propagation of misinformation (B C V' \ M N), where |B| = b), to minimize
the number of activated or influenced nodes.

2 From data to problem-specific knowledge

The selection of key features that characterize a good solution is a critical part of this
research [1]. The objective of this research is to understand the features that define a
good solution.

The identification of such distinguishing properties could help in finding those good so-
lutions more effectively, which is the goal of all heuristics. The different properties of



178 Parallel session FC1 - Feature selection/tuning (Friday 9, 13:00 - 14:20, S.C.001)

a solution (features) are obtained by evaluating different metrics over it, thus requiring
to transform the structure of a solution into quantitative features. The generated fea-
tures will then serve as input to the predictive model. This step is highly exploratory,
since there are no guidelines about which metrics should be included, and it is usually
problem dependent.

A decision tree was chosen as the classifier, which is able to quickly categorize the data
set and determine the importance of each feature. This classifier achieved a prediction
accuracy of 99.87%. Performing an individual analysis of the features selected, the aver-
age sum of the propagation blockers neighbors and the average sum blockers in-degree
differ are the key features for IMP. The proposed heuristic uses these features as a greedy
criterion.

3 Computational Results

The testbed of instances used is the same set considered in the previous work, which is
derived from the well-known Stanford Network Analysis Project (SNAP).

GR Jin
b Avg. Time(s) Dev. #B Avg. Time(s) Dev. #B
| 20 10077.13 28.40 0.02% 7 | 10077.02 28.34 0.00% 8
Z | 40 9750.55 55.49 0.01% 7 9750.50 55.80 0.03% 7
5 60 9513.50 81.54 0.34% 6 9512.33 81.99 0.05% 7
= 80 9301.72 106.63 0.44% 6 9299.53 107.71  0.03% 7
100 9137.11 131.14 091% 5 9132.98 132.87 0.00% 8
9556.00 80.64 0.34% 31 9554.47 81.34 0.02% 37
20 15716.42 211.56 0.00% 8 | 15716.42 199.17 0.00% 8
< | 40 14979.66 413.64 0.00% 8 | 14979.66 387.90 0.00% 8
; 60 14465.62 604.81 0.00% 8 14465.62 569.66 0.00% 8
&= 80 13411.32 781.76  0.01% 7 | 13411.30 739.35 0.00% 8
100 | 13004.12 952.28 0.00% 8 13004.21 899.81 0.01% 7
14315.43 592.81 0.00% 39 14315.44 559.18 0.00% 39

Table 1: A comparison between state-of-the-art method and a heuristic approach based
on the best features identified by a supervised algorithm.

Table 1 shows competitive results when comparing both approaches with two diffusion
models (WCM and TV). In terms of computing time, both are similar and by analyzing
the number of best solutions found, g;, is able to reach 76 while GR obtains 70 of the 80
instances.
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1 Introduction

Modeling and simulating mine countermeasures (MCM) search missions performed by
autonomous vehicles is a challenging endeavor. In this work, we present a novel way
to model dunes present on the bottom of the ocean which are called sand ripples. These
ripples greatly impact the sea mine detection capabilities of the autonomous vehicles,
see [4]. In order to account for these ripples in our simulations, we model them in a
stochastic optimal control framework. After which, we use the framework to calculate
the trajectories of autonomous vehicles in a zone where sea mines are suspected to be
present.

2 Methodology

We continue from the work of [1]. In our work, we implemented the optimization prob-
lem in the Julia InfiniteOpt.jl package, see [2]. Contrary to [1], we formulated the op-
timization problem such that the total mission time is minimized for a given probability
of non-detection, i.e.,

minTY, (1)
subjected to
min E[q (TF)] = mln/ e f(;TF ’Y(m(T);UJ)de) (CU) dw (2)
Q
where the position of the autonomous vehicle is given by
x (t) = f(2(t),y(t),(t),r(1)). (3)

The position as defined in Eq. (3) is governed by the differential equations given in [1].
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Our approach to model the sand ripples consists of multiplying the gamma function,
v (z (1) ,w), of Eq. (2), with a set of functions containing the soft rectangular function as
defined in [3]. This approach will force the optimization software to select trajectories,
for the autonomous vehicle, that are perpendicular to the position of the sand ripples.
Indeed, in order to be able to detect mines in the presence of sand ripples, the autonomous
vehicle needs to traverse the sand ripples perpendicularly.

3 Results

The to be surveyed zone consists of a square domain ) = [5, 25]2 where sand ripples are
present in the left upper triangle at a 135 degree angle, see Fig. 1. The trajectory for one
vehicle is given in Fig. 2 for a requested probability of non-detection of 30 %, a starting
point at (14.5, 15.0), and a total mission time of 28.17 sec. Observe that in Fig. 2, at point
(12.5,15.0), the vehicle is traveling at an angle of approximately 135 degrees, meaning
that the detection of mines at this location is impossible, i.e., the color in front of the
vehicle stays blue.

! il 0.8
25 e 25
20 20
o o 0.6
£ £
£15 £15
o o
{= f=
= ] o4
075 10
5
> 0.2
5 10 15 20 25 5 10 15 20 25
easting easting
0.0

Figure 1: The upper left triangle has Figure 2: Trajectory for one vehicle for

sand ripple§ ata 1.35 degree angle, wh.ile a requested probability of non detection
the lower right triangle has no sand rip-  of 30%. The red area denotes the zone
ples. that has been surveyed.
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In multiple criteria decision aid, one usually distinguishes three main approaches [5]:
aggregating, interactive and outranking methods. PROMETHEE [2] belongs to the latter
family. These methods have been used in many practical applications [1] and have been
subject to multiple methodological extensions. Among these methods, PROMETHEE II
allows building a complete ranking of the alternatives. Its structure can be decomposed
into three parts:

1. A normalisation of the difference between each pair of alternatives for each crite-
rion;

2. A weighted sum of these normalized differences over all criteria;
3. The definition of a preference structure based on net flow scores.

This is performed by taking into considerations both intra and inter criteria preference
parameters. Of course, the study of the sensitivity of the ranking regarding the input
parameters is central for the assessment of the method’s outputs reliability. To that end,
Mareschal and Doan & De Smet studied the stability of PROMETHEE II rankings regard-
ing the inter-criteria parameters (referred to as weights) [4, 3]. The authors proposed
exact methods to compute intervals of stability on weights which preserve a ranking.
Their approach is based on linear programming.

To the best of our knowledge, there has not been any study on the stability of PROMETHEE
II ranking regarding the intra-criteria parameters. In this case, a major difficulty resides
in the fact that the relation between the results of PROMETHEE II and the intra-criteria
parameters is in general not linear and does not respect easily manageable mathematical
properties. In this work, we propose an exact sequential algorithm to compute regions
of stability in which the relative ranking is preserved under some restrictive hypotheses
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regarding the used normalisation. The results of the algorithm are presented and studied
on different problem instances.

The proposed method is expected to be extendable to relax these hypotheses. For example
to preserve a complete ranking, or to preserve relative ranking when changing multiple
parameters simultaneously. We propose different research directions to investigate these
questions.
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Multi-Criteria Decision Aid (MCDA) aims to help solve problems consisting of alterna-
tives that are simultaneously evaluated on conflicting criteria. Usually, three main prob-
lem settings are considered; choosing, sorting or ranking alternatives. In MCDA, three
prominent families of methods can be identified: aggregating, outranking and interac-
tive procedures. This study will focus on PROMETHEE which belongs to the outranking
methods (Brans & Vincke [1]). It is based on pairwise comparisons to generate a partial or
a complete ranking of alternatives. As attested by Behzadian et al. [2] and Mareschal [3],
they are widely used in practice and have been subject to extensions to sorting, clustering,
group decision-making, etc. Within this family, PROMETHEE I produces a partial rank-
ing (leaving some pairs of alternatives incomparable to each other) and PROMETHEE II
produces a complete ranking.

In MCDA, the method, as well as the parameters, are chosen by a decision-maker. The
selection of exact values for these parameters, while often complex for a decision-maker,
is of the outermost importance. However, it is inherently difficult to assess whether
illogical rankings originate from a poor choice of parameters, inadequate ranking method
or that the data itself is not suitable for ranking. In the Analytical Hierarchical Process
method (AHP), this aspect is evaluated through what is called an inconsistency index
(Saaty [4]). However, to the best of the authors’ knowledge, such considerations have
never been made in the application of the PROMETHEE II method.
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Thus, this contribution aims to address this shortcoming by providing an assessment
of the resulting ranking quality given by PROMETHEE II. This is achieved by evaluating
the conversion from what is called the preference matrix to the uni-dimensional ranking.
Indeed, a quality index can be computed from this preference matrix which can indicate
the amount of inconsistencies that are then neglected when computing the final complete
ranking.
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1 Introduction

The aim of this talk is to show how the rich set-based modeling formalism of Hexaly Opti-
mizer (formerly LocalSolver) can be used to efficiently model many industrial scheduling
problems, using generic operators only. More specifically, we will focus on the advan-
tages brought by the combined use of interval and list variables for modeling disjunctive
scheduling problems. We will also show how the solver exploits this modeling to pro-
vide quality solutions quickly, through local search moves and a solution repair algorithm
based on constraint propagation.

Hexaly Optimizer is a mathematical optimization solver based on various operational
research techniques, combining exact methods such as linear, nonlinear and constraint
programming, and heuristic methods such aslocal search [2]. Its algorithms deliver excel-
lent performance on scheduling problems: 2.2% deviation from the best known solution
on the Job Shop Problem with up to 2000 tasks, 0.3% on the Flexible Job Shop Problem
with up to 500 tasks, 1.4% on the Resource-Constrained Project Scheduling Problem with
up to 300 tasks, all within one minute of computation.

2 List and interval-based modeling

The presence of disjunctive resources in a scheduling problem is characterized by non-
overlap constraints on tasks assigned to the same resource. A simple way of writing this
constraint consists in exploiting the order of the tasks: each task can only start after the
previous task has finished.

With Hexaly Optimizer’s modeling formalism, this constraint is written using two types
of decision variables. On the one hand, each resource is represented by a list variable!
: the elements of the list correspond to the tasks executed on this resource, arranged in

In Hexaly Optimizer’s modeling formalism, a list variable of domain size n is a decision variable whose
value is a permutation of a subset of {0, ...,n — 1}.
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ascending order of execution dates. In addition, interval decision variables are used to
represent the execution range of each task.

order <- list(nbTasks);
»| task[@...nbTasks] <- interval(@, horizon);

We then write the non-overlap constraint using a variadic "and” operator. This constraint
reads “for any position ¢ in the list, the task at position ¢ must be executed before the task
at position 7 4 1”. This formulation based on list and interval variables has the advantage
of allowing the user to write the non-overlap constraint in O(n) only, where n represents
the number of tasks, as opposed to O(n?) when considering tasks two by two and using
only interval variables.

[
w\constraint and(@...nbTasks-1, i => task[order[i]] < task[order[i+1]1]); // (1)
L

3 Small-neighborhood search

In addition to providing a straightforward way to model non-overlap constraints, expres-
sion (1) gives the model a strong structure that can be exploited by the solver, particularly
in local search movements.

Hexaly Optimizer’s local search component thus implements various scheduling-specific
movements, which are automatically activated or deactivated according to the character-
istics of resources and tasks (fixed or variable duration, for instance). Examples include:
inserting a new task on a machine, merging two neighboring tasks, exchanging resources
between two tasks, exchanging the start dates of k tasks assigned to the same resource,
splitting a task...

These movements exploit the interaction between variables representing task execution
ranges and their order on the machines. For example, for the resource change move, we
remove the index of the chosen task from the list of its initial machine and add it to the
list of another machine at the correct position, thus ensuring that the tasks remain sorted
by ascending start date.

4 Solution repair by constraint propagation

However, small-neighborhood search alone does not enable the solver to achieve good
performance on disjunctive scheduling problems. Indeed, in a good solution to such
a problem, the precedence and non-overlap constraints between tasks are very tight.
Moving from a good solution to a slightly better one then requires changing the execution
ranges of a large number of tasks.

To overcome this problem, we implemented a solution repair algorithm based on con-
straint propagation [1]. The principle of this algorithm is as follows. When the solution
obtained after a local move is infeasible, it is gradually repaired, one constraint at a time.
The goal is to reach feasibility by extending a promising but infeasible move, rather than
canceling it. The constraints are therefore repaired by modifying variable values always
in the same direction. For example, if a task has already been moved back, either during
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the move or during a previous repair, it can be moved back further, but cannot be moved
forward.
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1 Introduction

This research is done as part of the Planum project which consists in studying and de-
veloping technologies and tools in order to facilitate the recycling of end-of-life aircrafts.
The problem studied in this paper concerns the scheduling of the operations taking part
in the dismantling phase of the recycling process, from the reception of the plane to the
sectional cutting and shredding of the carcass. Additionally, technicians have to be as-
signed to tasks during the scheduling and some tasks require specific certification levels.
The main objective is to minimize the total time taken by the whole extraction process.
This is modeled with a makespan value that corresponds to the time step at which the
last operation finishes. A secondary objective is to minimize the dismantling cost by lim-
iting the use of more costly resources. This problem is a variant of the Multi-Skill Project
Scheduling Problem (MCPSP) [1], which is itself a variation of the well known Resource
Constrained Scheduling Problem (RCPSP) [2].

Additional constraints arise from the specific context of aircraft dismantling: First, some
parts of the plane may have space restrictions that limit the number of technicians work-
ing at the same time there. Thus, the plane is divided into locations that each have an
occupancy limit corresponding to the maximum number of technicians allowed to work
there at the same time. Second, the plane must be kept balanced during the whole disas-
sembly process by ensuring that the difference of mass between its extremities does not
overstep given thresholds.

2 Model

The approach used to tackle this problem uses Constraint Programming (CP). The model
is implemented in CP Optimizer [3] and relies on conditional time-intervals [4] which are
used to represent the tasks to perform as well as the assignation of technicians. Task vari-
ables are always set to present while assignation variables are optional. Some technicians
may be unavailable at specific times during the scheduling period. These unavailabilities
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are also modelled as interval variables. All the optional assignation and unavailability
interval variables of a same technician are added to a sequence variable which is subject
to a noOverlap constraint that ensures that a technician is never assigned to more than
one operation simultaneously and is not assigned when unavailable.

Balance and occupancy constraints are modelled using cumulative functions. There are
two cumulative functions used for the balance constraints: one that represents the dif-
ference of mass between the front and rear of the aircraft and one does the same for left
and right wings. When weight is removed in a balance zone as part of a task, it is either
added to or subtracted from the relevant cumulative function. Occupancy constraints
also use cumulative functions: For each location in the airplane, a cumulative function
models the number of technicians working in this location. This cumulative function is
linked to the operation activities taking place at this location and must not overstep the
capacity of the location.

An Alternative constraint is used to link the task activities with the corresponding op-
tional assignation activities. Finally, precedence constraints ensure that preceding activ-
ities are finished when an activity starts. The two objectives of the problem are solved
using a lexicographical search: First, the makespan objective is solved to optimality or
until a given limit is reached. Second, the cost objective is minimized subject to an addi-
tional constraint that prevents the makespan objective to regress.

The model is assessed using a set of scenarios comprising up to 1500 tasks, which are
derived from real data provided by an industrial partner. Our experiments demonstrate
that the model can effectively identify feasible solutions for all instances. However, prov-
ing optimality is only feasible for instances with a smaller scale. For larger instances,
solutions are found with a gap of 15% to the lower bound. The model, instances and
results are available at the following repository: https://github.com/cftmthomas/
AircraftDisassemblyScheduling.
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1 Problem definition

Rivers and waterways, in addition to road, rail, and air transport, serve as natural in-
frastructures well-suited for freight transport. Despite being an age-old method, trans-
porting goods over inland waterways proves reliable, cost-effective, and environmentally
friendly within logistics and supply chains. According to the European Commission, the
energy consumption for water transport is approximately 17% of that for road transport
and 50% of rail transport. Eurostat reported in 2014 that waterways contribute to around
12.3% of Germany’s total freight transport infrastructure, and this figure is approximately
6.6% for the European Union (EU).

A lockage or lock movement denotes a singular operation of a chamber, encompassing
the entry of one or more ships into the chamber, the adjustment of water levels from
downstream to upstream or vice versa, and the subsequent exit of the ships from the
chamber. Note that ships approach from either the upstream or downstream side. The
term lockage time corresponds to the duration required to execute this operation. The
chamber’s capacity signifies the maximum number of ships that can be concurrently
accommodated during a single lockage. Locks are comprised of either a single chamber or
multiple parallel chambers. For example, the Wijnegem lock, situated in Belgium, linking
the Albert canal to the Antwerp port, comprises three non-identical parallel chambers.

Formally, we consider a single lock consisting of non-identical parallel chambers. The
chambers operate independently of each other, and each is characterized by two numbers:
a length of the chamber and a lockage time (or simply a duration). Moreover, a set of
non-identical ships arrive on either side of the lock. Each ship is characterized by an
arrival time, a length, a waiting cost per unit time and a position, either downstream or
upstream. We aim to assign ships to chambers and schedule each lockage of chambers
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such that the total waiting cost is minimized.

2 Complexity

Following a straightforward reduction from 3-partition, we conclude the problem is strongly
NP-hard. Also, we show the complexity of the problem when ships are identical for an
arbitrary number of chambers is strongly NP-hard since its no-wait counterpart is al-
ready known to be strongly NP-complete. Nevertheless, we provide a polynomial-time
algorithm to solve this special case when the number of chambers is constant.

Theorem 1 Assuming a constant number of chambers, the special case with identical ships
is solvable in O(n™*3) time.

3 Initial results

We propose different formulations to solve the problem. For the time-indexed formula-
tion, we propose additional inequalities enforcing the following property.

Property 1 Each chamber movement either directly follows upon a previous movement or
starts upon some a; while containing ship <.

Preliminary findings indicate that the time-indexed formulation, incorporating additional
inequalities, exhibits effectiveness in solving instances of problems involving up to 100
jobs. The absence of these additional inequalities, however, significantly hampers the
performance of the time-indexed formulation. For the special case with identical ships
and for small m, an early implementation of the proposed polynomial algorithm for
Theroem 1 demonstrates a slightly superior performance compared to the time-indexed
formulation. For the case where m = 1, a dedicated iterative dynamic programming ap-
proach is performant. Additionally, early results suggest that an associated set-covering
formulation may not yield computational advantages, while Bender’s decomposition ap-
proach exhibits some potential.
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1 Introduction

Outsourcing is a popular means to achieve flexibility and reduce the cost of ownership
in many industries (Briskorn et al, 2021). Both in project and machine scheduling, out-
sourcing can take the form of external rented resources. Determining the length of the
rental periods for such resources is a challenging problem.

In this paper, we aim to schedule a set of normal jobs and a set of (external) resource
jobs within a precedence-constrained project as defined by Brucker et al (1999). Each job
has a processing time and induces a cost depending on its completion time. The external
resource also induces a renting cost per unit time. The external resource will be present
at the site from the start of the first resource job until the end of the last resource job. We
consider a discrete-time horizon representing the scheduling horizon.

The jobs have precedence constraints, meaning that each job can only start when all its
predecessors are finished. At any point in time, we can process an infinite number of
regular jobs but only one resource job.

We consider a very generic objective function in which we minimize the sum of the costs,
consisting of a scheduling cost and a renting cost. The scheduling cost can be any piece-
wise linear function such as the weighted total completion time and the makespan. Even
for these well-known objectives, the problem is strongly NP-hard as shown in Briskorn
et al (2021).

2 Benders algorithm

A time-indexed formulation of the problem includes binary decision variables that de-
fine the order based on which the resource jobs are scheduled and binary time-indexed
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Figure 1: Disjunctive arcs for resource jobs

decision variables that decide the final schedule. In such a formulation, only one block
of constraints requires both types of variables, while the other block requires only one
variable type. This allows us to devise a Benders decomposition approach to solve the
problem. Since the jobs needing the resource cannot be processed simultaneously, the
master problem fixes the order of the resource jobs by setting variables that define the
direction of the associated disjunctive arcs, see Figure 1. Once these variables are fixed,
the sub-problem schedules the jobs by solving a problem whose dual is equivalent to a
min-cost flow problem.

3 Results

Proposition 1. When the solution to the master problem is integral, the dual of the sub-
problem reduces to a max flow problem.

Conjecture 1. Considering a non-decreasing in the completion time of the job cost function,
the dual of the sub-problem reduces to a shortest path problem which is solved in polynomial
time with the Dijkstra algorithm.

This is the first time we can reduce a project scheduling problem to a shortest path prob-
lem according to our literature review.
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1 Global Constraints Based on Transfer Functions

Global constraints are a very efficient class of algorithms that can be used in local search,
notably for routing optimization problems. Global constraints provide speed improve-
ments compared to naive implementations because they perform some form of symbolic
reasoning on the structure of the problem and exploit mathematical properties such as
associativity and commutativity. They might however be time-consuming to develop.

The OscaR.cbls framework has a generic global constraint based on so-called transfer
functions, which are used to label segments of routes [2, 3]. A transfer function F' is a
function T' — T that can be either queried, as any function, or composed with another
transfer function F' o F'. The transfer function and the composition function together
form a monoid: the composition of two transfer function must be a transfer function.
Both F' and T are constraint-specific.

The generic global constraint precomputes all transfer functions involving the first and
last node of a route. It also precomputes the transfer function in a logarithmic progression
to label segments linking positions (0, 2),(2,4),(4,6),(6,8), ...; (0,4),(4,8),(8,16), ...(0,8),(8,16),
...etc. If the composition operator takes O(1)-time, this precomputation takes O (n)-time
on a route of length n. On a 3-opt move, which creates four segments of the initial route,
the transfer function of the first and last segments are available, and the transfer function
of the two segments in the middle of the route are assembled out of O (log n) precomputed
transfer functions. If the transfer function are evaluated in constant time, the constraint
is updated in O(log n)-time.

To implement a new constraint based on this generic global constraint, one must define
a transfer function and its associated composition operator. Although the framework
hides away a lot of technicalities, this remaining task is challenging.
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2 Systematic Derivation of Transfer Function and Com-
position Operator

To find the transfer function and the composition operator, one can follow an iterative
“trial and error” approach, supported either by proof or by testing. Alternatively, one
can also follow a constructive approach, where the definition of the transfer function
and composition operator are derived from the definition of the constraint. Derivation
approaches are commonly found in formal methods such as B [1]. We could deploy such
an approach on a complex constraint.

The considered constraint is a weighted tardiness constraint with early line. This con-
straint declares two classes of nodes: the first class takes part in a weighted tardiness;
the other class has an early line. Each node the of the first class has an associated weight.
All nodes the of the second class share the same early line. For this constraint, we could
derive the composition operator from the formal definition of the constraint.

We first crafted a transfer function for a single node. It is parameterized by the class of
the node, its tardiness weight, and the early line. The transfer function has two inputs:
the arrival time at the node and the summed tardiness of the preceding nodes; and two
outputs: the leave time from the node and the summed tardiness of this node and its
preceding nodes. Then, a suitable transfer function for segments of route was crafted.
It enriches the definition of the per-node transfer function with additional parameters.
This enriched formula is -unfortunately- an educated guess.

The main task was to define the value of these parameters. This amounts to defining the
composition operators. This is where the derivation process took place. We developed
the formula obtained by chaining two transfer function algebraically. The resulting large
formula was then re-arranged through distributiveness and associativity into the defined
pattern of transfer function. Finally, we identified the terms of the resulting formula
to the parameters of the transfer function. This defined the composition operator and
proved that the transfer function and the composition operator together form a monoid.

The derivation was performed in a single day. No subsequent demonstration was needed
since the formula is correct by construction, and all tests passed immediately. This advo-
cates that the derivation approach was relevant and cost efficient in this case.
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References

[1] J.-R. Abrial. The B-Book: Assigning Programs to Meanings. Cambridge University
Press, USA, 1996.

[2] R.De Landtsheer, F. Germeau, T. Fayolle, G. Ospina, and C. Ponsard. Generic Support
for Precomputation-Based Global Routing Constraints in Local Search Optimization,
Heuristics for Optimization and Learning, pages 151-165, Sprigner, 2021.



200 Parallel session FC4 - Vehicle routing (Friday 9, 13:00 - 14:20, S.C.101)

[3] De Landtsheer, R., and Ponsard, C. (2013) OscaR.cbls: an open source framework for
constraint-based local search. ORBEL 2013.



Parallel session FC4 - Vehicle routing (Friday 9, 13:00 - 14:20, S.C.101) 201

The Dial-a-Ride Problem with Limited Pickups per
Trip

B. Zhao

KU Leuven, Research Center for Operations Research & Statistics

boshuai.zhao@kuleuven.be

K. Wang
Tsinghua University, School of Vehicle and Mobility

cwangkai@tsinghua.edu.cn

W. Wei

Beijing Jiaotong University, School of Economics and Management

weiwenchao@bjtu.edu.cn

R. Leus

KU Leuven, Research Center for Operations Research & Statistics

roel.leus@kuleuven.be

Keywords: dial-a-ride problem, limited pickups per trip, fragment

The Dial-a-Ride Problem (DARP) is an optimization problem that involves determining
optimal routes and schedules for several vehicles to pick up and deliver items at minimum
cost. Motivated by real-world carpooling and crowdshipping scenarios, we introduce
an additional constraint imposing a maximum number L on the number of pickups per
trip. This results in two new variants of the DARP, namely the Multi-vehicle Dial-a-Ride
Problem with Limited Pickups per Trip (DARP-LPT) and the Dial-a-Ride Problem with
Limited Pickups per Trip (DARP-LPT). In MDARP-LPT, vehicles have unique origins and
destinations, while in DARP-LPT, all vehicles share a single fixed depot.

We apply a unified fragment-based method to address both problems, where a fragment
is a partial path. Specifically, we extend two formulations from Rist & Forbes [1]: the
Fragment Flow Formulation (FFF) and the Fragment Assignment Formulation (FAF). Our
polyhedral analysis establishes FFF’s superiority over FAF, a conclusion further validated
by computational experiments. Furthermore, our results show that FFF and FAF signif-
icantly outperform traditional arc-based formulations in terms of solution quality and
time.

Alyasiry et al. [2] propose full fragments (FF) as longer partial paths, while Rist & Forbes [1]
introduce restricted fragments (RF) as shorter partial paths. We propose two novel frag-
ment types: path-enumerated full fragments (PFF) and mixed fragments (MF). PFF in-
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volves enumerating all paths and decomposing them into fragments, while MF decom-
poses a part of FF into shorter fragments while preserving the rest. Subsequently, we
assess the computational performance of different fragment types using the formulation
FFF. The results show that, in MDARP-LPT with a lower value of L, PFF outperforms
FF, and FF performs better than RF. Additionally, for DARP-LPT, MF surpasses both RF
and FF in computational performance, especially when instances have more flexible time
windows and a higher value of L.
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Our study explores the implementation of parcel lockers as a solution for urban last-mile
delivery challenges. To effectively implement parcel lockers, decisions must be made re-
garding the number of lockers, optimal locations, and internal configurations. Existing
research has not fully integrated these decisions with vehicle routes and flexible deliv-
ery options, i.e., home or nearby parcel locker delivery. To address this gap, our study
defines the parcel locker location-configuration-routing problem with flexible deliver-
ies as an optimization challenge. Our solution approach combines a population-based
incremental learning algorithm with an embedded adaptive large neighborhood search
heuristic, considering both carrier and customer perspectives to achieve a balanced so-
lution. Our objective function takes into account the failed home delivery costs, vehicle
operation and usage costs, locker opening costs, as well as the inconvenience cost for
customers when a parcel locker delivery is assigned instead of a home delivery. Using an
artificial case study based on real-world demand and costs, we investigate three research
questions. Firstly, we analyze the impact of customer inconvenience on parcel locker
usage. Secondly, we evaluate the influence of flexible parcel locker delivery, compared
to strict home delivery or strict closest-to-home parcel locker delivery. Lastly, we exam-
ine the effects of adopting multiple possible locker sizes instead of one fixed size. Our
analysis finds major carrier’s cost savings by adopting flexible parcel locker delivery and
the possibility of multiple parcel locker sizes. We also suggest persuading customers to
choose parcel locker delivery by offering discounts.
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