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Artificial Intelligence

• Human decision makers are susceptible to prejudice and bias; 
e.g., gender and racial stereotypes.

Machine Learning is free from such bias as it is no longer based 
on our gut-feeling, but on facts and statistics. 



However …

• AI uses correlations learned from historical data to make 
predictions about the future

• It has been shown that models may unintentionally pickup bias 
from training data or introduce new biases

• Particularly problematic because many models are black boxes 
and decisions are hard to explain



Example: ProPublica Study (2016)

• Predicting risk for recidivism
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https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028

Need for Explanations

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028


EDC: EviDence Counterfactual

LIME: Linear Interpretable Model-

Agnostic Explainer (k=10)

User: Sam

Sam watched 120 movies

Sam is predicted as male

WHY?

IF Sam would not have watched

{Taxi driver, The Dark Knight, Die Hard, 

Terminator 2, Now You See Me, Interstellar}, 

THEN his predicted class would change from male to 

female

Instance-Based Explanations



Need for Methods avoiding Bias

• Based on explanations we may identify biases that need to be 
removed from predictions

• Biases based on:

- Causality vs correlation

- Historical biases

- Lack of information

http://upload.wikimedia.org/wikipedia/en/9/97/Holc_redlining_map.jpeg


Prof. dr. Toon Calders

Toon.calders@uantwerpen.be

University of Antwerp

Antwerp Tax Academy, DigiTax Research Center

mailto:Toon.calders@uantwerpen
mailto:anne.vandevijver@uantwerpen.be

